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Abstract: In this work, we train controllers (models) using Genetic Fuzzy Methodology (GFM) for
learning cooperative behavior in a team of decentralized UAVs to transport a shared slung payload.
The training is done in a reinforcement learning fashion where the models learn strategies based on
feedback received from the environment. The controllers in the UAVs are modeled as fuzzy systems.
Genetic Algorithm is used to evolve the models to achieve the overall goal of bringing the payload
to the desired locations while satisfying the physical and operational constraints. The UAVs do not
explicitly communicate with one another, and each UAV makes its own decisions, thus making it
a decentralized system. However, during the training, the cost function is defined such that it is a
representation of the team’s effectiveness in achieving the overall goal of bringing the shared payload
to the target. By including a penalization term for any constraint violation during the training, the
UAVs learn strategies that do not require explicit communication to achieve efficient transportation
of payload while satisfying all constraints. We also present the performance metrics by testing the
trained UAVs on new scenarios with different target locations and with different number of UAVs in
the team.

Keywords: decentralized control; reinforcement learning; multi-agent; genetic fuzzy methodology;
evolutionary algorithm; UAV team; air transportation

1. Introduction

We apply the Genetic Fuzzy Methodology (GFM) to the complex problem of control-
ling a team of Unmanned Aerial Vehicles (UAVs) to transport a shared payload from one
location to another in 3D space. The team is considered to be decentralized in that the
vehicles make their own decisions rather than being controlled by a central controller. This
has advantages in being more fault tolerant and have lower bandwidth requirements since
the data transferred between vehicles is much lower compared to centralized systems. The
UAVs are trained using GFM in an evolutionary fashion to achieve the overall team goal of
transporting the payload to the desired location. This is an important aspect of this work
as the agents need to learn to forego individual rewards to achieve the overall goal.

The ability to collaborate allows us as humans to tackle many complex tasks such as
moving large objects, manufacturing, driving, team sports, etc. For all these collaborative
tasks, humans could be trained together for improved efficiency. However, each person in
the team makes their own decision that collectively allow the team to achieve the overall
goal. Our research takes motivation from the importance of using collaboration to achieve
complex tasks and how training autonomous agents to learn collaboration or cooperative
behavior has the potential for significantly improving efficiency. The research objective of
this work is to use GFM in a reinforcement learning manner to allow a team of autonomous
agents to work cooperatively to achieve the overall goal of the team. In this paper, we apply
this method for the specific use case of developing controller for team of UAVs to transport
a shared payload. We also discuss scalability to cases with larger teams.
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Collaboration or cooperative behavior is a very important aspect of multi-agent sys-
tems where a team of agents work together to achieve a common goal. Numerous applica-
tions of cooperative robotics have been investigated. These include moving objects [1–4],
truck and drone working together for last-mile delivery [5], formation flying [6], observing
moving targets [7], helping human workers in collaborative tasks [8,9], coordinated search
activities [10], etc. Just like any multi-robot system, a number of UAVs working as a team
can accomplish tasks a single UAV cannot possibly do, such as jointly transporting a large
and heavy payload. Multi-UAV transport is an important dynamics and control problem
that is discussed much in literature. Different techniques for solving this problem have
been presented. For example, Linear Quadratic Gaussian controllers have been used to
control the UAVs to transport slung payload for different payload masses [11]. Another
paper presents the use of cascaded control architecture to transport payload that is modeled
as rigid body [12]. The different sub-controllers within the cascaded architecture perform
different roles such as path following, attitude control, etc. Model Predictive controllers
have also been used for such systems. Wehbeh et al. [13] in addition presented a compari-
son between the performance of centralized and decentralized controllers. They showed
that the decentralized controllers functioned worse when operated at the same frequency as
the centralized controller, but did marginally better when scaled to frequency that allowed
for similar computational cost as the centralized controller.

Applying machine learning methods to train such systems is very recent and holds a
lot of potential as machine learning methods can come up with more improved strategies
for such complex problems. Neural networks are popularly used to model such controllers.
One of the works presented radial basis neural networks for trajectory tracking and obstacle
avoidance while transporting payload using multiple UAVs [14]. Most of the works treat
this use case as a reinforcement learning problem. This allows for the models to learn based
on feedback from the environment and the controllers may learn interesting strategies
to achieve the operational goal. Recent developments in reinforcement learning have
tremendously improved the applicability of learning based systems for various single
agent and multi-agent dynamic systems. Li et al. used reinforcement learning to come up
with optimal trajectory planning that minimized load swing [15]. Another work presents
a multi-agent proximal policy optimization (MAPPO) for controlling team of drones in
simulated air combat tasks [16].

Genetic Fuzzy Methodology has also been applied to different collaborative automa-
tion applications. GFM has been used for controlling automated vehicles for cooperative
merge in high density traffic in cases of fully automated as well as mixed traffic involving
both human and automated vehicles [17,18]. In another work, we had used GFM to control
decentralized cooperative robots in 2D space to transport objects to desired target locations.
We expanded on this work to scale it to teams with different number of robots without
requiring any additional training [19–21]. In another work, GFM was used to carry an
object using two robots holding two ends of the object and transport it between rooms
through a narrow opening [22,23]. We have also used GFM to develop a set of controllers
that controlled UAVs to transport a connected payload. This involved training several
genetic fuzzy systems (GFSs) that were separately trained for its own objectives. The
individual GFSs had its own targeted behaviors such as pitch control, altitude control, yaw
control, etc. [24,25].

In this work, we use GFM to train a single GFS that acts as the decision making system
for each agent in the team. The training is targeted towards achieving the team’s goal of
bringing the payload to the target.

2. Problem Statement

The dynamics problem considered in this work involves a team of UAVs with a
connected payload. The objective is that the UAV team needs to learn to make its own
decentralized decisions without any knowledge of the decisions made by its teammates
to bring the payload to desired target location. The importance of decentralized decision
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making without relying on information about other UAV’s decisions is that this highly
reduces the communication overhead required for this application. This also reduces the
need to solve communication related challenges such as latency. The schematic of a UAV
team with slung payload is shown in Figure 1. Training such a team is a challenging task
and this tests the applicability of the GFS based reinforcement learning framework to train a
decentralized system of UAVs to work collaboratively toward the common goal of bringing
the payload to the target.

Figure 1. Schematic of the dynamics problem: Multiple UAVs need to cooperate to transport the
shared payload connected through cables.

The objective of the GFM training is to come up with a strategy that allows the
decentralized UAVs in the team to work collaboratively, even though it has no explicit
knowledge of its teammates’ future actions, to bring the payload to the target efficiently.
Each UAV decides on the 3D thrust vector applied by it. It is assumed that the UAVs can
apply thrust vector in any direction in the 3D space. Together, the team of UAVs have
to apply appropriate thrusts to control the position of the payload. During the training
process, the overall performance of the system will be used to evolve the team of UAVs.
Thus, even though there is no communication between the UAVs, the UAVs can come up
with strategies that allow implicit understanding of intent of its partners.

3. UAVs with Slung Payload

This section describes the physical dynamics of the UAV team with slung payload.
The UAVs and payloads are modeled as point objects with masses mU and mL, re-

spectively. The forces acting on the UAV and the payload are represented in Figure 2. The
UAVs can apply thrust Fi in any direction in the 3D space based on the recommendations
provided by its own decentralized controller. A damping force, with damping factor µ, is
considered to model the air resistance. Based on Figure 2a, we can write the force equation
for the UAVs.

Fi − Ti −mU gk̂− µṙU = mU r̈U (1)

Ti refers to the tension force vector in the cable connecting the UAV-i to payload. Since the
cables are modeled as spring-dampers the following equation applies.

Ti = krLU + cṙLU (2)
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(a) Forces on UAV-i (b) Forces on the payload

Figure 2. Forces acting on the UAV and payload.

For the payload, the force equation can be written as follows based on forces shown in
Figure 2b as well as the damping due to air resistance.

N

∑
i=1

Ti −mLgk̂− µṙL = mL r̈L (3)

4. Genetic Fuzzy Methodology
4.1. Fuzzy Logic Systems

Fuzzy logic uses degrees of truth, which are continuous values, unlike the the binary True
or False values used by Boolean logic. Fuzzy Logic Systems are systems that use principles
of fuzzy logic to define input-output relationships. FLSs are universal approximators that
can be used to represent nonlinear functions to any arbitrary degree of accuracy. In an
FLS, membership functions [21] are used to define each input and output variable. These
membership functions provide a mechanism to convert the crisp variable values to fuzzy
degrees of membership. If a variable has m membership functions, then a crisp 1-D value of the
variable is converted to an m-D vector showing degrees of membership of the variable value
to each membership function. Thus, the membership functions provide a 1-to-m mapping.

Triangular membership functions are commonly used and require the x-values of
the left, center and right vertices to define it. The input-output relation is defined using
a set of If-Then statements that connect the inputs to the output. As an example, for a
2-input-1-output system, a rule could be If Input1 is mf1 and Input2 is mf3 Then Output is mf3.
To evaluate this rule, the membership values corresponding to mf1 for Input 1 and mf3
corresponding to Input 2 are evaluated. The fuzzy AND operation is used to combine the
values to a single scalar value known as the rule firing value. This value is then multiplied
(assuming product implication) with mf3 defined for the output.

A larger system with many more inputs would be have rules connecting all inputs
to all the outputs. The same process can be used to evaluate each rule. The rule firing
values are the combined the with the output membership functions from those rules. These
are then aggregated to obtain an aggregated fuzzy output. This fuzzy output is then
defuzzified to obtain a crisp real number as the output.

4.2. Training Process

In this work, we use GFS to model the decision making module of each UAV. The GFS
module in each UAV uses the following 12 inputs to make decisions: (1–3) position vector
of the payload relative to the UAV, (4–6) relative velocity of payload in 3D, (7–9) velocity of
the UAV and (10–12) position vector of target relative to the UAV. The GFS needs to process
these inputs, that are related to the states of the agent, payload and the target, and output a
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recommendation of the 3-D thrust vector in the agent’s local reference frame attached to
the UAV. The three axes of this local frame are along the vector from UAV to payload, along
inertial z-axis and a vector perpendicular to these two axes. At each time step, the GFS
module in each UAV is expected to recommend a 3D thrust vector that would efficiently
help with transporting the payload to the target location. To achieve the necessary efficiency
requirements, the GFS model needs to learn the appropriate relationship between the
12 inputs and near-optimal 3D thrust vector that need to be applied. This is achieved
through the Genetic Algorithm (GA) based training process.

The schematic of the GFM training process is shown in Figure 3. Fuzzy Bolt© frame-
work [17,26,27] provides an efficient training process for GA to tune the GFS model. Fuzzy
Bolt© ensures that the training process for the GFS can efficiently handle cases with several
inputs to the GFS. GA is used to tune the parameters related to the membership functions
and the rulebase. The cost function is evaluated based on the performance of the model in
the simulation environment. The cost function needs to be defined in such a way that it
mathematically represents the requirements of the system. As seen from Figure 3, the GFM
uses this cost value as feedback to try different strategies and improve the performance of
the model.

Figure 3. Schematic of the genetic fuzzy training process.

GA is a population-based approach. During each generation, the population in GA
is a set of individuals. Each individual is a vector consisting of values of all paramters
that need to be tuned in the GFS. This includes parameters related to shapes of input and
output membership functions as well as parameters related to the rulebase. Thus, it is to be
noted that an individual in GA does not refer to the individual agents and instead refers to
a solution in the vector space of all parameters that are being tuned. Each individual in GA
can be used to define a GFS. Since the same GFS is shared across all UAVs, each individual
can be used to model the entire team of UAVs. For each GFS in the population, we can
simulate the dynamics of the multi-UAV system using each individual in GA and evaluate
the corresponding cost function (defined in Equation (4)) on the training scenarios. The cost
values provide us information on the effectiveness of each individual (or corresponding
GFS) in solving the multi-UAV problem.

For the GFS, we use triangular membership functions for the input and output vari-
ables. The x values of the boundaries of the membership functions are included in the
set of parameters tuned by GA. All inputs and outputs are modeled using a maximum of
five membership functions. The training process determines the actual number of member-
ship functions used for each input and output variable. Additionally, the GFS uses product
conjunction, product implication and summation to aggregate the output membership
functions after evaluating the rulebase. Centroid defuzzification is used to determine the
crisp output values.

As mentioned before, the cost function need to be defined such that it is representative
of the ability of the system in achieving the goal. For this problem, since the objective is to
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bring the payload to the target while satisfying the constraints, the following cost function
based on an integral of the distance between payload and target is used.

f =
∫ t f

0
||rPT ||dt + γC (4)

where t f = min(t f ail , tmax). tmax is a pre-defined maximum time for an episode in the
simulation environment and rPT is the vector from the payload to the target. The simulation
ends when any constraint is violated. t f ail refers to the first instance of constraint violation.
In the second term, γ is a very high penalization factor and C is a variable that determines
how early any constraint violations happen, if any. Thus, minimizing f would require
minimizing the distance to the target without violation of any constraints.

At the beginning of the training process, the population is randomly generated. This
means that the corresponding GFS produces random actions. This could even lead to
constraint violations which could leave to high cost values for those individuals. In GA, the
individuals with lower cost values have higher likelihood of being selected for crossover
and mutation. Crossover and mutation are operations used by GA to modify the individuals
in the population. During crossover, two chosen individuals are combined using random
weight vector to generate a new individual. During a mutation, a small percent of the
parameters in a chosen individual are randomly perturbed to generate a new individual.
Mutation is mainly performed to reduce chances of becoming stuck in a local minima.
In this work, we use uniform mutation. This means that, for any individual chosen for
mutation, a certain number of parameters randomly chosen based on the mutation rate are
changed to new values. Several such crossover and mutation operations are performed at
the end of a generation to create new population for the next generation. The individuals
with high cost values have higher chance of being eliminated from the population.

By giving more importance to individuals that perform better, GA produces pop-
ulations that improve with each generation. This process of evolution continues for a
predefined maximum number of generations. After each generation, the best GFS from
the population is tested on a validation set to check for generalization to new scenarios.
Once training is finished, the best individual that performs well on both the training and
validation cost is chosen to design the multi-UAV system. This trained GFS will then be
tested on a series of test scenarios with different target locations to ensure that the system
works on a variety of scenarios. The hyperparamters of GA are listed in Table 1.

Table 1. The hyperparameters and the different operators used in our GA.

Hyperparameters Values

Maximum number of generations 10,000
Population size 20

Crossover method Intermediate crossover
Mutation method Uniform mutation
Selection method Stochastic universal sampling

5. Results
5.1. Training & Validation

Training scenarios were developed by defining target locations within 5 m from the
starting location of the payload. The system starts from equilibrium where the UAVs are
all positioned in a symmetric manner around the payload. This also means that the initial
thrust vectors are defined such that they balance the weight of the payload. The GFS
module that determines the 3D thrust vector was trained on teams with three UAVs on the
training scenarios [28]. During the training, after each generation, the best individual or
best GFS was applied to a smaller validation set and the validation cost was also evaluated.
Tracking the validation cost along with the training allows us to make sure the GFS model
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is learning to generalize to new scenarios that are not part of the training set. Figure 4
shows the cost function on the training and validation scenarios for the best individual
in each generation. It can be seen that the GFS model evolves and improves as it moves
through the generations. The improvement in the validation score is an indication that
the GFS model is able to generalize to new scenarios. Once the system was trained, it was
tested on new scenarios to check its effectiveness and generalizing capability. Through
the training process, the UAVs learn strategies that allow it to take actions that lead them
towards the target without any information about the actions of the other UAVs in the team.
Thus, the training process provides the team the capability to work together or cooperate
to achieve the global goal of bringing the payload to the target location.
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Figure 4. Training and validation costs during the training process [28].

The trained GFS model includes the membership functions for the different inputs and
outputs. Figure 5 shows the input membership functions for three of the inputs. Similarly,
the output membership functions related to the thrust vector in the UAV’s local frame are
shown in Figure 6. The variable values along the x axis are normalized values. It is to be
noted that only the membership functions that are actually used by the GFS as defined in
the rulebase are shown in the figures. For example, rU Lz (input 3) only uses m f 1 and m f 2
as seen from the rulebase shown in Table 2.

-1.5 -1 -0.5 0 0.5 1 1.5

r_{ULz}

0

0.2

0.4

0.6

0.8

1

D
e

g
re

e
 o

f 
m

e
m

b
e

rs
h

ip

mf1 mf2

(a) rULz

-1.5 -1 -0.5 0 0.5 1 1.5

v_{Uy}

0

0.2

0.4

0.6

0.8

1

D
e

g
re

e
 o

f 
m

e
m

b
e

rs
h

ip

mf1 mf2 mf3 mf4

(b) vUy

-1.5 -1 -0.5 0 0.5 1 1.5

r_{UTy}

0

0.2

0.4

0.6

0.8

1

D
e

g
re

e
 o

f 
m

e
m

b
e

rs
h

ip

mf1 mf2 mf3 mf4 mf5

(c) rUTy

Figure 5. Membership functions of the trained GFS model for three of the inputs.
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Figure 6. Output membership functions of the trained GFS model. (a) F1: Thrust component in the
direction from UAV to payload. (b) F2: Thrust component perpendicular to F1 and F3. (c) F3: Thrust
component along the inertial z axis.

Table 2 shows the rulebase of the trained model. The trained model has 52 If-Then rules.
The values in the table represent the indices of the membership function corresponding to
the variable defined in each column. I1 through I12 are the 12 input variables for the GFS.
F1, F2 and F3 are the thrust vector components in the local frame of the UAV. As an example,
the first rule can be read as: If input 1 is mf1 AND input 2 is mf2 AND input 3 is mf2
AND. . . AND input12 is mf5 THEN F1 is mf1 , F2 is mf3, F3 is mf3. The output columns
have zeros for some of the rules. This indicates that the output with rule consequent defined
as zero can be ignored when evaluating that rule.At each instance, all 52 rules are evaluated
and then aggregated based on the internal settings of the GFS described before to obtain
the three output values for each UAV.

5.2. Testing the GFS Model

As mentioned in the previous subsection, the training was carried out on teams with
three UAVs (N = 3). Additional test scenarios were generated by defining new target
locations. 100 such test scenarios were used to test and evaluate the performance of the
trained team of UAVs. The trained team of UAVs were able to bring the payload to the
target for all cases. Figure 7 shows the payload path and the distance plot for two of the
test scenarios with different target locations. The plots on the left show the trajectory of the
payload as it is transported towards the target. The plots on the right show the decrease in
distance between payload and target over time, which is the goal of the team. It can be seen
from the plots that the team of UAVs can efficiently transport the payload even though
each agent has no explicit information about the states or actions of other agents in the
team. This testing further confirms the generalizability of the GFS model to new training
scenarios defined using new target locations.

We used the same GFS model, with no additional training, to test and evaluate for
teams with larger number of UAVs. It is to be noted that the payload mass was increased
proportional to the increase in the number of UAVs. Figures 8–10 show payload paths and
distance plots for two different target locations for different team sizes, N = 5, 10 and 25,
respectively. The plots show that the UAVs can cooperate and efficiently bring the payload
to the target location even for larger team sizes than the one considered during the training.

For each scenario, the UAV teams start from a symmetric topology where vehicles
are distributed at equidistant angles around the payload. The UAVs break the symmetric
pattern as they move towards the target location. The effectiveness of the multi-UAV
team is evaluated using different figures of merit for different values of N on the 100 test
scenarios. The settling time, the mean distance between payload and target after settling,
and the minimum distance for each scenario were calculated. Table 3 summarizes the
mean of these figures of merit across the 100 test scenarios, which clearly demonstrated the
scalability of the trained control model.
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Table 2. Rulebase of the trained GFS model.

I1 I2 I3 I4 I5 I6 I7 I8 I9 I10 I11 I12 F1 F2 F3

1 2 2 2 2 2 3 3 4 1 1 5 1 3 3
1 2 2 2 2 2 3 3 4 2 3 5 3 2 0
1 3 2 2 2 3 3 3 1 1 3 1 0 4 2
2 3 1 2 2 2 3 2 3 1 5 5 2 2 4
2 3 1 2 2 2 3 2 4 1 5 1 2 3 1
2 3 1 2 2 2 3 3 3 2 3 1 3 3 0
2 3 1 2 2 2 3 3 3 2 3 2 0 3 3
2 3 1 2 2 2 3 3 3 4 3 2 4 3 0
2 3 1 2 2 2 3 3 4 1 5 2 2 3 1
2 3 1 2 2 2 3 3 4 2 1 3 1 3 0
2 3 1 2 2 2 3 3 4 2 3 2 3 1 1
2 3 1 2 2 2 3 3 4 2 3 3 2 3 0
2 3 1 2 2 2 3 3 4 3 2 2 2 3 1
2 3 1 2 2 2 3 3 4 4 3 3 3 4 3
2 3 1 2 2 2 3 3 4 4 4 2 3 3 3
2 3 1 2 2 2 3 3 5 2 3 2 3 4 0
2 3 1 2 2 2 4 2 4 1 3 5 3 1 3
2 3 2 2 2 2 3 3 4 2 3 2 3 3 3
2 3 2 2 2 2 3 3 4 2 4 5 3 3 3
2 3 2 2 2 3 3 3 4 2 2 2 3 5 0
2 3 2 2 3 2 3 2 4 1 3 1 1 0 1
4 1 1 1 2 2 3 2 3 2 4 5 3 3 4
4 1 1 1 2 2 3 3 3 1 5 5 2 3 4
4 1 1 1 2 2 3 3 4 4 1 1 3 4 1
4 1 1 1 2 2 3 3 4 4 5 1 3 3 0
4 1 1 1 2 2 4 2 3 1 5 5 0 2 3
4 1 1 1 2 2 4 2 4 1 3 1 3 1 0
4 1 1 1 2 3 3 3 4 4 1 2 0 3 0
4 5 1 2 2 3 3 1 3 2 5 2 2 4 3
5 1 1 1 2 2 3 2 4 2 1 5 4 2 3
5 1 1 1 2 2 3 2 4 4 1 2 3 4 3
5 1 1 1 2 2 3 3 4 3 1 2 0 4 0
5 1 1 1 2 2 3 3 4 5 3 2 3 3 0
5 1 1 1 2 2 4 2 4 1 1 5 1 2 1
5 1 1 1 2 2 4 2 4 2 1 1 2 2 0
5 1 2 1 2 2 3 3 2 5 1 1 0 2 3
5 1 2 1 2 2 3 3 3 2 1 1 0 0 3
5 1 2 1 2 2 3 3 3 4 1 1 2 2 3
5 1 2 1 2 2 3 3 4 4 1 5 1 2 3
5 1 2 1 2 2 3 3 4 4 2 5 3 4 0
5 3 1 2 2 2 3 2 2 1 5 5 2 3 4
5 3 1 2 2 2 3 2 3 2 5 5 3 3 3
5 4 1 2 2 2 3 3 3 1 5 5 0 2 4
5 5 1 2 2 2 3 2 4 4 5 5 2 3 3
5 5 1 2 2 2 3 3 3 5 5 1 2 4 3
5 5 1 2 2 2 3 4 4 4 3 2 3 1 0
5 5 1 2 2 2 3 4 4 5 5 2 2 2 2
5 5 1 2 2 2 4 2 3 1 5 5 3 1 4
5 5 1 2 2 2 4 3 4 2 5 1 3 3 1
5 5 2 2 2 2 3 3 1 4 5 1 0 4 0
5 5 2 2 2 2 3 3 4 4 5 1 2 1 1
5 5 2 2 2 2 3 3 5 4 4 1 0 2 0

The GFS model is able to scale well for teams with more number of UAVs, provided
the payload mass (mL) is also proportionally increased. This is a very interesting result
as no additional training was required to work on these cases with different team sizes.
This allows us to utilize the same model and presents a good advantage of using decen-
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tralized control. Since the GFS models were using decentralized information related to the
respective agents, it allows us to use the same model on the different UAVs even for cases
where more UAVs were added to the team. It can be seen from Table 3 that the settling
times and average distance after settling are very similar across the different team sizes.
The minimum distance is noticed to be lower for N = 3 compared to larger team sizes.
However, it is to be noticed that the cost function (Equation (4)), used for training, rewards
reaching and staying close to the target rather than just minimizing the distance at a specific
timestep. Since the original training was carried out on N = 3, it would be interesting to
see how the model would perform if the training set included scenarios with different team
sizes. Transfer learning, where only certain parameters of the GFS model are tuned, can
also be used when training for different team sizes.

Table 3. Figures of merit on the test scenarios for verifying scalability.

Team Size Mean Settling Time (s)
Mean of the Average

Distance after
Settling (m)

Mean of the Minimum
Distances (m)

N = 3 17.08 0.3522 0.1691
N = 5 17.82 0.3947 0.2463

N = 10 17.32 0.3898 0.2519
N = 25 17.39 0.3959 0.2564

(a)

0 2 4 6 8 10 12 14 16 18 20

Time (s)

0

1

2

3

4

5

6
D

is
ta

n
c
e
 (

m
)

(b)

(c)

0 2 4 6 8 10 12 14 16 18 20

Time (s)

0

0.5

1

1.5

2

2.5

3

3.5

4

4.5

5

D
is

ta
n
c
e
 (

m
)

(d)
Figure 7. (a–d) Team with 3 UAVs: Payload path and distance plots for 2 test scenarios.
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Figure 8. (a–d) Team with 5 UAVs: Payload path and distance plots for 2 test scenarios.
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Figure 9. Cont.
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Figure 9. (a–d) Team with 10 UAVs: Payload path and distance plots for 2 test scenarios.
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Figure 10. (a–d) Team with 25 UAVs: Payload path and distance plots for 2 test scenarios.

The cost function in Equation (4) uses a global reward scheme as it uses the state of the
payload rather than those of individual UAVs. During the training, even though the UAVs
are making their own decisions, the global cost value rewards cases where the overall goal
is important. This encourages learning cooperative behaviors in the system. As seen from
the performance across 100 test scenarios and for different team sizes, it is to be understood
that the trained UAVs have learned cooperative behaviors to transport the payload while
also satisfying the different physical and operational constraints of the system.
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6. Conclusions

In this work, we applied GFM to train a decentralized model that makes decisions for
agents in a multi-UAV team to cooperatively transport a payload. GFS uses a set of input
variables that are defined in the local frame of reference attached to each UAV. This allows
the GFS to make decentralized decisions about the 3D thrust vector (output from GFS)
that need to be applied at any instant. The team of UAVs is trained to bring the payload
to different target locations. GA tunes the parameters of the GFS module which includes
parameters related to the membership functions for the input and output variables as well
as the parameters related to the If-Then rules in the rulebase that define the relationship
between the inputs and outputs. During the training process, GA tunes the parameters to
minimize a cost function designed to reward bringing the payload to the target. Physical and
operational constraints such as maximum stretch of cables, safe distance between UAVs, no
explicit communications between UAVs are enforced. Any constraint violation is penalized
during the training process allowing for the UAV agents to learn cooperative strategies that
would efficiently bring the payload to the target while also satisfying these constraints.

After training, the GFS module was evaluated on 100 new test scenarios with different
target locations. The trained module was also tested on cases with different team sizes. It
was noticed that the UAVs were able to successfully bring the payload to the target location
even for cases with different team sizes. The team was also able to maintain it close to the
target location within a distance of approximately 0.4 m. When scaling to larger teams, the
payload mass (mL) was also proportionally scaled. In the future, we plan to analyze the
dynamics of the system to get a better understanding of how GFS models trained for a
specific dynamics parameters such as UAV mass, payload mass, spring constant, etc work
in a certain way. This will help us in scaling to different setups where the same trained
model could be applied to various cases with different values of the dynamics parameters
without having to explicitly train for those changes.

Future work will also include experimental validation using actual hardware. In
addition, we plan to test the systems on cases with moving targets.
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