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Abstract

:

The unmanned aerial vehicle (UAV) network has gained vigorous evolution in recent decades by virtue of its advanced nature, and UAV-based localization techniques have been extensively applied in a variety of fields. In most applications, the data captured by a UAV are only useful when associated with its geographic position. Efficient and low-cost positioning is of great significance for the development of UAV-aided technology. In this paper, we investigate an effective three-dimensional (3D) localization approach for multiple UAVs and propose a flipping ambiguity avoidance optimization algorithm. Specifically, beacon UAVs take charge of gaining global coordinates and collecting distance measurements from GPS-denied UAVs. We adopt a semidefinite programming (SDP)-based approach to estimate the global position of the target UAVs. Furthermore, when high noise interference causes missing distance pairs and measurement errors, an improved gray wolf optimization (I-GWO) algorithm is utilized to improve the positioning accuracy. Simulation results show that the proposed approach is superior to a number of alternative approaches.
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1. Introduction


The flying ad hoc network (FANET) is evolving at a tremendous rate and emerging technologies, and applications based on UAVs oriented toward 6G have received considerable attention [1,2]. UAV networks as a kind of FANET have promising applications in both military and civilian areas (e.g., urban fire emergency rescue, forest wildfire monitoring, enemy aircraft reconnaissance and air shows, etc.). UAV networks have many advantages over traditional cellular networks (CN) and mobile ad hoc networks (MANETs). With higher altitudes and wider coverage capabilities, the signal of line of sight (LoS) from UAVs is effectively utilized by ground terminals and users. As a result, UAVs are regarded as airborne base stations to service mobile users and ground stations by using air-to-ground (A2G) channels [3,4]. In addition, UAVs with characteristics such as small size and high mobility can be flexibly deployed. Therefore, rapid on-demand services can be provided in hazardous and harsh environments. However, due to high mobility and dynamics, UAVs suffer from end-to-end transmission delays because of frequent topology changes and disconnections of communication links in UAV networks. As a result, it is critical to know the precise, low-latency position information of each UAV [5].



Localization is an invaluable area for researchers in surveillance, path planning, wireless communication, and UAV networks [6,7]. In FANETs, most procedures (topology control, position-aware routing, etc.) require knowledge of the precise physical location of each UAV, because many actions and observations are implemented based on position. The technology of UAVs becomes meaningless if the two cannot be correlated. UAV localization is therefore a critical technology that requires in-depth exploration. Among the existing localization methods, the global positioning system (GPS) is widely used. However, there are limitations (e.g., it requires higher costs and/or is not achievable to be deployed in all scenarios). Moreover, since GPS requires light of sight (LoS) from a satellite, it cannot provide a reliable localization scheme when the LoS is obstructed by obstacles. Therefore, many UAV localization schemes that are non-GPS based have been proposed [8,9,10].



Distance-based UAV localization schemes are the focus of much current research, which defines network localization as the problem of determining the physical coordinates of unknown nodes given the anchors of coordinates and distance pairs between unknown nodes and anchors. Target node localization using anchor information and pairwise distance measurements among nodes is usually formulated as an optimization problem with quadratic-constrained quadratic programming (QCQP). Usually, the problem is NP-hard and nonconvex. Semidefinite programming (SDP) relaxation (a novel idea proposed by researchers) has been applied to solve this issue. The basic principle is to first change the nonconvexity of the problem, and the SDP relaxation causes the constraints of the original problem to be relaxed to a semipositive definite form, which transforms the initial problem into a convex optimization problem. The SDP-based problem is then solved by common convex optimization techniques. However, in the actual scene, the measurement value will be polluted by noise, which makes the measurement result inaccurate, and reduces the positioning precision. For decades, computational intelligence (CI)-based methods have been employed to improve the localization efficiency and accuracy. In [11], the numerical solution is carried out by using a rank-relaxed approach based on SDP, and the results are upgraded using the orthogonal Procrustes technique. The experimental results suggest that the method is feasible when DOA measurements are noisy. Arafat et al. proposed a bounding box model and applied it in swarm intelligent localization and hybrid gray wolf optimization (HGWO) localization algorithms to narrow the particle search space and estimate the location of UAVs, respectively [12,13].



The goal of this paper is to design an efficient localization optimization approach based on inter-UAV distance measurement in a 3D dynamic scene. SDP is the typical method for solving distance-based localization in general wireless communication networks. SDP and graph theory-based localization method for sensor networks was proposed as early as in [14], and its core philosophy is to derive error bounds by adding regularization terms to the SDP. Instead, our proposal is to transform the localization problem into a maximum likelihood estimation (MLE) problem with decreasing distance errors and to solve it by relaxing the bound through a composite algorithm called SDP + RLT. Furthermore, in order to improve localization accuracy at high noise levels, the I-GWO algorithm is inspired to refine the SDP + RLT results. Simulation results verify that our scheme outperforms existing localization schemes. Our contributions and innovations in this paper are summarized as follows:




	
A system model for the design and analysis of 3D UAV localization is developed. We consider distance measurement-based UAV position estimation as an objective optimization problem with quadratic constraints and formulate it as a maximum likelihood estimation (MLE) problem. A localization model for the design of UAVs in a 3D moving scene is developed. We consider the distance-based UAV position estimation as an objective optimization problem with quadratic constraints and formulate it as an MLE problem.



	
The SDP and RLT relaxation constraints are established based on the distance constraints of the localization problem, and the solvability and tightness of the proposed composite algorithm SDP + RLT are analyzed.



	
In addition, our solution is extended to the case of noisy distance measurement errors and loss, and an I-GWO algorithm is proposed, which greatly improves localization accuracy. Finally, we validate the excellence of the proposed scheme by comparing multiple sets of experimental results.








The remaining sections are as follows. Related work on UAV localization is introduced in the next section. Section 3 introduces the network setting and problem formulation. Section 4 proposes a localization scheme based on the combination of SDP and RLT relaxation. Section 5 presents a bionic optimization algorithm I-GWO. Numerical simulations are given in Section 6. Section 7 concludes this paper.




2. Related Works


The problem of determining the position of a UAV is called localization. According to the technical means, the data collected by UAVs to achieve localization vary. We will classify and describe UAV localization methods from the following aspects.



First, it can be divided into relative localization (RL) and absolute localization (AL) according to the type of measurement. AL is usually implemented based on GPS technology, but its performance is vulnerable to environmental factors. The technique of acquiring the topological shape of a network through relative distance or angle measurements between nodes is called RL. Guo et al. [15] estimated the relative positions of UAVs based on graph theory and UWB RCM in a GPS-rejected environment, thus enabling distributed formation control. Autopilot and guidance laws designed for fixed-wing UAVs without a priori knowledge were studied in [16,17]. Secondly, there are centralized and distributed algorithms based on the computational framework. The centralized approach is suitable for static networks, as it requires the collection of all measurements and the calculation of estimates at the fusion center, which requires powerful computational and communication capabilities. Location estimation that iteratively extends to the overall framework based on local information is called distributed localization, which has the advantage of load balancing and efficiency of the network. Two different distributed algorithms are described in [18,19]. Thirdly, we categorize them according to the use of anchors or not. Zhang et al. propose a unique anchorless localization algorithm that uses a combined distance and angle technique to establish a local coordinate system (LCS) and then estimates the relative position from a fixed coordinate system [20]. This method effectively avoids reflection blur. However, the high cost of angle measurements has resulted in few practical applications. A new idea of using a mobile single anchor to locate target nodes was proposed in [21] that employed the computational intelligence-based H-best particle swarm (HPSO) algorithm. Liu et al. [22] proposed a distributed UAV relative positioning framework and used the SDP method to obtain the global topology of the UAV cluster. The lower bounds of CRLB with and without anchors were then analyzed separately. In addition, the localization is classified according to the type of calculation (distance or hop count). An MDV-hop algorithm based on the DV-hop algorithm is proposed in [23] for locating wireless sensor nodes. Techniques based on distance information typically include SDP, least squares (LS), gradient descent (GD), and multidimensional scaling (MDS) [24,25,26]. Among these, SDP methods have the advantage of significantly better localization accuracy than other closed-form solutions. However, it is less resistant to interference in large-scale networks. Zou et al. [27] proposed a method that uses the initial estimation of the SDP to iterate the position and velocity of target nodes to improve the localization accuracy. A distributed gradient algorithm based on Barzilai–Borwein steps was applied to distributed distance measurements, which enabled node localization accuracy to meet expectations [28]. Figure 1 shows the UAV localization algorithms under different classifications. The problem of determining the location of a UAV node is called localization. Usually, distance-based UAV localization requires the estimation of absolute position (relative to a local or global frame of reference) from partial relative measurements between UAVs. That is, each UAV can measure relative positions from a set of neighboring UAVs, and then infer the absolute position of all UAVs from this information. UAV localization algorithms can be classified from different perspectives.



We denote (·)T and (·)−1 as the transpose and inverse of a vector (or matrix). The rank of A is denoted as Rank(A). ai stands for the ith element of a. ||·|| is the Euclidean norm. 1k and 0k are the all-one and all-zero vectors of length k. Ik is the k × k identity matrix.   A ≽ B   signify that   A − B   is positive semidefinite.




3. Problem Formulation


Consider a scenario of dynamic swarms of UAVs. The 3D network space    ℝ 3    consists of m beacon UAVs (denoted as anchors and coordinates are known) and n target UAVs (positions are unknown). Let    N a  =   1 , 2 , … , m     denote the set of anchors, and let    N u  =   m + 1 , m + 2 , … , m + n     denote the set of target UAVs, where NR = Na + Nu. There exists a clock offset    δ i    between the    UAV i  ∈  N R    and the standard time. The UAVs have certain communication capabilities that allow them to range with neighbor UAVs. The coordinate of the anchor UAVs and target UAVs is defined as    x i  =   [  x i  ,  y i  ,  z i  ]  T  ∈  ℝ 3    and    a k  =   [  x k  ,  y k  ,  z k  ]  T  ∈  ℝ 3   , respectively.



It is assumed that the distance between UAVs is obtained by the signal time of arrival (TOA). If the distance of UAV i and j is within communication range R, their distance can be expressed by


   d  i j   =      x i  −  x j     2  , ∀ i , j ∈  N R   



(1)







Furthermore, we regard the distance as symmetric, i.e., dij = dji. We denote T as the time duration of the signal rij(t) from jth UAV to the ith UAV, given by


   r  i j   ( t ) =  α  i j    s j  ( t −  τ  i j   ) +  n  i j   ( t ) , t ∈ [ 0 , T ]  



(2)




where αij denotes amplitude, sj(t) is the known waveform, τij is the transmit delay, and nij(t) represents Gaussian noise.



Among the actual problems of UAV network localization, due to the limitation of communication distance, not all the measurement pairs of distance are known. Therefore, the pair distances of UAV/UAV pairs and UAV/anchor pairs are denoted as   ( i , j ) ∈ N   and   ( k , j ) ∈ M  , respectively. Define    d  i j     as the true distance between target UAVs and     d ^   k j     as the true distance between the target UAV and anchor UAV. The measurement noise is modeled to obey Gaussian distribution, and thus the corresponding distance measurement of UAV is


     d  i j   =  d  i j   +  ε  i j   , ∀ ( i , j ) ∈ N       d ^   k j   =   d ^   k j   +  γ  i j   , ∀ ( k , j ) ∈ M    



(3)




where    d  i j     and     d ^   k j     are the measurements between UAV i and UAV j with Gaussian noise    ε  i j   ∼ N ( 0 ,    σ  i j    2  )  ,    γ  i j   ∼ N ( 0 ,    σ  k j    2  )  , and N represents normal random variables with mean 0 and variance σ2, as well as those that are independent.



The final goal is to estimate the position of a large-scale UAV network in a dynamic scene using distance measurements. Figure 2 depicts the network model of the UAV network localization problem in a dynamic scenario. The nomenclature of used terms is provided in Table 1.



In the above figure, the distances between UAVs are represented by the corresponding edges; thus, the UAV network localization problem is


      F i n d      x 1  ,  x 2  , … ,  x n  ∈  ℝ 3        s . t .           x j  −  x i    2  =  d  j i  2  , ∀ ( i , j ) ∈ N         x j  −  a k    2  =   d ^   k j  2  , ∀ ( k , j ) ∈ M        



(4)







In general, the above problem is considered as a nonconvex problem (NP-hard), which is tough to solve. Global optimization techniques have been widely used, such as MDS, SDP, and nonlinear least squares (NLS). Projection and dimensionality reduction are the main ideas of the MDS technique. NLS is usually resolved by direct derivatives, gradient descent, and quasi-Newton methods. Semidefinite relaxation (SDR) is a computationally efficient approximation to quadratically constrained quadratic programming (QCQP), and the UAV localization problem proposed in this article is classified as QCQP. The QCQP is approximated by semidefinite programming (SDP), in which reliable and efficient algorithms have been studied by previous scholars.



In this paper, a novel idea for solving distance-based UAV localization has been designed. We first transform the UAVs position estimation problem into an MLE problem that reduces the error between the true and the estimated value of the position, and then create relaxation constraints and derive an answer for the MLE problem via the composite localization algorithm SDP + RLT.




4. Proposed Localization Solution


4.1. System Model


Based on the above problem formulation, a UAV network consists of Nu target UAVs and Na anchor UAVs. The distance measurement of UAVs is obtained by communicating with their neighbor UAVs. We combine the 3D coordinates of all target UAVs into a matrix   X = [  x 1  ,  x 2  , … ,  x n  ] ∈  ℝ  3 × n    , which needs to be settled. Due to the influence of UAV mobility and noise during distance measurement, there exists an error between the measurements and the accurate distance of UAVs. In order to account for noisy distance information, the idea of maximum likelihood estimation (MLE) is utilized to set up optimization problems that minimize the expected error in the UAV position estimation [29]. Therefore, an MLE problem of UAV positioning can be expressed as


    X ˜  = arg    min  X      ∑  ( i , j ) ∈ N     w  i j          x i  −  x j     2  −  d  i j  2      +   ∑  ( k , j ) ∈ M     w  k j          x j  −  a k     2  −   d ^   k j  2         



(5)




where wij > 0 are weights. The weights in Equation (5) are important to achieve precise positioning. We tend to give higher weights to distance measures with high confidence, which facilitates higher-quality estimator error reduction.



The position error is defined as


  Σ =     x ˜   − x   2  



(6)







We further model the UAV localization problem as


      F i n d         X ∈  ℝ  3 × n   , Y ∈  ℝ  n × n        s . t .    e  i j  T   X T  X  e  i j   =  d  i , j  2  , ∀ ( i , j ) ∈ N        (  a k  ;  e j  )  T         I 3     X       X T     Y      (  a k  ;  e j  ) =   d ^   k j  2  , ∀ ( k , j ) ∈ M      Y =  X T  X     



(7)







Here,    e  i j   ∈  ℝ n    is the vector with 1 at the ith position, −1 at the jth position, and zero everywhere else;    e j  ∈  ℝ n    is the vector of all zeros except an −1 at the jth position; I3 is the 3 × 3 identity matrix.



In the SDP approach, the constraint relaxation is   Y ≽  X T  X  , which means   Y −  X T  X ≽ 0  , the constraint is equivalent to the following linear matrix inequality:


  Z =        I 3     X       X T     Y      ≽ 0  



(8)







Then formulate the relaxation problem as a standard SDP problem, that is, to find the symmetric matrix   Z ∈  ℝ  ( 3 + n ) ×      ( 3 + n )     such that:


       maximize Z                 0                 s . t .    Z  1 : 3 , 1 : 3   =  I 3        ( 0 ;  e j  )   ( 0 ;  e j  )  T  · Z =  d  i , j  2  , ∀ ( i , j ) ∈ N        (  a k  ;  e j  )   (  a k  ;  e j  )  T  · Z =   d ^   k j  2  , ∀ ( k , j ) ∈ M       Z ≽ 0     



(9)




where Z1:3 is the upper three-dimensional master submatrix of Z. After the SDP normalization of the localization problem, the problem solvability will be analyzed. Then, whether UAVs can be uniquely localized is considered, and the proof is given in the next section.



4.1.1. SDP Solvability Analysis


We now analyze the solvability of Problem (9) through SDP pairwise relaxation theory. The rank of any possible feasible solution matrix of (9) is highlighted in [30] as being at least 3. Assume that (9) has a feasible solution. This happens when dkj and dij denote the accurate values of the position    X ˜     = [  x ˜    1     ,  x ˜    2  , ⋯    ,  x ˜    n  ]  . Then,    Z ˜  =  Q T  Q ,  where    Q =   (  I 3  ;  X ˜  )  T    is a feasible solution to (9). Since the original is feasible, the dual must have a minimum value of 0. The dual of the SDP relaxation is represented below


      m i n m i z e                                              I 3  · C +   ∑  ( i , j ) ∈ N      u  i j     d  i j  2  +   ∑  ( i , j ) ∈ M      v  i j      d ^   k j  2        s . t .          C   0     0   0      +    ∑  ( i , j ) ∈ N      u  i j    ( 0 ;  e  i j   )   ( 0 ;  e  i j   )  T   +    ∑  ( i , j ) ∈ M      v  i j    (  a k  ;  e j  )   (  a k  ;  e j  )  T  ≽ 0       











Let U be a (3 + n)-dimensional dual relaxation matrix, that is


  U =      C   0     0   0      +   ∑  ( i , j ) ∈  ε  u u        u  i j    ( 0 ;  e  i j   )   ( 0 ;  e  i j   )  T  +   ∑  ( i , j ) ∈  ε  a u        v  i j    (  a k  ;  e j  )   (  a k  ;  e j  )  T   











According to the dual theory of SDP, the matrices Z and U satisfy   R a n k (  Z ˜  ) ≥ 3   and   R a n k (  U ˜  ) ≤ n  . The following theory can be derived.



Theory 1. 

If the optimal dual relaxation matrix has rank n, then each solution of (4) has Rank 3. That is, Problems (4) and (9) are equivalent, and (4) can be solved in polynomial time as an SDP.





For the UAV localization problem, the SDP relaxation in (9) can find an accurate solution to Problem (7). Note that localization is unique only in some cases where the network map is generally rigid, while nodes are locatable when the graph is globally rigid. The solvability of the UAV localization problem will be investigated by graph theory below.



The issue of the network location problem based on relative ranging measurement pairs of distance is actually a general distance geometry and graphical implementation problem. Suppose a set of wireless nodes are placed in a Euclidean space ℝd and they communicate with each other to form a certain topology. This topology can be abstracted as an undirected connectivity graph 𝒢N, which contains vertices set 𝒱 = {1,2,…,n} and a set of edges ε. The vertices and edges represent the nodes and communication links (distance measurements) in the communication network, respectively. Thus, the goal of network localization derives the location information of all unknown nodes based on known anchor information xj, topological connectivity information of the graph 𝒢N, and distance information dij. The proof process is omitted here. See [30] for details, and the following theorem is valid.



Theorem 1. 

The network localization problem is just considered solvable if there exists a set of positions {xm+1, …, xn} in ℝd corresponds to the given data (𝒢N, {x1, x2, …, xm} and dij).





Theorem 1 provides sufficient conditions for the UAV network 3D localization problem of particular relevance in the case of global rigidity. Having solved the solvability, whether localization is uniquely solvable is discussed below.




4.1.2. Unique Solvability Analysis


The optimal value in Problem (9) is 0 if the distance measurements of UAVs are exact. However, the sufficient number of distance information is also a significant feature of the challenge to achieve unknown node localization. Biswas et al. [29] have discussed this problem in detail and provided a unique solvability condition. We repeat it here in terms of localization in 3D space. Here, the matrix Z has 3n + n(n + 1)/2 unknown variables. Hence, there are at least 3n + n(n + 1)/2 linear equations in the constraint. In addition, in case these equations are linearly independent, then there is a unique solution to Z. Therefore, we have the following proposal: If there are 3n + n(n + 1)/2 distance pairs in 3D localization, each distance pair has an exact distance metric. Then, Problem (7) has a unique feasible solution:


   Z ¯  =        I 3      X ¯         X ¯  T      Y ¯        



(10)







Now, it could be said that it equals the true position vectors of the target UAVs. That is, the SDP relaxation solves the original problem exactly.



Theorem 2. 

If Problem (7) has a unique feasible solution   X ¯  in     ℝ  3 × n     and no xj (j = 1,2,⋯,n) in    ℝ h    , then (5) is uniquely locatable, where h > 3 (excluding the case of attaching all zeros to   X ¯  ), such that






         x j  −  x i    2  =  d  j i  2  , ∀ ( i , j ) ∈ N         x j  −    a k  ; 0     2  =   d ^   k j  2  , ∀ ( k , j ) ∈ M     



(11)





The latter condition in Theorem 2 states that the problem cannot be confined to a higher-dimensional space. In this space, the anchors are increased to   (  a k  ; 0 ) ∈  ℝ h  , j = 1 , … , M  . The results in [29] mean that the relaxation problem (4) solves (2) exactly when the problem could be uniquely localized.



Based on the above SDP uniqueness analysis, we learn that it is extremely crucial that the localization problem can be solved uniquely, especially for A2G communication. For unique localization in 2D and 3D space, at least three points and four points are required, respectively, and they are not collinear or on the same plane.



Figure 3 shows a typical network model for 3D localization. In these models, at least four anchor nodes are required that need to locate the unknown node, and all four anchor nodes cannot be on the same line or the same UAV on the same line. Figure 3a illustrates the case where four nodes can locate an unknown node E with anchors (A, B, C, D). The second case shown in Figure 3b shows that two potential positions (E, F) can be calculated for nodes (A, B, C, D) in the same plane. In Figure 3c, four anchors are on the same line and the exact position cannot be found because all anchor positions are on the same line, and (α1, α2, …, αn) may be the correct position.





4.2. SDP Plus RLT Relaxation Scheme


RLT is an effective approach for continuous and discrete nonconvex or QCQP issues [31]. As a linear programming method, the researched problem exhibits a nonconvexity when there are second-order terms in the objective function and constraints. RLT can transform the problem into a solvable convex-optimal form by introducing new variables containing constraints to replace the constraints of the original problem in the reformulation phase. Anstreicher et al. [31] demonstrated that for typical values of the original variables, the semidefiniteness constraint removes a large part of this feasible region. It has been shown in [32] that using RLT plus SDP constraints can achieve better results than one of the two. In this article, we introduce RTL into SDP to solve the distance-based UAV localization problem.



First, determine the boundaries of each coordinate in the position matrix X of the UAV target nodes The upper bounds are denoted as   u  = [   u 1  ,  u 2  , ⋯ ,  u n  ]  , and the lower bounds are denoted as   l  = [   l 1  ,  l 2  , ⋯ ,  l n  ]  . Next, the boundary constraints are determined. With two variables    ϕ i  ,  ϕ j  ∈ X  , four constraints are established    ϕ i  −  l i  ≥ 0 ,  u i  −  ϕ i  ≥ 0 ,  ϕ j  −  l j  ≥ 0 ,  u j  −  ϕ j  ≥ 0  . Multiplying the new constraints containing    ϕ i    and    ϕ j   , at the same time using Yij instead    ϕ i   ϕ j   , we obtain


       Y  i j   −  l i   φ j  −  l j   φ i  ≥ −  l i   l j       Y  i j   −  u i   φ j  −  u j   φ i  ≥ −  u i   u j       Y  i j   −  l i   φ j  −  u j   φ i  ≥ −  l i   u j       Y  i j   −  l j   φ i  −  u i   φ j  ≥ −  l j   u i       



(12)







It is clear that Yij = Yji, hence the last two constraints are equivalent.


       Y  i j   −  l i   ϕ j  −  l j   ϕ i  ≥ −  l i   l j       Y  i j   −  u i   ϕ j  −  u j   ϕ i  ≥ −  u i   u j       Y  i j   −  l i   ϕ j  −  u j   ϕ i  ≤ −  l i   u j       



(13)







Next, after adding the SDP constraint and RLT, (9) can be reformulated as




         maxmize  Z     0      s . t .      Z  1 : 3 , 1 : 3   =  I 3         ( 0 ;  e j  )   ( 0 ;  e j  )  T  · Z =  d  i j  2  , ∀ ( i , j ) ∈ N        (  a k  ;  e j  )   (  a k  ;  e j  )  T  · Z =   d ^   k j  2  , ∀ ( k , j ) ∈ M         Y  i j   −  l i   ϕ j  −  l j   ϕ i  ≥ −  l i   l j          Y  i j   −  u i   ϕ j  −  u j   ϕ i  ≥ −  u i   u j  , ∀ i , j = 1 , … , n         Y  i j   −  l i   ϕ j  −  u j   ϕ i  ≤ −  l i   u j        Z ≽ 0      



(14)





The Tightness Analysis


Tightness analysis is performed to assess the impact of our proposed solution when it comes to UAV localization performance. We concentrate on the variety of the feasible regions of Yij when attaching SDP to it.



The RLT relaxation does not change the affine transformation of the initial constraint factors. We suppose that l = 0 and u = e without loss of generality. We consider variables    ϕ i  ,  ϕ j   , and assuming   i = 1 , j = 2   and   1 <  ϕ i  <  ϕ j  < e  . Then, the RLT constraints on Y11, Y22, and Y12 become


    0 ≤  Y  11   ≤  ϕ 1  ,     0 ≤  Y  22   ≤  ϕ 2  ,     0 ≤  Y  12   ≤  ϕ 1  .    



(15)







Next, we exert the SDP constraint on the RLT. The SDP can be written as follows




        1    ϕ 1     ϕ 2       ϕ 1     Y 11     Y 12       ϕ 2     Y 12     Y 22       ≽ 0   



(16)





For the specified values of x1 and x2, comparing the feasible region of Y11Y22 before and after adding (15), the equivalent constraint can be derived as follows.


       Y  11   ≥  ϕ 1 2  ,      Y  11   ≥  ϕ 1 2  ,      Y  11   ≤  ϕ 1   ϕ 2  +      Y  11   −  ϕ 1 2       Y  22   −  ϕ 2 2      ,      Y  11   ≥  ϕ 1   ϕ 2  −      Y  11   −  ϕ 1 2       Y  22   −  ϕ 2 2      .      



(17)







It is straightforward that applying the SDP to RLT improves the lower bounds on Y11 and Y22, but has no effect on the upper bounds. Thus, combining the RLT constraint on the SDP tightens the feasible region of Problem (13). Similarly, the feasible domain of (16) is tighter than the feasible domain of (9). Therefore, it can be demonstrated that our approach can speed up the localization convergence rate. Algorithm 1 shows the SDP + RLT method for UAV localization.






	Algorithm 1 SDP + RLT Method for UAV Localization



	Input: ak, m, n, 𝒩, ℳ,   d ^  k,j, di,j, R, l, u, ϵ.

Output: positions of unknown UAV nodes x1, x2, …, xn.

1: begin

/*Initialization*/

2: Initialize the Euclidean distance matrix Z = [I3, X; XT,Y], where Y = XTX.

3: Z = Symmetrize (Z)

4: cvx begin

5:  minimize norm(X, 2)

6:   s.t.




     Z ≽ 0      Y  i j   −  l i   ϕ j  −  l j   ϕ i  ≥ −  l i   l j       Y  i j   −  u i   ϕ j  −  u j   ϕ i  ≥ −  u i   u j       Y  i j   −  l i   ϕ j  −  u j   ϕ i  ≤ −  l i   u j      










7:    for each UAV i ← 1 to n do

8:     update Z by solving Problem (14).

9:    end for

10:     if Z ≤ 0 then

11:       break;

12:    end if

13: cvx end

14: end











5. Bionic Optimization Algorithm


In this section, we develop an improved strategy called I-GWO based on the classical gray wolf optimization (GWO) to optimize the UAV localization results in the presence of noise interference, such that the localization results have smaller errors and higher accuracy.



5.1. Motivation


As seen above, the exact resolution of the localization problem can be gained using SDP + RLT when the distance information between UAVs is accurate. However, the localization problem suffers from measurement noise, and there is no scheme to satisfy the constraints in (7). Bioinspired optimization algorithms have attracted the attention of researchers who have attempted to solve UAV localization problems by employing them because of their high precision and low complexity. Previous studies have proposed several bionic-based localization algorithms. Arafat et al. [12] proposed an improved PSO algorithm, which uses a grouping approach to achieve fast convergence. Raguraman et al. [33] proposed a dimension-based hybrid algorithm (HDPSO) to reduce localization errors.



Motivated by the bionic optimization algorithm, a bionic optimization algorithm I-GWO is proposed in this paper for improving localization accuracy. Since the localization results of UAVs are subject to errors when applying the SDP + RLT technique to distance measurements containing noise, we consider the localization results of SDP + RLT as input and then apply the I-GWO algorithm to improve the localization accuracy.



The localization of target UAVs can be regarded as an error optimization issue. Let    θ i  =   [  θ  x i   ,  θ  y i   ,  θ  z i   ]  T    be the optimized position estimate of the unknown UAVs. The distance between anchor    a k    and    θ i    is     d ˜   k i    . Consequently, the objective function of the localization optimization is denoted as


  f (  θ i  ,  a k  ) =  1 K    ∑  K = 1  K       (   d ^   k i   −   d ˜   k i   )  2       



(18)




where K is the number of anchors whose location is close to the target node (usually smaller than R).     d ^   k i     is the noise-measured distance between the target drone and anchor, and     d ˜   k i     is the distance between them after calculation of optimization, defined as


    d ˜   k i   =     (  θ   x i    −  a   x k    )  2  +   (  θ   y i    −  a   y k    )  2  +   (  θ   z i    −  a   z k    )  2     



(19)








5.2. I-GWO Algorithm


The GWO algorithm is inspired by the unique hierarchy and hunting patterns of wolves in nature. In the algorithm, the gray wolf population is divided into four classes, including alpha, beta, delta, and omega (hereinafter will be omitted as α, β, δ, and ω) in order from high to low. The position of each wolf is regarded as a potential solution for the prey position (target node). The α wolf leads the wolves to proceed with the search, encirclement, and hunting activities for the prey. In order to imitate the social hierarchy in the design of I-GWO, the location of α wolf is taken as the best solution (optimal fitness of individuals), β as the sub-optimal solution, δ as the third optimal solution, and the remaining candidate solution is named ω. Within the prey searching phase, the movement of lower-ranked gray wolves in the population is based on the top three ranks, and the wolves’ ranks are constantly updated. When the algorithm reaches the maximum iterations, the leader of the wolf population (α wolf) is considered to have caught the prey, at which case the hunt is finished. Studies show that the I-GWO algorithm can dramatically reduce the probability of being premature and falling into a local optimum.



Define   U = [  U 1  ,  U 2  , … ,  U w  ]   as the population of gray wolves and w denotes the number of wolves in the population. The ith wolf is denoted as    U i  =   [   U i  1  ,   U i  2  ,   U i  3  ]  T    in the 3D situation. In the encircling prey phase, the gray wolf position update is defined as


  U ( t + 1 ) =  U p  ( t ) − A ⋅ D  



(20)






  D =   C ⋅  U p  ( t ) − U ( t )    



(21)




where t denotes the iteration, Up denotes the location of the prey, and D expresses the distance vector between the individual wolf and prey. A and C are constantly varying coefficients.


  A = 2 a ⋅  r 1  − a ,       C = 2  r 2   



(22)




where r1 and r2 are random numbers of [0,1], and a is the convergence factor (decreases from   2 → 0   with the t).


  a = 2 −      t 2   /  (  t  m a x   + t ) (  t  m a x   − t )      



(23)







It can be seen from the equation that the gray wolf group moves toward α wolf (who is nearest to the prey as the leader). The wolf group’s movement is motivated by its position Ui and the random vector C. The step length is determined by D and A. When    A  > 1  , it is far from the target and shows stronger global seeking ability; On the contrary, if    A  < 1  , it approaches the prey and shows stronger local search ability.



During the hunting stage, gray wolves are assumed to identify the prey’s position (which is set to the α wolf position at the first algorithm loop) and encircle it. However, actually, the desired position of prey is unknown during the whole optimization phase. Usually, it is assumed that the top three rank wolves (e.g., α, β, and δ) have a better knowledge of the prey’s potential location. Therefore, we saved these three solutions so far and asked other gray wolves (including ω) to update their positions with the iteration based on the first three best-searched positions. Here, the following equation is proposed.


     U 1  ( t + 1 ) =  U α  ( t ) −  A α     C α  ⋅  U α  ( t ) − U ( t )        U 2  ( t + 1 ) =  U β  ( t ) −  A β     C β  ⋅  U β  ( t ) − U ( t )        U 3  ( t + 1 ) =  U δ  ( t ) −  A δ     C δ  ⋅  U δ  ( t ) − U ( t )      



(24)






   U i  ( t + 1 ) =  1 3    ∑  j = 1 , 2 , 3     U j  ( t + 1 )    



(25)







The step length and direction of wth individuals wolf in the group toward α, β, and δ wolves are defined by (24), and the final position of ω and other wolves is defined by (25). In order to achieve higher localization accuracy of prey (e.g., target UAV), the proposed algorithm I-GWO has the following improvements.



(i) On the one hand, the particle initialization is refined. Since we have already conducted a preliminary estimation of the UAV target node position by the SDP method in the preliminary phase of localization, the α wolf position is assigned by the result of SDP + RLT. We generate a regular polyhedron with the position of the α wolf as the center and the Rw as the radius. Then, its individual vertices are assumed to be the initial positions of β wolf, δ wolf, ω wolf, and other wolves.



(ii) On the other hand, to further enhance the exploration capability of the I-GWO algorithm, the wolves’ positions are updated according to the mean value of the random weight sum of α, β, and δ wolves, and the position updating is modified as


   U i  ( t + 1 ) =  1 3    ∑  j = 1 , 2 , 3     q j   U j  ( t + 1 )    



(26)




where qi is the dynamic weight coefficient generated by random numbers of [0,1], and q1 + q2 + q3 = 1. The update rule of I-GWO is described in Figure 4, and the optimization procedure of I-GWO is exhibited in Algorithm 2.



	Algorithm 2 I-GWO of UAV Localization Optimization



	Input: Preliminary results Xi of SDP + RLT, population size U, max iterations tmax, dimension d, and coefficients r1, r2, q1, q2, and q3.

Output: Optimal position of the unknown UAVs.

/*Initialization*/

1: Initialize the gray wolf pack   U = [  U 1  ,  U 2  , … ,  U w  ]   using Xi.

2: Initialize the GWO parameters (a, A, C).

3: Initialize the fitness value (Uα, Uβ, Uδ).

/*Computation*/

4: while (t ≤ tmax) do

5: for each wolf w = 1: W do

6:  Update the current search agent position using (18)

7: end for

/*I-GWO loop*/

8: for each wolf w = 1: W do

9:   Evaluate the fitness value and update (Uα, Uβ, Uδ)

10:  Obtain the variable a based on (23).

11: end for

12: for each wolf w = 1: W do

13:  Calculate A and C based on (19)

14:  Update the position of wolf w by (24)(25)

15: end for

16: w = w + 1

17: t = t + 1

18: end while

19: Terminate the process and output the optimal position by Uα

20: end










6. Simulation


The performance of the proposed algorithms will be evaluated through MATLAB simulator simulations when solving UAVs that cannot be localized or uniquely localized because of limited measurements. First, the hybrid algorithm (named SDP + RLT) is compared with the SDP + O algorithm by Russell et al. [11], the MDS method [18], and the least squares (LS) algorithm [24]. Second, the performance of the I-GWO algorithm is evaluated under noisy measurements and compared with PSO algorithms [12], HPSO algorithms [21], and HGWO algorithms proposed by Arafat et al. [13].



6.1. Performance of Proposed Method


Let 50 target UAVs be randomly placed within the simulated area [−300m, 300m] × [−300m, 300m]. The altitudes of the UAVs are in the range [100m, 600m], and 6 anchor UAVs are evenly placed. The UAV motions follow the Gaussian random walk model. In addition, we set R = 300m, then the distance measurements can be made with the UAVs within its communication range. For the noisy range measurement, the Gauss error with fixed standard deviation is used. To be closer to the real scenario, it is also assumed that the distance pairs between UAVs will be lost randomly by 1%. The localization error (LE) is defined as the deviation of the estimated position of a UAV node from the actual position.


    L  E i    =        ( X    e i   −  X  r i   )  2         =     (  x  e i   −  x  r i   )  2  +   (  y  e i   −  y  r i   )  2  +   (  z  e i   −  z  r i   )  2       



(27)




where the 3D coordinates of the estimation and actual value of the target nodes are denoted as    X e  =   (  x e  ,  y e  ,  z e  )  T    and    X r  =   (  x r  ,  y r  ,  z r  )  T   , respectively. We evaluate the UAV localization performance using the root mean square error (RMSE) as the evaluation metric, which is averaged over 100 runs.


  RMSE =    1 n      ∑  i = 1  n        X      e i   −  X  r i        2    =    1 n    ⋅   ∑  i = 1  n   L  E i     



(28)




where    X  r i     denotes the real position matrix of the target UAV node, and    X  e i     denotes the matrix of estimated positions. NMSE is given by the ratio of the matrix   X −  X ˜    to the F-norm of X. In addition, we evaluate the localization accuracy by referring to the mean absolute error (MAE) of the nodes, which is also taken as the average of 100 runs.


  MAE =  1  n × d     ∑  i = 1  n     ∑  j = 1  d      X   e  i , j     −  X   r  i , j            



(29)




where    X   e  i , j     ,  X   r  i , j      , denote the estimated and true positions of UAV, respectively.




6.2. Simulation Results and Discussion


Figure 5 depicts the accuracy of different localization algorithms for the target node under the measurement noise ratio (noise ratio is 10%) and loss ratio (loss ratio is 1%). Figure 5a shows the LS-based localization effect, where the blue line represents the deviation between the true and estimated positions. Since LS localization is carried out iteratively, the localization deviation of previous nodes will affect the localization of subsequent nodes, so the overall RMSE of localization is large. Figure 5b,c shows MDS localization and SPD + O algorithm, in which 70% of nodes can estimate their positions well, while the rest of the nodes have big deviations, and their MAEs are 4.236 m and 4.013 m, respectively. Figure 5d shows that the proposed localization method SDP + RLT has an MAE of 2.082, which is only half of the SDP + O algorithm. In conclusion, the performance of the SDP + RLT algorithm can be demonstrated by other existing localization algorithms.



We further demonstrate the localization performance. Figure 6 and Table 2 describe the RMSE of different algorithms when the number of target UAVs is increased with noise ratio = 10%, distance loss ratio = 1%, and anchors = 6. Figure 6 clearly demonstrates that the localization performance of our proposed algorithm incrementally improves by increasing the number of UAVs, which is attributed to the fact that more neighbors are available. In addition, the SDP + RLT algorithm outperforms the MDS by about 1.5 orders of magnitude in terms of RMSE and by about 2 orders of magnitude over the LS and SDP + O algorithms. However, the SDP + RLT algorithm costs more time since it uses the “CVX toolbox” to semidefinite constraints on the distance matrix during the run. Table 2 provides accurate numerical statistics. In future research, we consider applying a distributed method to reduce the localization time.



Figure 7 shows that the localization accuracy of the LS, MDS, and SDP + O algorithms improves substantially when anchors increase while the target UAVs are fixed at 50. The RMSE improvement is about 200%, which indicates that they are highly dependent on the anchors and therefore not suitable for large-scale network applications. With increasing anchors, the RMSE of the SDP + RLT algorithm improves by about 50%, so we infer that our algorithm is more scalable and robust in the face of network expansion. In addition, the relatively small number of anchors used implies a lower GPS cost.



Next, the noise factor during distance measurement was evaluated by considering the effects of realistic factors (geography, weather conditions, or UAV’s own maneuverability, etc.). Figure 8 shows that the RMSE of all the algorithms increases when the noise rate increases. However, the SDP + RLT algorithm outperforms the others algorithms in terms of interference immunity. It is notable that the RMSE is equal to 0 when the noise rate is 0. This also justifies the conclusion in Theorem 2 that the SDP method can achieve unique accurate localization.



Finally, the improvement of positioning accuracy of different optimization algorithms is demonstrated through comparative experiments. Figure 9 shows the comparison of different affine optimization algorithms applied for the initial localization results of SDP + RLT. Table 3 details the numerical results of the different optimization algorithms. It means that the convergence speed of the I-GWO algorithm is faster than that of PSO, HPSO, and HGWO, and the RMSE is smaller. Therefore, based on the localization results of the SDP + RLT method, the I-GWO algorithm can achieve the goal of high-precision localization of UAVs.





7. Conclusions


In this article, SDP + RLT and I-GWO algorithms have been proposed for solving the localization problem in 3D cyberspace for swarms of UAVs using only distance measurements and a few GPS-equipped UAVs, which are essential for cooperative UAV swarm flying. Then, the solvability and unique solvability have been analyzed theoretically. Further, the I-GWO is proposed to improve the localization accuracy for distance measurements that contain noise. Through simulation results exhibited in MATLAB, we compare the performance of SDP + RLT with other advanced localization methods (i.e., LS, MDS, and SDP + O) and demonstrate its efficiency in terms of RMSE, measurement error, and scalability. I-GWO is compared with the classical optimization algorithms PSO, HPSO, and HGWO. The RMSE and MAE results prove the superiority of the algorithms. Our study still has limitations in terms of computational speed since the proposed approach is based on SDP, where semidefinite constraints consume more time when the target UAVs increase. Hence the proposed method is more suitable for centralized UAV routing schemes. Future work includes the introduction of distributed methods for efficient and high-precision localization of UAV swarms in mobile scenarios to reduce the localization delay. In addition, finding the optimal trajectory of a single mobile anchor UAV to achieve localization is also a future research trend.
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Figure 1. Node localization algorithms in UAV networks. 
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Figure 2. Localization model of UAVs in 3D space, in which green UAV and blue UAV represent anchors and target nodes, respectively. 
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Figure 3. A network localization model in 3D space. The blue points represents the anchor nodes, and the red point represents the unknown node to be located. 
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Figure 4. Location update rule in I-GWO. 
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Figure 5. Comparison of LS, MDS, SDP + O, and SDP + RLT localization results in the same scenario with m = 6, n = 50 and R = 300. The “∆”represents the anchor node, the ”○” represents the actual position of the UAV, and the “*”represents the estimated position. 
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Figure 6. Comparison of RMSE vs. UAV numbers. 
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Figure 7. Comparison of RMSE vs. anchor numbers. 
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Figure 8. Comparison of RMSE vs. noise ratios. 
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Figure 9. Comparison of RMSE vs. iterations. 
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Table 1. Nomenclature of used terms in this paper.
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	Symbol
	Definition





	Na, Nu, NR
	Set of anchors and target UAVs, where NR = Na + Nu



	   x i  ,  a k   

   d  i j   ,   d ^   k j    

  N , M  

rij, αij, sj, nij

   ε  i j   ,  γ  i j    

X, Y, Z
	Coordinate of the anchor UAVs and target UAVs

Distance between target UAV and UAV (or anchor)

Set of distance pairs of UAV/UAV and UAV/anchor

Amplitude, waveform, and noise of UAV signal

Gaussian noise of distance measurements

X is UAV position matrix and Y = XTX, Z = [I3 X; XT Y]



	l, u

   ϕ i  ,  ϕ j   

U

a, r1, r2
	Lower and upper bounds of variables in X

Variables greater than 1 and less than e

Population of gray wolves

Convergence factor and two random numbers of [0,1]
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Table 2. Number of UAVs as a function of RMSE for different localization algorithms.
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Localization

Algorithm/RMSE

	
Numbers of Unknown UAV Nodes




	
50

	
60

	
70

	
80

	
90

	
100

	
110






	
LS

	
2.9912

	
2.8923

	
2.7633

	
2.5908

	
2.4648

	
2.3567

	
2.1435




	
MDS

	
2.7732

	
2.5243

	
2.3957

	
2.1894

	
2.0362

	
1.9533

	
1.6415




	
SDP + O

	
3.0796

	
2.9923

	
2.9617

	
2.8796

	
2.6695

	
2.3709

	
2.3474




	
SDP + RLT

	
1.5057

	
1.3809

	
1.3385

	
1.3196

	
1.2061

	
0.9921

	
0.9107
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Table 3. Number of iterations as a function of RMSE for different optimization algorithms.
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Optimization

Algorithm/RMSE

	
Iterations




	
0

	
20

	
40

	
60

	
80

	
100

	
120

	
140

	
160






	
PSO

	
1.4602

	
0.6434

	
0.3061

	
0.1853

	
0.1302

	
0.0794

	
0.0337

	
0.0036

	
0.0015




	
HPSO

	
1.7132

	
0.7266

	
0.3068

	
0.0988
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