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Abstract

:

This paper presents a state-of-the-art tethered unmanned aerial vehicle (TUAV) for structural integrity assessment of underground stone mine pillars. The TUAV, powered by its tether, works in tandem with an unmanned ground vehicle (UGV) that hosts the TUAV batteries, a self-leveled landing platform, and the tether management system. The UGV and the TUAV were named Rhino and Oxpecker, respectively, given that the TUAV stays landed on the UGV while the ensemble moves inside a mine. The mission of Oxpecker is to create, using a LiDAR sensor, 3D maps of the mine pillars to support time-lapse hazard mapping and time-dependent pillar degradation analysis. Given the height of the pillars (7–12  m ), this task cannot be executed by Rhino alone. This paper describes the drone’s hardware and software. The hardware includes the tether management system, designed to control the tension of the tether, and the tether perception system, which provides information that can be used for localization and landing in global navigation satellite systems (GNSS)-denied environments. The vehicle’s software is based on a state machine that controls the several phases of a mission (i.e., takeoff, inspection, and landing) by coordinating drone motion with the tethering system. The paper also describes and evaluates our approach for tether-based landing and autonomous 3D mapping of pillars. We show experiments that illustrate and validate our system in laboratories and underground mines.
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1. Introduction


Unmanned aerial vehicles, and more specifically multi-rotor drones, are progressively being used in the mining industry [1]. They are used for surface and underground mines, in operation or abandoned [2]. In surface mines, where Global Navigation Satellite Systems (GNSS) are available, several applications, such as 3D mapping [3,4], stockpile volumetric estimation [5], slope instability detection [5,6], erosion assessment [7], and site monitoring [8], can be performed with off-the-shelf drones. However, for underground applications that include geotechnical characterization [9,10], gas detection [11], and search and rescue missions [12], adaptations to the vehicles and their navigation software need to be made. The missions above, which are often executed by human technicians, can be carried out by autonomous or semi-autonomous drones that, due to their increased speed and range, can positively affect the efficiency, productivity, and safety of the task.



One of the main challenges for environments such as underground mines is the lack of access to GNSS [13,14]. Teleoperation is also a challenge due to the limited range of radios underground. Therefore, a robust onboard navigation system, which includes localization, mapping, and motion planning, must be in place for a fully autonomous system to function reliably. Whereas visual-based solutions, including visual inertial odometry (VIO), can mostly solve the localization and mapping in general GNSS-denied environments [15,16], underground environments are often dark and lack distinct features [17], motivating modern solutions to rely on light detection and ranging (LiDAR) sensors [18] and thermal cameras [19]. An additional drone limitation emphasized underground is its short flight time, which limits the area that can be covered in a single mission.



This article describes the development of a state-of-the-art tether-powered unmanned aerial vehicle (TUAV), which is part of the complete autonomous robotic system shown in Figure 1. The system, composed of an unmanned ground vehicle (UGV), called Rhino, and the TUAV, known as Oxpecker, was designed to provide early warning signs on underground stone mine pillar structural integrity. When in operation, the system records 3D point-cloud data of pillars to support time-lapse hazard mapping and time-dependent pillar degradation analysis. Because stone mines have pillars varying from 7 to 12 m in height, sensors on the UGV alone cannot obtain high-resolution data of the entire pillar, thus justifying the deployment of the TUAV each time a pillar must be surveyed. As the UAV batteries are carried by the UGV and the tether provides relative measurements between the vehicles, the proposed configuration not only increases the battery capacity of the drone but also allows drone navigation and landing without vision.



In our system, a set of high-energy density batteries was added to Rhino’s payload to achieve long-endurance flights of Oxpecker. The batteries can deliver an average power of 570 W (i.e., 38 V at 15 A) to the TUAV through a power cable. Two other subsystems were designed to integrate and handle the tether. First, a tether management subsystem was developed to control the tension (i.e., force) on the cable, keeping it in suspension and preventing it from touching the ground. A second subsystem consists of a set of sensors used by the drone for localization and landing. These sensors measure the length of the tether and tether angles at both endpoints (i.e., the TUAV and the landing platform on the UGV). This paper also describes the software architecture that handles the different phases of the TUAV mission: autonomous takeoff, mapping, and landing. These phases are driven by a state machine, which communicates with the tethering system via robot operating system (ROS) [20] messages over a local WiFi network. For the mapping phase, we developed a path planning methodology to create a dense point-cloud map of the pillars while avoiding collision with the floor and ceiling and a LiDAR-based strategy for controlling the TUAV. We also introduce a robust landing approach that does not depend on any external sensor, such as vision or LiDAR, and only relies on measurements from the tether angle sensor (azimuth and elevation angles) and altitude readings coming from an altimeter. This approach is able to safely and robustly make Oxpecker approach and land on the platform on Rhino.



Therefore, the contributions of this work are:




	1.

	
The design of a tether-powered multi-rotor UAV for long-term robotics,




	2.

	
The design of a tethering perception system,




	3.

	
The design of a cable management system capable of conveying power to the TUAV and also controlling the tension of the tether,




	4.

	
A motion planning and control strategy for unknown pillar surveying and mapping in a GNSS-degraded environment,




	5.

	
A strategy for autonomous landing using tether variables.









The rest of this paper is structured as follows. Relevant related work is presented in Section 2. The hardware of the UAV and companion systems is explained in Section 3. The software architecture is detailed in Section 4. Section 5 presents a series of field experiments that illustrate and evaluate the proposed approach. Finally, Section 6 presents conclusions and proposals for future work.




2. Related Work


Ground and aerial robots have been used separately for search and rescue and mapping applications in underground mines [10,14,21]. However, using robots of a single locomotion type introduces problems such as limited endurance and payload (in the case of an aerial robot) or restrictions on which places can be reached or inspected (in the case of a ground robot). Thus, recent studies show increased attention to multi-robot collaboration with teams of heterogeneous robots [12,22].



Six of the eight teams competing in the systems track of the Defense Advanced Research Projects Agency (DARPA) Subterranean Challenge (SubT), a game-changer competition for robotic technologies in subterranean environments [23,24,25,26,27,28], have used a combination of robots that included both UGVs and UAVs to map, navigate, and search underground environments during time-sensitive combat operations or disaster response scenarios. Team CERBERUS used legged, wheeled, and flying robots [23]. Team CSIRO Data61 used tracked vehicles, legged robots, and drones [24]. Team Explorer used custom-built wheeled and flying robots, some of them deployed by the UGVs [25]. Team CoSTAR used legged, wheeled, and drones [26]. Team CTU-CRAS-NORLAB used legged, tracked, and flying robots [27]. Team Coordinated Robotics used wheeled and flying robots [23]. Only teams Robotika, which used wheeled robots, and team MARBLE [28], which used legged and wheeled robots, avoided the use of aerial robots [23].



During the SubT competition, all teams that used aerial robots, including the winning team [23], deployed the drones independently from the ground robots. While this permitted the teams to increase the reach of their systems, they still faced the problem of endurance, as the flight time for battery-powered drones is very short. For example, the RMF-Owl [29], a collision-tolerant aerial robot developed by team CERBERUS, is equipped with a 5000  m  Ah  LiPo battery and is only able to fly for 10  min . Similarly, Flyability’s Elios 3 [30], a state-of-art commercial drone designed for underground mining inspection and whose predecessor, Elios 1, was also used by team CERBERUS, is only able to fly for   12.5    min  (without payload). More recently, in [31], new developments are trying to increase the time of operation of a drone by carrying it on the back of a quadruped robot, which would allow continuous operation for about an hour. However, without any recharging strategy, the drone flight time is still limited to the same 10  min .



In our work, we propose to have a ground vehicle carrying a drone and a tether connecting both robots. The tether is used to power the UAV with large batteries carried by the UGV. The obvious benefit of including a tether is an extended flight time for the UAV, given that batteries represent a big share of the takeoff weight of a drone. This solution has been explored before in [32]. A comparison of the energy consumption between battery-powered and tether-powered drones was provided by [33]. More recently, research on providing power for a series of quadcopters showed that the serialization of tethered drones could make the system even more efficient and advantageous [34]. However, although tethering the drone can increase flight time, it comes at the cost of reduced reach. In our case, this is compensated for by the mobility of the ground robot and the nature of the environment where the robotic system is deployed, i.e., cavernous and of limited height. A complete review of alternatives to power drones, which includes complex tasks such as swapping batteries [35] or self-recharging [36], is presented in [37]. Although we considered some of these alternatives in our work, the additional benefits brought by the tether, including precise landing and localization [38], led us to decide on this approach.



If properly instrumented, the tether connecting the UAV to its base (in our case, a UGV) can provide relative localization [39]. The approach developed by our research team is described in [38], which was followed by a similar approach in [40]. The main advantage of these works with respect to previous ones [41,42] is the fact that they do not assume that the tether is taut or has minimum slack [43], but, instead, allow it to be slack by modeling its shape with a catenary curve.



Finally, assuming instrumentation similar to that used for tether-based localization, the tether can also be used to aid in landing the UAV. In contrast to previous landing methodologies [44,45,46,47], this allows the drone to land precisely without the requirement of the relative localization between the vehicle and the landing platform, which can be noisy and biased. Precise landing using a tether to guide the UAV towards the landing point was explored in [48,49,50].



The next section will describe the hardware of our system, which includes all the sensors used for localization and landing.




3. System Hardware


This section describes the design requirements and engineering decisions made by our team for the TUAV system, which includes the tether management and sensing system and an actuated landing platform.



3.1. Mission Requirements and Design Decisions


The main requirement of this project is that the pillars of the mine, the height of which may vary from 7 to 12 m, are autonomously and completely scanned with a LiDAR or camera so that a 3D map can be constructed and used for hazard assessment. Although a standard UAV could be applied to this task, its short flight time would not be practical for mines with hundreds of pillars. On the other hand, a UGV alone could not scan a single pillar completely unless it is equipped with a telescopic device/manipulator that would be able to move the sensors along the pillar until its top. After considering this solution as cumbersome and costly, our team then considered the use of a drone, which would work in tandem with the UGV. The mission requirements for this drone are listed as follows:




	
Able to operate for several hours without human intervention;



	
Able to carry mapping and surveying sensors, including LiDARs and cameras;



	
Able to precisely land on the UGV before moving from one pillar to the next.








These requirements lead the research team to design:




	
A tether-powered quadrotor with enough payload capacity to carry localization and 3D mapping sensors, and the weight of the released power cable;



	
A tethering system that manages the cable release and retraction and that assists the drone localization and landing by measuring relevant variables, such as tether angles and tether length;



	
A self-leveling landing platform that compensates for the roll and pitch of the ground vehicle and assists in drone landing.








The development of the drone and the other subsystems is described in the following subsections.




3.2. TUAV System


This section overviews the design concept of Oxpecker, the proposed TUAV. The goal of this design was to develop a drone that is able to be powered by a cable and has enough payload capacity to carry the required instruments and the tether. The main challenge of designing such a system was working on the trade-offs of transmitting such high power over a long cable. Our solution required a combined selection of frame, powertrain, and cable. To complete the design, we selected the flight controller, companion computer, and sensor suite onboard the drone. A schematic overview of the hardware setup can be seen in Figure 2. Table A1 lists the components required to assemble Oxpecker along with their manufacturers, models, and other relevant specifications. The most relevant components are discussed below.



3.2.1. Cable Specification


An electrical cable has its resistance given by   R = ρ  L / A  , where L is the cable length,  ρ  is the material resistivity, and A is the cross-sectional area. Therefore, the longer the cable, the higher the resistance. In the presence of a current i, the voltage drop   Δ v   along the cable is ruled by   Δ v = R i  . The current and voltage drop directly translate into energy loss by Joule’s law (heat dissipation), which states that the power converted from electrical energy to thermal energy is given by   P = Δ v  ·  i =  ( ρ L / A )   ·   i 2   . One way to reduce the resistance, and thus the power loss, is to increase the cross-sectional area of the conductor. However, this approach contributes to increasing the weight of the cable to be suspended by the drone. We could also reduce the length of the cable, which would limit the reach of the drone. A feasible alternative to minimize the power loss without shortening the cable is raising the voltage delivered to the drone, thus reducing the current flowing through the tether for the same power consumption. As the power loss on the cable scales with the square of the current, this would be the best approach to take. Additionally, smaller currents permit the use of conductors with reduced cross-sectional areas, which contributes to decreasing the cable’s linear weight. Many commercial applications prefer to transmit power at a very high voltage (e.g., 400  V ) and include a voltage converter on the UAV to reduce the voltage level required by the motors and flight controller. However, as the payload is a critical constraint in our design and power conversion devices are usually not lightweight, we decided to increase the voltage as much as possible to connect it directly to the power management board without a DC-DC converter.



Given an estimated power-to-weight ratio of ≈150  W     kg  − 1    , which is consistent with the specific power estimates of 200  W     kg  − 1     for agile quadrotors shown in [51], and a maximum hovering weight of ≈4   k g  , we selected the cable for an expected power consumption of 600  W  on the drone. We then chose to use three   12.8    V  batteries connected in series to power the TUAV. Given the open-circuit battery voltage of    v b  = 3 × 12.8 =      38.4    V  and the required power of 600  W , an initial current estimate on the cable without assuming any voltage drop would be   ≈ 15.6 A  . By assuming a 16 AWG stranded copper cable with resistivity   0.0132    Ω     m  − 1    , which has adequate flexibility for our application, and also considering the additional resistance of   0.15    Ω  from connectors and other parts of the circuit, we can iterate the voltage drop until convergence is reached. By applying this process, we compared different tether lengths and opted for a   15   m  -long cable, which is sufficient for our task. The estimated voltage drop in this cable is   Δ v ≈      6.6    V  when the current is   18.8    A . This yields a power loss of ≈  123.5    W  along the tether.



The powertrain of the quadcopter, specifically, electronic speed controllers (ESCs), motors, and propellers, were chosen to handle high voltage (  38.4    V ) from the tether and provide enough thrust to match the maximum hovering weight of the drone (≈4   k g  ). We considered that the system would work around the 8S voltage rating after accounting for the losses on the cable and expected power consumption for the drone (≈600  W ). The power delivered was considered to be approximately constant during its mission, as the drone is not expected to be agile and will work in near-hover flight conditions all the time. The selected motor was the T-MOTOR MN3520 (rated 4S-8S) with a T-MOTOR 12 × 4 carbon fiber propeller, using a T-MOTOR FLAME 60A HV ESC (rated for 6S-12S). In our tests, we measured the voltage (≈  33.5    V ) and current (≈  18.5    A ) delivered to Oxpecker during flight, confirming the expected power consumption (≈620  W ) and validating the selection of the powertrain.




3.2.2. Frame Selection


The frame is the structure that holds all the components of a quadrotor together. It needs to be designed to be strong but also lightweight. The lighter a frame is, the more payload the drone can carry. A great way to optimize the airframe is to select carbon fiber frames. We chose an easy-access, commercial frame for this aerial system, the Holybro X500 Frame Kit. This frame was selected because it is easy to assemble and is capable of supporting the estimated maximum takeoff weight for this drone (4   k g  ). Adaptations have been made to install the heavier, higher voltage motors selected (e.g., 3D printing reinforced clamps that hold the arms and the motors).




3.2.3. Flight Controller Selection


A review of flight controller options in [52], shows that, typically, research groups rely on Pixhawk-PX4, Parrot, or DJI low-level controllers. They are mostly used as black boxes, but they differ in how much authority is given to change the controllers. The flight controller unit (FCU) selected for the drone was the Pixhawk 4, which is optimized to run PX4, an open-source flight control software for UAVs and other unmanned vehicles. It provides all the main sensing capabilities required by a UAV, such as an inertial measurement unit (IMU) and barometer, and ports to integrate several others directly. For Oxpecker, we integrated a U-Blox Neo-M8N GPS/GLONASS receiver to provide a compass, a SiK Telemetry Radio V3 for monitoring and debugging purposes using QGroundControl, a Garmin LidarLite v3 ranging sensor to provide height measurements, and a Spektrum AR620 receiver to provide manual radio control. A large community also supports the Pixhawk, and it can easily be integrated with a companion computer through the MAVLINK [53] communication protocol.




3.2.4. Companion Computer Selection


Given that the Pixhawk 4 has very limited onboard computing capability, a companion computer is required to run custom software for the drone and allow for data collection (i.e., images and point clouds). There are many options for companion computers, and the most popular are listed in [52]. When no GPU is required, the Intel NUC family, the Udoo family, and the Raspberry family of computers are the most popular options. From our previous experience, fully autonomous operation, including localization and mapping, is possible with an embedded computer with extended RAM and storage. Originally, the Udoo X86 II Ultra with an Intel® Pentium® N3710 (2.56 GHz, 8 Gb RAM, 32 GB eMMC Storage, 150 g, 6 W) was tested due to its lower cost. Moreover, this computer also contains an Arduino Leonardo-compatible platform embedded on the same board, which facilitates the integration of I2C and analog sensors, such as the potentiometers we use to measure tether angles. However, although enough to perform basic functions (landing, wall following, etc.) and to save data, this computer was not powerful enough to run simultaneous localization and mapping (SLAM) algorithms online. Subsequently, we opted to substitute this embedded computer with an Intel® NUC 11 with an Intel® Core™ i5-1135G7 processor (8M cache, up to 4.20 GHz) and an external Arduino UNO R3 for low-level sensor communication. Additionally, we included a 2TB SSD card for storing the mapping data. The custom software running in this computer was developed using the Robot Operating System (ROS) and is described further in this paper. The communication between the companion computer and the Pixhawk was done using the MAVROS package [54]. A USB hub was connected to the computer to allow for several USB devices: WiFi antenna, notification light, Arduino, Pixhawk, stereo camera, and LiDAR.




3.2.5. Sensors Suite Selection


Localization in a GNSS-denied environment is a challenging problem [19], and redundancy is required. In our design, the sensor arrangement converged to ranging and distance sensors, a tether angle sensor, and a tracking camera for visual inertial odometry (VIO). A telemetry antenna, a radio controller receiver, and a GPS antenna (here for the compass) were also added directly to the flight controller. Some of these sensors are described next.



Ranging Sensors


Given the environment where the system is deployed, range measurements to the floor and ceiling are crucial for safe flight. In our design, these distances are measured using Garmin LidarLite optical distance measurement sensors, which are compact, lightweight, and have low power consumption. A LidarLite v3, measuring the distance to the floor, was integrated directly into the flight controller (Pixhawk 4), being used on its internal EKF and for the landing procedure. A LidarLite v4, measuring distance to the ceiling, was integrated into the TUAV using an Arduino UNO R3 to guarantee a safe distance from the mine ceiling. Additionally, a DWM1001-DEV development board, which includes the DWM1001C ultra-wideband (UWB) transceiver module, was added to the system to provide ranging measurements between the TUAV and the UGV. Although not discussed in this paper, UWB data can be used to improve the drone’s relative localization in sensor fusion algorithms [55,56].




Tracking Camera


A requirement for autonomous flight is a good odometry solution. A complete solution for position and velocity estimation is the Intel® RealSense™ Tracking Camera T265. It is a stand-alone module that runs V-SLAM (visual simultaneous localization and mapping) algorithms directly on it and provides a visual inertial odometry (VIO) solution. It is also a compact and lightweight module that operates at lower power. In our TUAV, the tracking camera was mounted facing forward. The main limitation of the T265 camera is that it is generally limited to light levels higher than 15 lux, which is low but is usually more than what is available in an underground mine. To deal with this problem, we included two spotlights on the TUAV to provide illumination. The Intel® RealSense™ T265 odometry solution was integrated directly into the flight controller localization solution.




Mapping Sensor


For our application, we tested the Intel® RealSense™ D435 depth camera, the Microsoft® Kinect™ Azure development kit, and the Intel® RealSense™ L515 solid-state LiDAR depth camera. These options have been compared before for SLAM applications [57], but usually not under low light conditions. Considering the performance that we observed in dark environments (noise level and susceptibility to reflections), and other metrics such as power consumption, and weight trade-offs, the L515 camera was chosen as the most suitable our application. The L515 was designed to be used in indoor, controlled environments. Compared to the D435 camera, the L515 is slightly heavier (100  g  against 72  g ), it has a smaller range (9  m  against 10  m ) and it has same power consumption (  3.5    W ). However, it provides measurements with lower noise levels in dark environments. Compared to the Kinect™ Azure, the L515 is significantly lighter (100  g  against 440  g ), it has a larger range (9  m  against 3  m ), it consumes less power (  3.5    W  compared to   5.9    W ), and it is also more robust to low light conditions and reflective surfaces.




Tether Sensors


Sensors on the drone and the tethering system are used to measure the tether variables. These sensors are the encoder, which is connected to the winch and measures the length of the tether, and the tether angle sensors, which are designed to measure the azimuth and elevation angles of the tether on both endpoints, i.e., at the landing platform and the TUAV. Figure 3a shows the custom 3D-printed sensor specifically designed for angle measurement at the platform, whereas Figure 3b shows a commercial-off-the-shelf joystick device converted to be used as the tether angle sensor at the TUAV side. A more detailed explanation of the functioning of these devices is provided in the following subsection.






3.3. Tethering System


The tethering system is composed of (1) a cable management system, responsible for controlling the tether tension by reeling the tether in or out, depending on the measured tension; (2) a tensiometer for measuring the tether tension; and (3) two tether angle sensors. Tension is measured by a mechanism composed of a pivoted spring-load lever arm with conveying pulleys where the tether slides off, as shown in Figure 4. A mechanism composed of a servomotor and a lever arm is used to evenly distribute the cable on the reel when turning, as depicted in Figure 4a(D). The lever arm moves synchronously with the reel’s spin, which can be properly adjusted in firmware. The control system is accomplished by a digital proportional-integral-derivative (PID) controller implemented in an Arduino microcontroller. In order to deliver power to the TUAV through the cable, a slip ring is used to convey electrical power through the reel. The tethering system is assembled in a compartment located at the rear of the ground robot.



Two tether angle sensors were designed in-house. A joystick-like device was adapted (see Figure 3b) for the sensor at the drone endpoint of the tether. Because the axes of rotation for this device are co-planar, the measurements of its potentiometers can be directly translated to the tether’s azimuth and elevation angles by converting the voltage read by a microcontroller analog-to-digital converter (ADC) port and applying a calibration curve. A similar approach was used for the sensor at the platform endpoint of the tether, where we have the custom design shown in Figure 3a. To obtain the tether azimuth and elevation angles for this device, a kinematic chain system needs to be solved to obtain a frame transformation from the platform frame    o p   x p   y p   z p    to the tether endpoint frame    o t   x t   y t   z t   . We followed the Denavit–Hartenberg convention [58] to attach reference frames to the kinematic chain, shown in Figure 5, and find the frame transformation. The rotation matrix component of this transformation,   R p t   is given by


   R p t  =      − sin  q 2      − cos  q 2     0      − cos  q 2  sin  q 1      sin  q 1  sin  q 2      − cos  q 1        cos  q 1  cos  q 2      − cos  q 1  sin  q 2      − sin  q 1        ,  



(1)




where   q 1   and   q 2   are the joint angles measured using the potentiometers. Subsequently, the tether azimuth   α p   and elevation   φ p   angles at the platform endpoint can be obtained from the components of the tether vector   t =      [  t x      t y      t z   ]      T  =  R p t       [ 1    0    0 ]     T    as


      α p    =     tan  − 1    (   t y   t x   )   ,       φ p    =      tan  − 1       t z     t x 2  +  t y 2         .      



(2)








3.4. Self-Leveling Landing Platform System


A self-leveling platform was included in the UGV to provide a stable, level surface for the UAV to land on. In our design, we used a tri-axial accelerometer and two linear actuators to adjust the platform attitude and maintain it horizontally leveled, even when the UGV is located on uneven terrain or a slope, as shown in Figure 6a. This platform helps to ensure that the UAV lands safely and precisely without tipping over or damaging itself or its surroundings.



The landing platform was designed with an octagonal shape and a central depression to serve as a passive positioning mechanism and to securely hold the UAV in place when the UGV moves, as illustrated in Figure 6b. On the UAV side, a landing gear was designed to match the depression in the landing platform. Its circular shape allows the UAV to land without any orientation constraints. This design enables the platform to function effectively as a landing and docking station for the UAV. A bracket to hold the tether angle sensor was mounted below the platform in the center of the depression.



The octagonal platform is connected to three points that are physically attached to two Progressive Automations’ PA-14P 12-inch stroke linear actuators and a universal joint, as illustrated in Figure 6c. As expected, the point representing the fixation to the universal joint, O in Figure 7a, does not translate and only rotates. The two points representing the fixation to the linear actuators, A and B, can translate and rotate when the linear actuators increase or decrease their stroke. The displacement of these two points allows for two possible rotation angles of the platform. If A and B move in opposite directions with respect to the horizontal plane, the deck rolls around its x-axis. If A and B move in the same direction, the platform pitches around its y-axis. Therefore, with a combination of these two movements, it is possible to adjust the roll and pitch angles of the platform. A schematic of this movement is shown in Figure 7a.



To automatically control the platform’s attitude, a closed-loop control system (Figure 7b) was designed using zero roll and pitch angles as setpoints. The controller chosen was the discrete PID control due to its ease of implementation and tuning process. Assuming that the UGV is static and that the only acceleration applied to the system is gravity, the platform attitude is estimated by finding the Euler angles in the transformation


   a b  =  R n b   g n   ,  








where   a b   is the gravity acceleration decomposed in the accelerometer’s frame b, which in turn is aligned with the platform;   R n b   is the rotation matrix between the inertial and the body frames as a function of the platform attitude angles roll (  ϕ p  ) and pitch (  θ p  ); and  g  is the gravity vector in the inertial reference frame n pointing downwards. By rewriting this equation in matrix form, we have:


       a x       a y       a z      =      r 11     r 12     − sin  ϕ p        r 21     r 22     sin  ϕ p  cos  θ p        r 31     r 32     cos  ϕ p  cos  θ p           0     0     g      ,  



(3)




where g is the module of the acceleration vector. Solving Equation (3) for  ϕ  and  θ , we obtain


      ϕ p    =    arctan    a y   a z     ,       θ p    =    arcsin  −   a x  g    .      



(4)




which are then used to decompose the gravity acceleration from a tri-axial accelerometer (ADXL345) and used to close the controller’s feedback loop.





4. Software Architecture


This section describes the framework developed to operate the TUAV in a stone mine environment. This section is divided into three parts. The first describes the general software architecture, the second describes the mapping procedure, and the third describes the landing procedure.



4.1. Autonomy Framework


For the development of the autonomy framework of the TUAV, we developed a set of ROS nodes to control the drone operation. These nodes were distributed between the computers of the ground and aerial robots. An overview of the UAV and UGV systems and their software is shown in Figure 8. The state machine node selects which mission the TUAV will execute by enabling a mission node. This is done by broadcasting the active node through an ROS topic. The number of mission nodes is variable, depending on the application. The mission nodes generate commands that are sent to the commander node, the only node able to communicate with the actual TUAV. This makes this stack generic and independent of the TUAV platform. In our experiments, for example, we used a DJI drone by simply changing the command node, which is the only platform-dependent node. For our specific setup, the TUAV commander node is able to control the TUAV using auto-takeoff, auto-landing, target position, and target velocity commands. Other than takeoff, which is usually a native function of the drone’s controller, in our application, we split the actions of the TUAV into two missions: mapping and landing. The mapping mission node is responsible for moving towards the pillar and executing a lawnmower pattern to map the pillar surface. The landing mission node is responsible for returning the TUAV to the ground vehicle and landing using only tether information. These two missions will be detailed later in this section.




4.2. Velocity Estimation and Localization


Our framework relies on velocity-based control and thus requires that the drone’s velocity is reliably estimated. For that, the Intel® RealSense™ T265 odometry solution was integrated directly into the flight controller localization solution, which estimates the drone position and velocity.



Although not explored in this paper, we also developed our localization approach, which uses the tether to obtain relative localization with respect to the landing platform. The complete methodology is explained in [38]. The approach considers a flexible tether with a catenary shape, which can be mathematically modeled. The model, which is based on tether variables such as tether length, tension, and tether angles on both endpoints, can provide a relative localization solution. This solution is fused with the IMU measurements using a sensor fusion algorithm based on the extended Kalman filter (EKF).




4.3. Wall Coverage


The coverage software on Oxpecker is designed to survey and map the face of a pillar or wall by executing a predefined trajectory. The area to be covered is assumed to be rectangular, and the chosen trajectory is a sweeping pattern, as shown in Figure 9. The sweeping pattern is implemented to cover the entirety of the area, which is done by designing the coverage rows to be perpendicular to the shortest height of the coverage area. As stated in [59], this ensures that the trajectory involves flying the least number of turns, which directly affects the duration, route length, and energy consumption.



To determine the number of rows required in the pattern, the approach outlined in [60] is followed as was done in our previous work [61]. The first step is to determine the camera’s footprint, L, which can be calculated using the geometric relationship between the distance from the camera plane to the wall,   d  w , x   , and the camera’s field of view (FOV) [62]:


  L = 2  d  w , x   × tan   FOV 2   .  



(5)







The footprint is then used to determine the number of coverage rows and the gap needed to acquire a wanted overlap as represented in Figure 9. The number of coverage rows is computed as


  N =  H  L ( 1 − s )    ,  



(6)




where H is the height of the coverage area, and s is the desired overlap between two images as a fraction. The distance between the coverage rows can be calculated as


  D =  H N   .  



(7)







For the complete design of the trajectory, lateral overlaps must also be considered. Whereas longitudinal overlaps are determined by coverage rows, lateral overlaps are related to the speed of the UAV,   V sweep  , and the frame rate of the camera as


   V sweep  =   1 −  s lateral    L × f    ,  



(8)




where   s lateral   is the overlap expressed as a fraction, L is the image footprint, and f is the frame rate in frames/second.



After defining the survey parameters, the path of the UAV along the coverage rows can be defined by a set of 3D points (  d  w , x   ,    d  w , y    ,    d  w , z    ), where   d  w , x    represents the distance from the drone to the wall,   d  w , y    is the distance from the right border of the wall, and   d  w , z    represents the height of a coverage line from the ground. Since we have several rows, the z coordinate is calculated for each row as


   d   w , x    ( i )   = i × D −  D 2  ,  i = 1 , … ,  N l   .  



(9)







Our previous research [61] used visual-inertial odometry (VIO) and predefined waypoints (a sequence of (x,   y  ,   z  ) coordinates) to navigate the drone to follow the desired pattern. However, this method is not practical when mapping walls of different lengths (y coordinates of the path would change for each wall) and was prone to position drift due to the featureless environment. Therefore, in this work, we proposed a reactive method of coverage that relies on flying the drone in front of the wall until it finds its border. An edge-detection software was then developed to replace the necessity of predefined waypoints along the y axis. This software processes the raw depth image given by the drone’s LiDAR (RealSense™ L515) and calculates the difference between the average depth of the outer left and outer right sides of the image. If the difference exceeds a set threshold, an edge is detected. Although we chose to use a low-noise sensor, to cope with eventual noise on the depth image given by the sensor, several steps are taken by the system. First, the sensor is configured to work in a given range, thus outputting a constant value for distances outside this range. This can be observed in Figure 10b, which shows a flat black region representing points very far from the sensor. Second, after the depth image is received, the software applies to the image a binary mask that removes the ceiling and the floor from the data, keeping only the region of interest situated in between these two regions. Finally, a sequence of morphological operations (erosions and dilations) are applied to the masked data to remove additional noise.



The x coordinate of the path represents the drone’s distance to the wall. In our approach, we keep a fixed distance from the wall using software that also relies on LiDAR data. In addition to keeping a constant distance, the controller adjusts the drone’s orientation so that the camera is parallel to the surface being scanned. As illustrated in Figure 11, being parallel and at a fixed distance from the wall is important, especially when the wall is not planar. Furthermore, different distances and orientations can cause consecutive images to not have the appropriate overlap.



To execute the complete path shown in Figure 9, a state machine within the “Mission Map” ROS node (Figure 8) was developed. This node uses the information obtained from the wall-following software (another ROS node) and altimeter to execute the algorithm shown in Figure 12. While the wall-following node maintains a fixed distance from the wall and detects the edges, the altimeter attempts to maintain a specific row height until the next row must be executed.




4.4. Tether-Guided Landing


For the TUAV to land accurately on the landing platform situated on the UGV, an algorithm based solely on an altimeter (laser range finder onboard the vehicle) and the tether angle sensors on the TUAV (see Figure 3b) was developed. Therefore, our method does not require a precise localization of the UAV to perform a precise landing on the platform. The ROS node implemented to land the drone is represented by the “Mission Land” block in Figure 8. When this block is activated, the “State Machine” block communicates with the tethering system to set the tension setpoint to a higher value so that the tether tends to become taut, which is the ideal situation for landings. The landing procedure is illustrated in Figure 13. A switched vector field, which represents velocity setpoints given to the low-level controller in the body frame, is used to guide the drone to the landing pad. The transitions in the vector field are obtained from a combination of elevation angle and height, as shown in the flowchart of Figure 13. The direction and magnitude of the velocity command for each action are shown in Table 1.



To summarize the procedure, if the drone is laterally distant enough from the platform, as indicated by a small elevation angle, the flight path obeys the sequence: a 45-degree incline ascent, followed by a horizontal approach, which progresses to a 45-degree descent, ending in a vertical descent. All horizontal movement is directed toward the landing platform. This flight path may shorten, lengthen, or skip one of these actions entirely, depending on how close the TUAV is to the platform, both vertically and horizontally. The transition elevation angles (  φ 1  ,   φ 2  ,   φ 3  ) and heights (  h 1  ,   h 2  ), as well as the command speeds (V and   V d  ) are kept as parameters for tuning. Another observation is that, although the proposed solution generates a discontinuous vector field, to avoid steps in the desired velocity given as a setpoint to the drone’s velocity controller, we linearly change the setpoint when we switch from one phase to the next.





5. Field Experiments and Results


This section presents a series of drone experiments conducted in laboratories and mining facilities. These experiments were designed to illustrate and evaluate our system, including mapping and landing approaches. Videos of some experiments can be found at https://www.tinyurl.com/oxpeckeruav (accessed on 12 January 2023).



5.1. UAV Path Planning and Mapping


The path planning strategy described in Section 4.3 was implemented in ROS and tested in a simulated scenario and on a DJI Matrice 100 drone. The latter served as a software integration and testing proxy while the experimental drone hardware was being integrated. Due to the inability to provide a source of odometry ground truth for the physical experiments, our path-planning and mapping approaches were initially tested in a graphical simulator for validation purposes. In one set of simulations, for example, we investigated the impact of combining ranging information with INS and visual odometry [55]. Results from these investigations are summarized in Table 2, where it is evident fusing more information to visual odometry yields improvements in performance.



Real-world mapping experiments were executed in the Safety Research Coal Mine operated by the National Institute for Occupational Safety and Health (NIOSH), located in Pittsburgh, PA, in the U.S. A wall within the coal mine was surveyed autonomously whilst executing the trajectory described in Section 4.3 and specified by the parameters shown in Table 3. During the flight, the drone’s computer saved data that were relevant for mapping. These included RGB images, depth images, and odometry data, which altogether generated approximately 18 MB s    − 1    (i.e., our 2 TB memory card could keep up to 30 h of mapping data). In an effort to reduce the onboard computing cost, the 3D map was created during post-processing using an RGB-D SLAM approach called real-time appearance-based mapping (RTAB-Map) [63]. During post-processing, the primary front-end odometry source was the T265, whereas RTAB-Map used the RGB and depth images to detect loop closures in the back end. The challenge of detecting accurate loop closures in subterranean environments was investigated in [61]. This information was combined with specific parameters for RTAB-Map, which included extracting up to 500 visual features per image and detecting a minimum of 20 visual features. This constraint ensures the acceptance of only certain loop closures. A resulting map can be seen in Figure 14.



By observing the resulting map, it can be seen that the designed trajectory successfully explored and mapped the entire wall. Figure 14a shows that there were no noticeable gaps in the point cloud, indicating sufficient overlap. Figure 14b shows that the left and right edges were found. A video with some other experiments at the NIOSH Coal Mine is available at https://www.tinyurl.com/oxpeckeruav (accessed on 12 January 2023). Additional experiments and simulations that evaluate our coverage methodology can be found in [61].




5.2. Landing


A series of experiments were performed to demonstrate the method described in Section 4.4 and the tether management system. In these experiments, the TUAV started from different relative positions with respect to the platform. The experiments were conducted in a high bay facility. Figure 15 shows images from the experimental setup. Figure 15a shows Oxpecker hovering above the UGV, with the tether fully extended and taut. In Figure 15b, a sequence of overlaid snapshots shows the drone approaching and landing on the platform on top of Rhino.



For the experiments shown in this section, the transition elevation angles were set to    φ 1  =   65°,    φ 2  =   75°,    φ 3  =   85° and transition heights to    h 1  =     0.5    m ,    h 2  =     0.2    m . The command speed was set to   V =     0.15    m /   s  − 1    . Speed   V d   was set to vary with the elevation angle as


   V d  =     π 2  − φ   π 2     .  



(10)




Notice that this velocity is small for elevation angles close to 90° and is zero when the elevation angle is exactly 90°.



In Figure 16 and Figure 17, we show an overview of one of the experiments conducted to demonstrate the landing methodology. In Figure 16a, the drone executes three missions. In “Mission Takeoff” (yellow trajectory), the drone takes off to a height of   0.8    m  from the platform. In “Mission Move” (cyan trajectory), the drone moves forward with a setpoint speed of   0.15    m     s  − 1     for 10  s  and laterally and up for another 10  s . In “Mission Land” (magenta trajectory), the drone receives zero speed setpoints for 2  s  before starting the landing procedure. In Figure 16b, we show the drone localization as given by the T265 sensor, the drone height obtained with the altimeter, and the tether length measured by our system. The background colors represent the different missions described before. Notice that when the altimeter is used for localization, it introduces discontinuities in the data. In this example, the discontinuities appear when the drone leaves the platform, and the altimeter starts measuring the distance to the ground and before landing when the reverse sequence happens.



In Figure 16c, we show the tether tension during the entire experiment. During the first two missions (yellow and cyan backgrounds), the setpoint for the tether tension is   0.3    N . During takeoff, although the controller is trying to release the cable faster to decrease the tension, the drone moves up too fast, and a large peak in the tension occurs. Once the drone starts hovering (around   t =   30  s ), the controller is able to adjust to the tension setpoint. Conversely, during landing (magenta background), the drone moves faster than the controller is able to retract the cable, causing the tension to drop below the tension setpoint, which has been increased to help the landing. The landing methodology was tested successfully from 10 different starting positions. The results in Figure 16d show the trajectories of the individual flights using the localization solution from the T265 tracking camera.



Figure 17 shows the variables that control state transitions and the velocity setpoints for different actions during a typical landing. The background colors in this figure match the landing procedure colors in Figure 13. Notice that Oxpecker switches between “45° descent” (green) and “vertical descent” (blue) until it gets very close to the landing spot, as shown by the discontinuity in the measured height in Figure 17a. Once the altimeter measures a height smaller than   0.5    m , it switches to the “descent w/P control” mode until it reaches a height that triggers the “landed” command, which sends zero velocity and disarms the drone.





6. Conclusions


This paper presented the hardware and the software of a tether-powered UAV for underground mining applications. This drone, called Oxpecker, was designed to work in tandem with a UGV, which is responsible for hosting the batteries of the UAV, a landing platform specially designed to allow for precise landing and safe UAV transportation, and a tethering system that controls the tension of the tether and measures its azimuth and elevation angles. The drone itself was constructed around higher voltage (42 V) motors to avoid using voltage converters both on the UAV and on the UGV. Although this solution was successful, we noticed an excessive power loss on the cable, which could be mitigated by transmitting power at even higher voltages through the tether.



Regarding autonomy, the TUAV software relies on the low-level velocity controllers on its Pixhawk controller, which is connected to the Intel® RealSense™ T265 tracker sensor for velocity estimation. Thus, our software for stone mine pillar surveys and precise landing, described and demonstrated in the paper, sends velocity commands to the drone. In contrast to previous work, for both tasks, instead of localizing the UAV using vision or even the tether, which we also showed to be possible in our previous work [38], we developed reactive approaches that only depend on instantaneous measurements given by the sensors. For pillar surveys, the vehicle, based on LiDAR data, is controlled to follow the wall until the wall edges are encountered. At this moment, the drone’s height is adjusted (based on an altimeter) to create a lawnmower pattern in front of the wall. In the same spirit, for landing, the angles of the tether measured on the vehicle are used to create a vector field that precisely guides the drone to its landing platform. Experiments that illustrate and validate our strategies are presented in the paper.



This paper also describes a tether sensing and management system constructed based on an electric winch and several sensors that measure the length of cable deployed, the azimuth and elevation angles of the tether, and the tether tension. Given tension measurements, a microcontroller is able to actuate the winch to adjust the tension to values that will help the TUAV perform its tasks while simultaneously avoiding tangling and contact between the tether and the ground. Although tether length and angles were not used by the software presented in this paper, they are essential for tether-based localization [38].



Future work will include a complete and long-term evaluation of the system in actual limestone mines. Although we have initial results in such mines (see the map of a pillar in Figure 18), we never had the opportunity to test the complete robotic system in such an environment. Regarding the hardware, the drone power system will require our attention. We intend to abandon the idea of avoiding converters and add a DC-DC converter to increase the voltage on the UGV and another to step this down on the TUAV. This will allow for lighter cables, which can eventually compensate for the weight of the converter. Moreover, we expect to reduce the power loss by at least ten times. We are currently working on developing software that uses a continuous vector field for landing. We expect this method to have fewer parameters to adjust than the current strategy and will also allow the drone to land faster. We have recently implemented a localization system based on the tether, but we are still relying on the T265 camera to provide the information needed by Pixhawk to control the drone. Our future work will then integrate our localization system into Oxpecker’s MCU. We believe this will increase the system’s robustness, especially in very low-light conditions.
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The following abbreviations are used in this manuscript:



	GNSS
	Global Navigation Satellite Systems



	3D
	Three Dimensional



	VIO
	Visual Inertial Odometry



	LiDAR
	Light Detection and Ranging



	UAV
	Unmanned Aerial Vehicle



	TUAV
	Tethered Unmanned Aerial Vehicle



	UGV
	Unmanned Ground Vehicle



	ROS
	Robot Operating System



	ESC
	Electronic Speed Controller



	IMU
	Inertial Measurement Unit



	GPS
	Global Positioning System



	GLONASS
	Global Navigation Satellite System



	SSD
	Solid-State Drive



	MCU
	Microcontroller Unit



	EKF
	Extended Kalman Filter



	SLAM
	Simultaneous Localization and Mapping



	V-SLAM
	Visual Simultaneous Localization and Mapping



	PID
	Proportional Integral Derivative



	ADC
	Analog to Digital Converter



	FOV
	Field of View










Appendix A. List of Components


Table A1 presents the list of commercially available components of Oxpecker.
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Table A1. TUAV components—power and weight specifications.






Table A1. TUAV components—power and weight specifications.





	Part Name
	Manufacturer
	Model
	Quantity
	Power (W)
	Weight (g)





	Quadrotor Frame
	Holybro
	X500
	1
	-
	470



	Brushless Motors
	T-MOTOR
	MN3520 KV400
	4
	680
	888



	Propellers
	T-MOTOR
	P12x4 Prop
	4
	-
	58



	Electronic Speed Controllers
	T-MOTOR
	FLAME HV 60A
	4
	-
	294



	Flight Management Unit
	Holybro
	Pixhawk 4
	1
	2.5
	16



	Power Management Board
	Holybro
	PM07
	1
	-
	40



	Telemetry Transmitter
	Holybro
	TT Radio V3 915 MHz
	1
	0.5
	38



	GPS Antenna
	Holybro
	Pixhawk 4 GPS Module
	1
	0.8
	32



	Companion Computer
	Intel®
	NUC11i5PAH (without case)
	1
	36
	210



	LiDAR Camera
	Intel®
	RealSense™ L515
	1
	3.3
	95



	Tracking Camera
	Intel®
	RealSense™ T265
	1
	1.5
	55



	UWB Transceiver Module
	Decawave
	DWM1001
	1
	0.3
	-



	Distance Measurement Sensor
	Garmin
	LidarLite3
	1
	0.7
	22



	Distance Measurement Sensor
	Garmin
	LidarLite4
	1
	0.7
	22



	Inertial Measurement Unit
	Analog Devices
	ADIS-16495 2BMLZ-ND
	1
	0.3
	42



	RC Receiver
	Spektrum
	AR620 DSMX 6-Channel
	1
	-
	8



	Microcontroller
	Arduino
	UNO R3
	1
	0.2
	25



	Flexible Wire (16AWG, 2 cond.)
	BNTECHGO
	-
	15  m 
	-
	570
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Figure 1. Rhino, the unmanned ground vehicle (UGV), is a mobile robot in yellow and blue. Oxpecker, the tethered unmanned aerial vehicle (TUAV), is the drone in black on top of the blue platform. Rhino and Oxpecker form a cooperative robotic system for underground mine mapping. 






Figure 1. Rhino, the unmanned ground vehicle (UGV), is a mobile robot in yellow and blue. Oxpecker, the tethered unmanned aerial vehicle (TUAV), is the drone in black on top of the blue platform. Rhino and Oxpecker form a cooperative robotic system for underground mine mapping.



[image: Drones 07 00073 g001]







[image: Drones 07 00073 g002 550] 





Figure 2. Schematic overview of Oxpecker’s electronics. Except for the battery pack, all other components are carried onboard by the drone. 
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Figure 3. Tether angle sensors: (a) shows a kinematic chain with two degrees of freedom designed to measure azimuth and elevation angles at the platform; (b) shows an analog joystick adapted to obtain the same angles at the drone side. 
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Figure 4. Cable management system. (a) Three-dimensional CAD model of the system highlighting the slip ring device (A), which allows the power to be transmitted from its external fixed frame to the internal rotating frame physically attached to a custom 3D printed spool (B) where the power cable is stored. The cable goes inside the spool’s axis, comes out from (C), and passes through a funnel-like device (D). This device is driven by a servomotor that moves from side to side to evenly distribute the cable over the spool. The length of the tether is measured by a digital rotary encoder (E) when the DC motor (F) is turning. The tether tension is measured by a potentiometer (G) installed in the axis of a pivoted lever arm (H), which supports a pair of pulleys (J) where the cable can slide off. A spring (I) is used to load the lever arm. The cable access the system through the outlet (K). (b) Real-world implementation of the designed system. 
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Figure 5. Tether sensor coordinate frames. 
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Figure 6. Self-leveling landing platform system: (a) the platform compensates for the angles of the UGV by increasing the strokes of the linear actuators; (b) the shape of the platform viewed from above and below and the shape of the landing gear that fits in a depression located in the center of the platform; (c) side view of the mounting points of the platform. 
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Figure 7. Self-leveling platform control system: (a) schematic representation of the platform and its three mounting points, along with illustrations of the roll and pitch actions that can be created using the linear actuators; (b) control loop used to level the platform. A PID controller tries to control the roll (  ϕ p  ) and pitch (  θ p  ) angles of the platform using a zero attitude reference signal r. 
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Figure 8. Cooperative autonomous system framework (UAV-UGV). On the left: a schematic overview of Oxpecker’s system. On the right: a schematic overview of Rhino’s subsystems related to the drone operation. The rounded gray rectangles represent the ROS nodes developed to operate the autonomous system. 
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Figure 9. Sweep pattern implemented to cover an entire area with a distance of D between coverage rows. 
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Figure 10. Raw snapshots from an instance when the edge is detected: (a) shows the color image of a pillar in a coal mine (the image is blurry due to the motion of the drone); (b) shows a depth image of the same instant. Notice that when the edge is detected, if the drone is leveled, a void appears in the center-right part of the depth image, indicating that the distance in that region is outside of the predefined processing distance. The top-right and bottom-right are ignored, as they can show the ground or ceiling depending on the pillar’s height and the drone’s relative position. 
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Figure 11. Top view of a UAV scanning the wall (in gray) at five different timestamps. At timestamps 1 and 2, the wall is basically flat, and the drone is able to move safely at a determined distance from the wall. At timestamps 3 and 4, the drone faces a bump in the wall. If the drone keeps moving laterally without adjusting the distance (transparencies), we may have an inconsistent overlap between the images captured at the current and next timestamp. The depictions without transparency illustrate how our controller handles the problem following its contour by adjusting the orientation and distance from the wall. At timestamp 5, the drone is not able to detect a valid distance on the leftmost beam (dashed lines), which indicates an edge of the pillar (see Figure 10) and a need to switch the direction of movement. 
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Figure 12. Sweeping trajectory execution algorithm within the “Mission Map” block. 






Figure 12. Sweeping trajectory execution algorithm within the “Mission Map” block.



[image: Drones 07 00073 g012]







[image: Drones 07 00073 g013 550] 





Figure 13. Proposed tether-guided landing approach. The vector field on top shows the direction of movement on the   X Z   plane (in the platform’s coordinate frame), limited by the maximum tether length,   L  m a x   . The complete 3D vector field can be obtained by rotating this field around the z-axis. As shown in the flowchart, the vector field, although represented in the workspace, is constructed only based on the drone elevation (  φ d  ) and azimuth (  α d  ) angles, and the height of the vehicle (h). Therefore, no localization is necessary. Ideally, the drone follows the actions sequentially until landed: 45° ascent, horizontal approach, 45° descent, vertical descent, and vertical descent with P control. The angles   φ 1  ,   φ 2  , and   φ 3  , and the heights   h 1   and   h 2   are thresholds that define the transition between different actions. 
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Figure 14. Typical map of a pillar. The drone collects the data by moving in a lawnmower pattern in front of the pillar. When the edges of the wall are detected, the drone changes the height and horizontal direction of movement. 
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Figure 15. Typical tether-guided landing. The tether is made taut to help guide the drone back to the landing platform carried by the UGV. 
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Figure 16. Landing experiment: (a) TUAV trajectory in a typical experiment; (b) drone localization given by the T265 sensor, tether length measured by our system, and height given by a laser altimeter during the landing shown in (a); (c) tether tension during the landing shown in (a); (d) trajectories of several landings as seen by the T265 sensor. 
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Figure 17. Variables and drone inputs for the landing shown in Figure 16a. (a) Variables that control the state transitions in Figure 13; (b) shows velocity commands sent to the drone and measured velocity using the T265 sensor. 
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Figure 18. Stone mine pillar and 3D map of one of its faces obtained with a DJI M100 drone. 
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Table 1. Landing actions.
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	Action
	   v x    [m s     − 1    ]
	   v y    [m s     − 1    ]
	   v z    [m s     − 1    ]





	45° Ascent
	   − V cos α sin  π 4    
	   − V sin α sin  π 4    
	   V cos  π 4    



	XY Approach
	   − V cos α   
	   − V sin α   
	0



	45° Descent
	   − V cos α sin  π 4    
	   − V sin α sin  π 4    
	   − V cos  π 4    



	Vertical Descent
	   −  V d  cos α   
	   −  V d  sin α   
	   − V   



	Descent w/P Control
	   −  V d  cos α   
	   −  V d  sin α   
	   − V  h  h 1     



	Landed/Disarm
	0
	0
	0
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Table 2. Error associated with different sources of odometry by implementing the path planning strategy (simulator results).
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Max Error (m)

	
Mean Error (m)

	
RMSE (m)




	

	
X

	
Y

	
Z

	
X

	
Y

	
Z

	
X

	
Y

	
Z






	
Visual Odom

	
0.558

	
0.779

	
0.188

	
0.177

	
0.405

	
0.095

	
0.074

	
0.180

	
0.072




	
Sensor Fusion Odom

	
0.178

	
0.162

	
0.071

	
0.035

	
0.067

	
0.050

	
0.032

	
0.067

	
0.050
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Table 3. Parameters used to create the lawnmower path and control the drone’s movement.
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	Parameter
	Value





	Speed
	  0.35    m/s



	Rows
	2



	Dist. from Wall
	  1    m,   1.5    m
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