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Abstract: With the increasing demand for unmanned aircraft system (UAS) traffic management
(UTM) airspace comes the need to ensure the safe operation and management of said airspace.
One layer of defense against mid-air-collision and the ensuing third-party injury or fatality is the
pre-flight separation assurance. This could be achieved by establishing the separation requirements
for the UTM traffic based on the flight dynamics and communication navigation surveillance (CNS)
performance that could be achieved in the airspace in question. A modified Reich collision risk model,
typically used in civil aviation for separation minima evaluation, was used for the evaluation of the
initial separation that would meet the target level of safety within a prescribed look-ahead time. This
paper presents the parametric evaluation of using this physics-based and Monte Carlo-driven Reich
collision risk model to evaluate the separation recommendation needed to achieve 10−7 mid-air-
collision risk in UTM. The evaluation was conducted for an encounter pair consisting of identical
∼1.2 kg quadrotors with various encounter geometries, cruise velocities, navigation uncertainties,
and communication latency.

Keywords: UTM; separation; collision risk

1. Introduction

Recent times have seen a push to open up the very-low-level airspace for air delivery
or advance air mobility (AAM), often envisioned to take place in urban airspace, where the
customer base is located. Unlike civil aviation, where the majority of infrastructures and
operations are located in more rural environments due to noise concerns and infrastructure
requirements, the management of urban-focused unmanned aircraft system (UAS) traffic
management (UTM) airspace must also consider the risk to the wider range of third-party
ground populations that could be affected. The management of such risk is especially
important for an emerging service, as changes in public perception could make or break
the fledgling industry.

Managing the public perception of an emerging service is especially tricky, as the
introduction of this new mode of transportation would inherently increase the overall risk
experienced by society with everything else held equal [1–3]. Another consideration is
the difference in risk tolerance between first parties, who directly benefit from the newly
introduced service, and third-parties, who have no right to participation in the activity
and no control over the risk involved [1,4]. The perception of an acceptable level of safety
would also differ for cargo- and passenger-carrying vehicles and with the scale of fatality
from the accident [1,5].

While there exists no consensus on what the acceptable/target level of safety would
need to be for the public to accept the additional risk from the introduction of UTM services,
AAM manufacturers have often held 10−9 fatal accident/flight hours from civil aviation as

Drones 2023, 7, 345. https://doi.org/10.3390/drones7060345 https://www.mdpi.com/journal/drones

https://doi.org/10.3390/drones7060345
https://doi.org/10.3390/drones7060345
https://creativecommons.org/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://www.mdpi.com/journal/drones
https://www.mdpi.com
https://orcid.org/0000-0002-5934-0523
https://orcid.org/0000-0003-3303-2239
https://orcid.org/0000-0001-5890-4633
https://doi.org/10.3390/drones7060345
https://www.mdpi.com/journal/drones
https://www.mdpi.com/article/10.3390/drones7060345?type=check_update&version=1


Drones 2023, 7, 345 2 of 14

the benchmark figure [6]. For a UTM system with small UAS, the safety threshold could
be reduced to 10−4 using the FN curve [7] and assuming that the fatality per accident (N)
is reduced from 200 to 10; a risk-acceptance modifier for third parties (e.g., pedestrians)
could be set to β = 0.01 due to the lack of control and benefit. The resulting risk target
would agree with the proposed threshold of 10−7 for ground risk and third-party fatality
due to mid-air collision (TLOS, or the target level of safety, from individual risk sources is
cumulative when determining the overall TLOS) by the U-Space Bubble Project [8].

All these highlight the need for robust risk management in order for UTM to be
generally accepted, and even more so in urban areas, where the affected parties could be
much larger. However, a major obstacle in risk management is the lack of consensus on
the UTM concept of operations (ConOps) that would help frame the operation conditions.
For example, an air-route-based UTM ConOps would only need to manage risks along the
established paths, while a free-fly UTM ConOps would need to manage risks dynamically
in time and space. In the case of non-passenger-carrying UAS operations beyond the visual
line of sight range, some of the major contributors to the creation of falling UAS debris
include flight deviation into obstacles, system failures that interfere with controlled flights,
and mid-air collision.

The current study focuses on the management and mitigation of mid-air collision
within the UTM system through the determination and enforcement of separation recom-
mendations. With the current lack of control, communication, and navigation infrastructure
to handle free flight, the structured UTM along defined air routes with predictable en-
counter geometries might be the better option for managing collision risk and the resulting
consequences in the urban setting. Note that separation standards in civil aviation generally
include both wake-hazard and radar-performance separation consideration; the current
study only focuses on the latter.

This paper presents the parametric study on UTM separation recommendation using a
modified Monte Carlo-driven Reich collision risk model. The analysis was conducted using
the example of an identical ∼1.2 kg class quadrotor performing waypoint-to-waypoint
(straight line) operation. A literature review on the current development in collision risk
modeling, including advancement in collision detection and resolution (CD&R) and detect
and avoid (DAA) in UTM, is presented and discussed in Section 2. An outline of the
formulation used to develop the collision risk model for the present analysis is presented in
Section 3. This is followed by the results and discussion (Section 4) and conclusion section
(Section 5).

2. Literature Review

The introduction of separation requirements in civil aviation started with the practice
of keeping the radar returns of air traffic on the primary surveillance radar screen from
overlapping with each other, thus preventing mid-air collision in those more crowded
airspaces [9]. The need for distance- or time-based separation eventually arose, as the
increased traffic density over the less-well-monitored airspace, such as the oceanic cross-
ings, demanded it. One of the most influential collision risk models, the Reich colli-
sion risk model, was devised to evaluate the separation minima for the North Atlantic
crossing [10,11]. Reich collision relies on traffic data to derive the probabilistic distribution
of the trailing aircraft and estimate the unmitigated collision risk over the communication
time gap during the crossing. It has become the primary method for separation evaluation
for strategic separation assurance for traffic and air-route planning in the International
Civil Aviation Organization (ICAO) [12,13].

While strategic separation assurance should prevent the majority of loss-of-separation
situations, tactical intervention by the controller and pilot is still needed in actual operations.
For collision detection and resolution on a shorter time scale, a probabilistic or maximum
range path prediction based on aircraft flight envelop might be used [14,15]; the former
would be needed to determine risk-based resolution action, while the latter could be
used as a boundary for conflict prevention against non-cooperative air traffic. On the
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other hand, the airborne collision avoidance system version II (ACAS II) algorithm took
a deterministic approach with the closest point of approach (CPA) calculation based on
the nominal trajectory as a last line of defense against mid-air collision that minimizes the
nuisance alarm [16]. However, ACAS II only offers protection against cooperative traffic
with the appropriate equipage.

More recently, the advancement in machine learning and wider availability of the
automatic dependent surveillance–broadcast (ADS-B) transponder led to the development
of collision detection and resolution (CD&R) using the data-driven approach that predicts
likely changes to trajectories of potential “intruder” and other traffic in the area [17,18]. The
use of dynamic programming with historical traffic data by MIT Lincoln Lab’s uncorrelated
encounter model would allow the CD&R function to recommend a resolution action
with the least disruption to existing traffics within the airspace of operation. Further
development of the encounter model to include probable mitigation actions by the pilots
and air traffic controllers (ATCs) under correlated encounters were used to evaluate the
new ACAS X algorithm [19,20]. The Bayesian network needed to support the ACAS X
database requires a massive amount of track data from a wide range of aircraft types, which
is not available for UTM. While works have been conducted to adapt the encounter model
using data from hobbyist UAS tracks (the majority of which were non-cooperative) [21],
those flight profiles differ greatly from the envisioned (but not from the existent) structured
UTM network, where participants are cooperative.

While no consensus on the concept of operation for UTM has been reached at this time,
recent works on UAS separation assurance follow two different ConOps: the free flight
with detect and avoid (DAA) that requires some level of autonomy [22–25], and structured
flights on established routes with separation standards [26–28]. The latter typically utilizes
a Reich-inspired model for separation evaluation with a probabilistic distribution function
taken from civil aviation. A common distribution function used for the Reich collision
risk model is the double–double–exponential (DDE) distribution, which is described by
a data-driven exponential distribution for the “core” zone and a more conservative “tail”
zone often scaled to match the existing separation minima combined with a blending
constant. Analysis has shown that collision risk is strongly dependent on the values chosen
for the blending constant and the shaping parameter for the “tail” zone, especially in cases
where the “core” distribution is significantly reduced with the availability of the global
navigation satellite system (GNSS) [29].

More recently, the Reich collision risk model was further modified to account for the
improvements in surveillance technologies and reduction in communication time with the
aim of reducing the separation minima [30,31]. These changes to the time scale used in
collision risk modeling are closer to those of tactical separation assurance (in the order of
tens of seconds) than the traditional strategic separation assurance (in the order of half hours
or longer). With the higher density of communication infrastructures in urban airspace,
these timings might see further reductions in urban UTM, as discussed in Section 3.3.

3. Simulation and Model Setup

The implementation of the Reich collision risk model from ICAO Doc 9689 [12] was
modified for Monte Carlo simulation with multirotor flight mechanics. The basic formu-
lation and concept (see Figure 1) for the Reich collision risk model remains unchanged
along with the assumption that mid-air collision would always results in fatality. The
generalized Reich model utilizes DDE derived from the historical traffic data λcore and
additional allowance for pilot blunder λtail , neither of which is available for UTM traffic.
While other studies have suggested that UTM traffic would follow a similar positional
distribution to a fixed wing when operating along a fixed route, those distributions and
mixing model were data driven in operational environments very different from urban
UTM. Instead, the distribution of the UAS position at various look-ahead times is obtained
using physics-based Monte Carlo modeling [32]. The distribution is then checked for
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overlap with the collision volume of the other aircraft in the encounter pair to obtain the
collision probability.

Figure 1. Concept for evaluation of separation recommendations.

The flight track for each of the Monte Carlo samples was generated with randomized
velocity, heading angle, and elevation angle at each time step. These randomized variables
were initially generated following the normal distribution between the range described in
Equation (1): 

|V | ∼ N (|Vtarget|, 0.04|Vmax|), |Vmax| = 20 m/s
θ ∼ N (θtarget, 0.0004θmax), θmax = 180◦

φ ∼ N (φtarget, 0.0025φmax), φmax = 90◦
(1)

where |V | is the velocity magnitude, θ is the heading angle, and φ is the elevation angle. The
variances for the heading and elevation angles were based on the performance parameters
for the inertial measurement unit (IMU) without external (e.g., GNSS) corrections. The
target heading and elevation angles (θtarget and φtarget, respectively) could be pointing
towards the travel direction from a previous time step [32] towards the waypoint for the
guidance segment [33], or towards a virtual waypoint within the guidance segment to
enforce a set cruise speed (similar to the way PX4 flight controller handles position set
points using the FlightTaskAuto module). Table 1 listed the symbols used in the following
section.

Table 1. Table of Symbols for Section 3.

Symbol Meaning

θ heading angle
φ elevation angle
T thrust vector
Kd empirical drag constant
û UAS attitude unit vector
ω tilt angle
v̂ UAS velocity unit vector

3.1. Emulation of PID

The typical feedback-control loop for a multirotor consists of two sequential segments:
the position control segment and the attitude control segment. Each of these segments
further consists of two cascading PID loops, one for the rate difference and one for the
value difference. In the case of the PX4 controller (valid as of PX4 version 1.13.2.), the
cascading loop takes the form of P-PID for the rate and value, i.e., for the attitude controller,
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a proportional controller was applied on the angular velocity difference and a full position-
integral-differential controller was applied on the angular value difference [34]. These
controllers typically operate at a frequency of 250 Hz, which could place considerable
computational burden on the hardware used for simulations, especially when dealing with
a large number of Monte Carlo sample/agents. As such, the path-keeping function of the
flight controller was emulated at dt = 0.1 s (10 Hz) instead by assuming that the attitude
of the vehicle would always match the prescribed attitude pointing towards the virtual
waypoint set by the flight task manager [35]. These assumptions were reinforced with the
vehicle dynamics model described in Section 3.2 to ensure that only physical motions could
be prescribed.

To emulate the track-keeping algorithm of the flight task manager, the virtual waypoint
is set to a distance of |Vcruise| · dt on the assigned track from the last reported position of the
UAS. This setup would allow |Vtarget| > |Vcruise| for the vehicle position with a sufficiently
large cross track or vertical deviation from the desired track, allowing the vehicle to catch up
on the targeted trajectory. Note that the baseline |Vcruise| was set to 10 m/s, with sensitivity
analysis on separation evaluation results performed for |Vcruise| = [8, 10, 12, 14, 16, 18] m/s.
|Vcruise| = 20 m/s was not tested, as cruising at the maximum horizontal speed limit would
pose a penalty on the maneuverability.

3.2. Dynamic Modeling of Monte Carlo Samples

As action within each time step of each Monte Carlo samples would need to remain
physical and realistic, the “valid” range of motions must pass through two checks.The first
is with the valid range of values and the second is with the kinematic modeling. Since
the heading and elevation angles follow spherical coordinates, the randomized heading
and elevation angles were further truncated to [−180◦, 180◦] and [−90◦, 90◦], respectively,
to approximate circular normal distribution in both directions; the truncation limits were
rarely enforced with the given variance. As the flight controller allows angular velocity of
up to 2π rad/s, no additional limits were placed on the valid heading and elevation angle
range. Similarly, all velocity magnitude assignments must first conform to the electronic
speed limits of the flight controller (see Table 2). The second check for physically achievable
values would be performed by truncating the achievable velocities distribution based on
the kinematic equation (Equation (2)):

a =
dV
dt

=
(T −mg − KdV2)

m
(2)

with |T | = 0 N and empirically estimated drag (KdV2) from the initial attitude for the lower
limit. In Equation (2), a is the acceleration vector, T is the thrust vector, Kd is the empirical
drag constant, and V is the velocity vector. As an example, the upper limit for the velocity
magnitude is set to the maximum achievable velocity with full thrust input |T | = |Tmax| or
the electronic speed limits in Table 2, whichever is lower. The selection of DJI Mavic 2 for
the simulation is due to the availability of the aircraft for the physical measurement and of
the flight trajectory data.

Table 2. Performance specifications of DJI Mavic 2.

Variable Value

UAS Mass (m) [36] 0.9 kg
Maximum Horizontal Speed (S-mode) [36] 20 m/s

Maximum Tilt Angle (S-mode) [36] 35 degree
Maximum Horizontal Speed (P-mode) [37] 14 m/s

Maximum Tilt Angle (P-mode) [36] 25 degree
Maximum Ascend Speed [36] 4 m/s
Maximum Descend Speed [36] 3 m/s
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The empirical drag constant Kd varies with multirotor attitude and is related to the
axial (Kda) and radial (Kdr) drag constants via Equation (3):

KdV2 = Kda(Vsinω)2 + Kdr(Vcosω)2. (3)

The derivation of the axial and radial drag constants for DJI Mavic 2 were presented
in a previous paper [32]. With the initial thrust and drag forces established, the next step
is to determine the thrust vector for the current time step to achieve the assigned target
velocity vector from Equation (1) as bracketed by UAS kinematics. Assuming that attitude
change occurs instantaneously at the beginning of each time step, the thrust vector of the
multirotor would be aligned with its attitude vector (with unit vector û) instead of the
assigned velocity vector (with unit vector v̂ = V/|V |). The attitude unit vector could also
be described using the attitude tile angles relative to the global reference frame, with ω1 as
the angle about the x-axis and ω2 about the y-axis, with y-axis being the direction of travel.
û could then be written as

û =

 cosω1sinω2
−sinω1

cosω1cosω2

. (4)

Further assumption that the velocity change occurs instantaneously at the beginning
of each time step means that the thrust magnitude for the current time step would need
to be in balance with the gravitation force and the drag force. The drag force in this case
would be along the direction of −v̂, which could be expressed in the pitch (φ) and yaw (θ)
angles that are randomly assigned at the beginning of the time step. Thus, the unit vector
for the velocity could be written as

ˆ̂v =

 sinθcosφ
cosθcosφ

sinφ

 (5)

and allows the drag vector to be written as

D = -v̂[Kda(V · û)2 + Kdr(V · (v̂− (v̂ · û)))2] (6)

which could be plugged back into Equation (2) with the assumption of a = 0 to solve for
|T | by iteratively changing ω, and thus û, until T · û = 0 using the bisection method. The
values for ω were limited to

0 < cosω1cosω2 < cos40◦ (7)

which were also used as the initial search interval. The resulting thrust vector is used to
calculate the limits for the velocity vector assignment for the subsequent time step. The
position of the vehicle at the end of the time step is calculated using the assigned velocity
multiplied by the time step size. This is also where a randomized domain wide wind
velocity could be injected into position updates, which is not considered in the current
study. The statisticson the output from the flight track generation with 107 samples is
presented in Table 3. Note that a slight growth in position error over time was observed
from the simulation results in all three directions when such growth was not observed in
the experimental flight technical error (FTE) data from lower cruise speed (the experimental
data were collected with a cruise speed of 7 m/s). The growth in the position distribution
(as represented by σ) remained small, going from 1.22 m to 3.42 m in the longitudinal
direction and 0.63 m to 1.29 m in the lateral direction over a travel distance of over 200 m.
This could be a consequence of the larger time step sizes used (dt = 0.1 s) in the simulation
that would allow the aircraft to travel a larger distance before velocity corrections were
made. Note that the longitudinal distribution at t = 20 s has an excess kurtosis of 1.33,
making σ unsuitable for the distribution prediction.
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Table 3. Statistics on the 107 output from Monte Carlo simulation with track correction enabled.

Longitudinal (Along-Track)

Time (s) Mean (m) Median (m) 95% CI (m) σ (m)

5 50.35 50.35 49.45/198.19 0.46

10 100.70 100.70 99.42/101.98 0.65

15 151.02 151.03 149.39/152.61 0.83

20 200.30 200.34 198.19/202.19 1.04

Lateral (Cross-Track)

Time (s) Mean (10−3m) Median (10−3m) 95% CI (m) σ (m)

5 −2.1 −2.7 −0.88/0.87 0.45

10 −2.5 −3.9 −1.24/1.23 0.63

15 −6.0 −5.3 −1.53/1.51 0.78

20 −8.8 −8.8 −1.78/1.75 0.89

Vertical

Time (s) Mean (10−2 m) Median (10−2 m) 95% CI (m) σ (m)

5 0.49 0.47 −0.98/0.98 0.50

10 0.68 0.67 −1.23/1.24 0.63

15 1.15 1.16 −1.35/1.36 0.69

20 1.46 1.26 −1.42/1.43 0.72

3.3. Collision Assessment with Varying Encounter Geometries

For collision assessment, positional distributions at different time steps were taken
directly from the Monte Carlo simulations and placed into the collision assessment domain.
The collision volume was inserted into the same domain each time step at the prescribed
position. For example, in the same-track evaluation, the collision volume is inserted at a
horizontal distance equal to the initial separation from the “follower” multirotor at t = 0 s
and travel in the track direction for a further 0.1× |Vcruise| at t = 0.1 s. A count of overlap
between the sample distribution and the collision volume using the inpolygon function
would give the collision probability inferred by the sample size.

A stadium-cylinder-shaped collision volume was used in the collision assessment,
with the collision volume being attached to the “leader” aircraft. The top–down profile of
the stadium consists of semi-circles with radii equal to the sum of the navigation system
error (NSE) from both aircraft and straight segments of length |Vhorizontal | · dt. This assumes
that NSE is the same along both horizontal directions, which might not be true in highly
built-up areas, where directional bias might exist. For very small time step sizes, the
collision volume would approach the shape of a right circular cylinder. The sizing for the
collision volume was set in previous studies with NSEhorizontal = 1 m and NSEvertical =
22.5 m, with the latter adopted from the ACAS II vertical miss distance with a barometric
altimeter. A sensitivity analysis of the separation evaluation outputs was performed for
NSEhorizontal = [1, 2, 5, 30] m and NSEvertical = [1, 2, 5, 22.5] m.

In this study, a total of of 107 samples were used in the simulation. With the assumption
of one mid-air-collision (MAC) event per flight hour, this would infer a collision probability
of less than 10−7 MAC/flight hour (MAC threshold proposed [8]) if no collision was
detected over the length of the simulation. The assumption that any collision would result
in fatality is used to convert the collision probability to the collision risk of 10−7 fatal
event/flight hour.

The baseline simulation length was set to 20 s, which consists of the maximum update
interval for ADS-B before the position is considered no longer valid, the pilot and controller
reaction time, and some “communication” time to round off the simulation time to the
nearest 10 seconds. A breakdown of the time components and the sources (if applicable) is
shown in Table 4. This is meant to represent the maximum time gap it would take for a
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separation breach to be determined and communicated; the escape maneuver time was
not considered currently due to the assumption that the immediate speed reduction could
be taken given the small multirotor flight dynamics. Sensitivity analysis of the separation
evaluation outputs was performed for the simulation length of ttotal = [20, 30, 40] s.

Table 4. Breakdown of collision simulation time budgeting for performance-based separation evaluation.

Component Time (s) Remarks

ADS-B Update
Interval [38]

3 ADS-B update interval before
considered as signal lost

Pilot Reaction [39] 5.7 Pilot reaction to controller
commends and enact corrective

actions

ATC Reaction [39] 7.6 ATC reaction to server warning and
relay it to pilot

Communication Time 2.7 Arbitrary additional time to round
off to nearest 10

Total 20 -

The collision geometries were condensed to the same track, parallel tracks, and ver-
tically stacked tracks to emulate the basic encounter scenarios under a structured UTM
airway system. The leader and follower aircraft were placed at an initial separation dis-
tance bracketing the guessed separation recommendations based on the assigned NSE
and experimentally derived FTE. For parallel and vertical-stacked tracks, the leader and
follower aircraft were initialized with the same along-track position (see Figure 2). The as-
signed tracks were assumed to be straight and without altitude change. The more complex
encounter geometries involving crossing tracks of various angles were not considered.

(a) Same-Track (b) Parallel-Tracks

(c) Vertical-Tracks

Figure 2. Schematics showing the initial positions and assigned tracks for the three encounter
geometries tested.
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4. Results and Discussion

The separation evaluation results using the modified Reich collision risk model with
distribution estimated with Monte Carlo UAS samples are presented below. The base-
line encounter case utilizes the following parameters: ttotal = 20 s, Vcruise = 10 m/s,
NSEhorizontal = 1 m, and NSEvertical = 22.5 m. Parametric studies were performed for the
same-track, parallel-track, and vertically stacked-track encounter geometries by varying
the look-ahead time (Ttotal = [20, 30, 40] s, Table 5), the target cruise speed ( |Vcruise| =
[8, 10, 12, 14, 16, 18] m/s, Table 6), and the estimated navigation error (NSEhorizontal =
[1, 2, 5, 30] m and NSEvertical = [1, 2, 5, 22.5] m, Table 7) for the airspace. A visualization
of the same-track and parallel-track setup with reduced sample size is shown in Figure 3.
Note that the increase in look-ahead time would also increase the distance traveled by both
aircraft over the risk-assessment period, possibly leading to wider position uncertainties,
even if the trajectory deviation over the travel distance remains the same.

(a) Same-Track (b) Parallel-Tracks

Figure 3. Sample outputs visualized at 5 s intervals with 20 Monte Carlo samples in (a) same track
and (b) parallel track encounter geometries.

Table 5. Sensitivity analysis of separation recommendations with varying look-ahead time (ttotal).

Same Track

ttotal (s) Vcruise (m/s) Equivalent NSE (m) Sep. Recomm. (m)

20 10 1 8.2

30 10 1 9.7

40 10 1 11.7

Parallel Tracks

ttotal (s) Vcruise (m/s) Equivalent NSE (m) Sep. Recomm. (m)

20 10 1 6.0

30 10 1 6.1

40 10 1 6.5

Vertical Tracks

ttotal (s) Vcruise (m/s) Equivalent NSE (m) Sep. Recomm. (m)

20 10 22.5 26.6

30 10 22.5 27.6

40 10 22.5 28.4

The parametric study showed some impact of the look-ahead time on the same-track
separation recommendation, which is consistent with the increase in the spread of sample
distribution over time (as seen in Table 3). However, the results suggest that the increase in
separation recommendation is not linear with time, nor does it follow the same trend as the
increase in σ over time, making it impossible to predict the separation recommendation
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for a longer look-ahead time using simple extrapolation. Furthermore, the longitudinal
distribution of the multirotor positions appears to be tied to the trajectory planning methods
used to generate interim position set-point along the assigned track, making it suitable only
for the current mission control algorithm. Alternatively, an assumption could be made that
future revision of the mission control algorithm would be made to enable trajectory-based
operations, thus making the longitudinal position distribution time independent, similar
to that of the lateral distribution. This could mean that the look-ahead time might not be
as critical of an issue for separation prediction with the future generation of the mission
controller.

On the other hand, the effect of the look-ahead time on the parallel and vertically
stacked tracks is minimal, as the cross-track and altitude error were more tightly managed
by the track-keeping and altitude-keeping algorithm. The results suggests that from an
air-corridor-planning perspective, the separation evaluation for parallel/vertically stacked
could be performed without involving a long look-ahead time. Note that the current
setup assumes an occupancy (Ey/z from ICAO 9689) of one encounter per hour; for a less
crowded airspace, this number could be significantly lower than 1, which would reduce
the lateral/vertical separation recommendation further.

Table 6. Summary of separation evaluation results for CNS-based separation with varying Vcruise.

Same Track

Vcruise (m/s) Equivalent NSE (m) Sep. Recomm. (m)

8 1 8.1

10 1 8.2

12 1 7.8

14 1 7.2

16 1 6.1

18 1 5.2

Parallel Tracks

Vcruise (m/s) Equivalent NSE (m) Sep. Recomm. (m)

8 1 5.3

10 1 6.0

12 1 6.3

14 1 6.8

16 1 6.4

18 1 6.3

Vertical Tracks

Vcruise (m/s) Equivalent NSE (m) Sep. Recomm. (m)

8 22.5 25.9

10 22.5 26.6

12 22.5 27.2

14 22.5 28.2

16 22.5 28.9

18 22.5 29.9
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Results from the parametric studies on cruise velocity are in line with the expectation
that the position distribution would reduce as the cruise velocity approaches the electronic
speed limit. This expectation stems from the reduced velocity truncation range near
the flight controller enforced speed limits. Additionally, since the virtual waypoint was
computed to return the aircraft to the assigned track following the target cruise speed, the
residual thrust after correcting for heading and elevation deviation might not be sufficient
to meet the target cruise speed set along the longitudinal direction. The priority of the
attitude correction over the horizontal speed target would result in lower corrections for the
lateral and vertical deviations as the target cruise speed approaches the speed limits.Thus,
a reduced lateral and vertical distribution range was observed with less impact on the
separation recommendations for parallel and vertical tracks.

It should be noted that the electronic speed limits exists to ensure the flight stability
of the multirotor, as studies have shown that stable air speed (or cross-wind speed when
hovering) could be drastically reduced when subjected to even a modest level of turbulence
intensity [40]. It should also be noted that the implementation of a virtual waypoint in
this study is ground-speed based, making it unsuitable for collision analysis in windy
conditions without additional airspeed limits to address the stability concerns.

Table 7. Summary of separation evaluation results for CNS-based separation with varying NSE.

Same Track

Vcruise (m/s) Equivalent NSE (m) Sep. Recomm. (m)

10 1 8.2

10 2 10

10 5 16.1

10 30 66.5

Parallel Tracks

Vcruise (m/s) Equivalent NSE (m) Sep. Recomm. (m)

10 1 6.0

10 2 7.8

10 5 14.1

10 30 65

Vertical Tracks

Vcruise (m/s) Equivalent NSE (m) Sep. Recomm. (m)

10 1 5.1

10 2 6.0

10 5 6.8

10 22.5 26.6

The final parameter studied is the effect of navigation uncertainties, which are directly
tied to the radius and height of the collision volume, on separation recommendations. The
resulting separation shows a near linear relationship between the increase in NSE and
the resulting separation recommendations, e.g., (2× 1 + 8.2)− 10 = 0.2 for NSE = 2 (2×
NSE + 8.2 (separation recommendation at NSE = 1) while (2× 29 + 8.2)− 66.5 = −0.3.
The slightly smaller difference at larger NSE might be due to the flatter curvature of the
collision volume with a larger radius, but this impact does not appear to be significant.
Overall, the effect of varying NSE on the separation evaluation appears to be linear and is
consistent with the expected trend. Note that the current model is unable to simulate the
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change in the size and shape of the NSE bound as the multirotor moves through the urban
environment, where the navigation performance might differ from one block to the next.

5. Conclusions

Separation evaluations were performed for structured UTM using a modified Reich
collision risk model that uses Monte Carlo samples to generate follower aircraft tracks
and position distributions. A virtual waypoint flight management algorithm was used
to emulate the PID controller’s enforcement of the target cruise speed and track keep-
ing. Parametric studies were performed for an identical quadrotor encounter pair of M
∼1.2 kg on the look-ahead time, target cruise speed, and navigation uncertainties for
traffic encounters in same-track, parallel-track, and vertically stacked-track geometries.
The collision-risk threshold for determining the separation recommendations was set to
TLOS ≤ 10−7 collision/flighthours.

The simulation results indicated that while along-track separation varies with the
look-ahead time due to the design of the mission control algorithm, the length of the look-
ahead time has only a minor influence on the parallel-track and vertical-track separation
recommendations. On the other hand, the changes to the target cruise speed have a much
smaller effect on the separation recommendations, showing only a minor reduction in
separation as the target cruise speed approaches the electronic speed limit of the aircraft.
Finally, navigation uncertainties were shown to have a significant effect on the separation
recommendations, mostly due to the NSE directly affecting the collision volume sizing.
Overall, the results showed that the Monte Carlo approach to separation evaluation for
UTM under the Reich framework is still needed with the current generation of UAS flight
controllers, especially in the longitudinal direction. The results also highlighted the need for
better understanding of NSE in urban environments, where the degradation of navigation
performance is expected.

Some of the major limitations of the current approach include the simplifications made
to the flight controller behavior and the reduced update frequency, both made to conserve
computational resources. Another limitation of the Reich-based approach is the lack of
consideration for response by ATC and the remote pilot; this is more difficult to model
due to the lack of understanding towards the ATC–remote pilot interaction under UTM
settings. Finally, since the target level of safety in UTM is driven by ground fatality instead
of passenger fatality, a discussion must be made in the future on the appropriateness of
using the operation-based TLOS value instead of the cumulative societal-risk targets.
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