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Abstract: UAV-SfM techniques are in constant development to address the challenges of accurate
and precise mapping in terrains with complex morphologies. In contrast with the traditional pho-
togrammetric processes, where only nadir images were considered, the combination of those with
oblique imagery, also called off-nadir, has emerged as an optimal solution to achieve higher accuracy
in these kinds of landscapes. UAV flights at a constant height above ground level (AGL) have also
been considered a possible alternative to improve the resulting 3D point clouds compared to those
obtained from constant height above mean sea level (AMSL) flights. The aim of this study is to
evaluate the effect of incorporating oblique images as well as the type of flight on the accuracy
and precision of the point clouds generated through UAV-SfM workflows for terrains with complex
geometries. For that purpose, 58 scenarios with different camera angles and flight patterns for the
oblique images were considered, 29 for each type of flight (AMSL and AGL). The 3D point cloud
derived from each of the 58 scenarios was compared with a reference 3D point cloud acquired with a
terrestrial laser scanner (TLS). The results obtained confirmed that both incorporating oblique images
and using AGL flight mode have a positive effect on the mapping. Combination of nadir image
blocks, obtained from an AGL crosshatch flight plan, with supplemental oblique images collected
with a camera angle of between 20◦ and 35◦ yielded the best accuracy and precision records.

Keywords: photogrammetry; SfM; AMSL flights; ASL flights

1. Introduction

Unmanned aerial vehicles (UAVs) have proven to be instruments capable of providing
data with a high level of both spatial and temporal resolution, a very important capability
in many different fields of geoscience, such as the study of landslides [1,2], sedimentary
geology [3], structural geology [4], engineering [5], mining [6,7], cultural heritage [8], and
forest [9]. Compared to conventional airborne and satellite sensors, UAVs are particularly
attractive given their lower cost, higher-resolution datasets, and flexibility in image acqui-
sition [10–12]. The miniaturization of sensors, together with the high quality of the data
recorded by them, has further increased the versatility of UAVs. In the mapping process,
digital cameras are the most commonly used sensors [13,14].

Structure from motion (SfM) paired with multi-view stereopsis (MVS) are the most
widely used set of techniques (henceforth UAV-SfM) currently used by software focused
on UAV-photogrammetry [15]. The major advances that SfM brought to photogrammetry
are that it is able to solve the collinearity equations without support of any ground control
point (GCP) [16,17], providing a 3D point cloud in an arbitrary coordinate, as well as a
full camera calibration [18,19]. The key points are detected in each image by an algorithm
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called a detector and then are identified in different images thanks to matching algorithms
that analyze the similarity, consistency, and correspondence of image features [20–22]. The
subsequent application of MVS techniques computes a dense 3D point cloud for each pixel
in the overlapping area of the images (or for each pixel in the reduced size images) [23].

The main flight parameters to consider for UAV image acquisition are the flight
altitude, camera axis angle with regard to the terrain, and frontal (with respect to the
flight direction) and side (between flying tracks) overlaps. These parameters, together
with sensor dimension, resolution, and focal length, determine both the ground sample
distance (GSD) and the accuracy of the photogrammetric projects [13]. Traditional flight
plans consist of parallel flight lines at a constant height above mean sea level (AMSL), with
pre-fixed frontal and side overlaps, and with the camera axis vertically oriented (nadir
angle) [24,25]. These flight plans are not appropriate for collecting images containing
features exposed along vertical slope façades. A better approach consists of flight path lines
oriented in parallel to the vertical features and camera axis perpendicular to them [26,27].
Nevertheless, in more complex morphology terrains where features of interest (e.g., slope)
do not have the same direction throughout, the commented approach may not capture
enough detail or geometric information to obtain reliable results [28–30]. Incorporating
oblique images, where the camera axis angles are different from nadir, has been proposed
as an optimal alternative approach to study terrains with complex morphology or steep
slopes [25,27,29,31]. Furthermore, a combination of nadir and oblique images resulted in
improved accuracy of UAV photogrammetric projects compared to the use of nadir-only
imagery due to better internal calibration of the camera [1,11,32–37].

Regarding the flight altitude, it is well known that in terrains with high elevation range
or high relief, imagery from a constant height AMSL often results in a poor image overlap,
providing also inconsistent GSD for the surveys. Flights at a constant elevation above
ground level (AGL) might help to solve the problem [38,39], contributing to the efficiency
of the dense image matching algorithms, which are used to calculate the dense point
clouds, and therefore improving the accuracy and precision of the UAV photogrammetric
projects [40]. The major drawback of AGL flights is the need to have quality digital elevation
models (DEMs) that allow the UAV to follow the non-flat terrain. Despite the fact that
DEMs from worldwide and national levels are available, it is recommended to use DEMs
generated from previous surveys of the study site in order to avoid problems with the
resolution or lack of updating [38,41,42]. The lack of software that supports terrain data
for mission planning might also have been a problem in the past, but currently there are
some options available. For instance, UgCS-Mapper [43] is a standalone software that can
generate a DEM from images obtained in an initial flight with a geotag accuracy of less
than 10 m and containing elevation values.

Although several works dealing with adaptive flight height in regard to the terrain
can be found in the scientific literature, no further specifics are offered about flight altitudes
and their effect on the accuracy of the generated 3D point clouds [44–46]. In [39], AMSL,
AGL, and façade flight modes were compared to determine their influence on the accuracy
in a long highwall from an open pit mine. Reference [47] provided an overview of airborne
mission planning for the currently available platforms and sensors, but the AGL flight
mode is only mentioned. Reference [48] studied the optimization of flight routes for DTM
reconstruction based on a procedure assuming a constant UAV flight height.

Taking all the facts mentioned above into account, the authors considered it necessary
to deepen the knowledge of how some parameters related to the flight planning, such
as the type of flight (AMSL or AGL) as well as camera axis angle and flight pattern for
capturing supplemental oblique images, can impact the accuracy and detail of the 3D point
cloud obtained from the photogrammetric projects derived from the flights.

This paper builds on previous work [40] to quantitatively evaluate the accuracy of
different UAV-SfM datasets processed from combinations of nadir image blocks comple-
mented with several oblique image configurations and angles.
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2. Materials and Methods
2.1. Study Area

The study area was located in the Tabernas Desert, Almeria, Southeast Spain
(Figure 1a). The southwest vertex coordinates of the smaller rectangle covering the study
area were X = 548,760 and Y = 4,096,360, while the northeast vertex coordinates were
X = 548,860 and Y = 4,096,500 (Figure 1b, UTM, Zone 30, European Terrestrial Reference
System 89 (ETRS89)). The extension of the area is 14,000 m2, with elevations varying
between 228 and 260 m, which is a range of 32 m. Location and study area shape are shown
in Figure 1c. As shown in Figure 1d, the morphology of the area has a wide range of slopes
oriented in all directions. The complex morphology and the absence of vegetation were
key factors in order to choose this area (Figure 1b1).

2.2. UAV Data Acquisition and Scenarios

A DJI Phantom 4 Pro quadcopter was used for collecting the images. It is equipped
standard with a complementary metal oxide semiconductor (CMOS) sensor of one inch size
and 20 megapixels. The camera has a f2.8/f11, 8 mm wide-angle lens with an equivalent
focal length of 24 mm in 35 mm format. This UAV was equipped with a Global Navigation
Satellite System (GNSS) that records geolocation (x, y, z) to a manufacturer-stated accuracy
of ±1.5 m (horizontal) and ±0.5 m (vertical). The camera is mounted on a three-axis gimbal
that can be adjusted to capture images between 0◦ (horizontal) and 90◦ (nadir), with a
manufacturer-stated accuracy of ±0.02◦ [49].
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Figure 1. (a) Study area location, marked by a black dot; (b) study area situation, marked by a
rectangle with coordinates of its vertices; (b1) panoramic view, taken from UAV; (c) location and
detailed definition of the shape of the study area; (d) scale color contour map, where TLS and ground
control points (GCPs) of photogrammetric projects are marked. Coordinates refer to UTM (Zone 30,
European Terrestrial Reference System 89 (ETRS89)), (EGM08 geoid model).

To develop the research, the UAV was programmed to follow autonomously a route
consisting of several straight lines oriented North–South (N–S), followed by several straight
lines oriented East–West (E–W), to obtain a double-grid image block. Frontal overlap was
set at 90%, while side overlap was set at 70% for all the flights. These overlap values were
chosen on the basis of the results reported by [40]. The camera was fixed with a nadir
orientation (90◦). To study the effect of varying the distance of the camera to the ground
during the course of the flight, two flights were carried out following the designed route,
one in AMSL mode and the other one in AGL mode. These two flights were called reference
flights. The number of straight lines oriented in N–S were six for AMSL flights and four for
AGL flights. On the other hand, the number of straight lines oriented E–W were five for
AMSL flight, and three for AGL flight.

Furthermore, to study the influence of supplemental oblique images on the accuracy
and precision of photogrammetric project results, five flight paths with different trajectories
were programmed and executed in automatic mode (in Figure 2: trajectories a, b, c, e, and
f). Each of them was executed four times, each with a different camera angle (11.25◦, 22.5◦,
33.75◦, and 45◦), all of them in AMSL mode. Twenty flights were carried out, which were
called auxiliary flights.

In the study, the images from some of these were combined, and, finally, the oblique-
image patterns evaluated were:

A-CROSS: oblique images formed a cross centered in the study area with one flight path
in the NS direction and the other in the EW direction. In each flight path, the consecutive
images were facing the opposing direction (Figure 2a).
B-BOX EX: oblique images were arranged in a rectangular box around the study area and
pointing towards the interior (Figure 2b).
C-BOX IN: oblique images were arranged in a rectangular box inside the study area and
pointing towards the interior (Figure 2c).
D-BOX EX + IN: combination of both interior and exterior rectangular boxes (Figure 2d).
E-CUR NS: oblique images were arranged in arcs on the E and W sides of the study area,
so these curves ran from N to S (Figure 2e).
F-CUR EW: oblique images were arranged in arcs on the N and S sides of the study area, so
these curves ran from E to W (Figure 2f).
G-CUR NS + EW: combination of both NS and EW curves (Figure 2g).
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Taking into account the two nadir projects (AGL and AMSL) and all the different
combinations of camera angles of the oblique-image patterns flight (four angles (11.25◦,
22.5◦, 33.75◦, and 45◦), and seven patterns (Figure 2a–g)), a total of 58 different scenarios
were studied.

All UAV flights were programmed with UgCS software (Version 4.3.82) [43]. The flight
altitude in AMSL mode was set at 65 m above takeoff level, whereas in AGL mode, the
flight height was set at 65 m above ground level. Since to plan the AGL flight properly
and safely it is necessary to have an updated digital elevation model (DEM), an UAV
photogrammetric project was carried out in AMSL mode and a height of 80 m above the
takeoff point.

A set of eight ground control points (GCP) were spread over the study area prior to
the flights. Since it was impossible to access the higher elevation areas, the GCPs were
placed in the lower elevation areas, as shown in Figure 1b. A Trimble R6 rover and base
GNSS working in post-processed kinematic (PPK) mode were used to measure the GCPs
coordinates. The combination of these measurement instruments and work modes, yields
an error of 5 mm + 1 ppm root mean square horizontal and 10 mm + 1 ppm root mean
square vertical, as the manufacturer stated.

2.3. Image Processing

The Pix4Dmapper commercial software (V 4.5.6) [50] was used to process the pho-
togrammetric projects. This software integrates an algorithm based on SfM-MVS techniques
that provides the dense 3D point cloud for every studied combination.

In order to avoid the influence of possible marking GCP errors on the results, for each
reference flight (AMSL and AGL mode), the images were imported, and the eight GCPs
were manually marked in every image in which they could be clearly identified. The same
was performed for each of the auxiliary flights. Then, for each of the 58 photogrammetric
projects studied, the corresponding reference flight and auxiliary flight(s) were combined
and processed using the settings shown in Table 1.

For the altitude at which the flights were performed (65 m) and the characteristics of
the camera fitted to the UAV, the theoretical GSD was 1.77 cm × pixel−1. However, in the
AMSL reference flights, there was a variation in the scale in the images due to the terrain
geometry, which in turn causes a GSD variation value. The same happened in the auxiliary
flights, carried out in AMSL mode, in which the effect of the off-nadir camera orientation
on the scale variation was added.
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Table 1. Pix4Dmapper processing options selected for all studied scenarios.

Pix4Dmapper Step Processing Option and Setting

1. Initial project processing

General
Keypoint Image Scale: Full
Matching
Matching Image Pairs: Aerial Grid or Corridor
Calibration:

Targeted Number of Keypoints: Automatic
Calibration Method: Standard. Internal and External

Parameters Optimization: All
Rematch: Automatic

2. Point cloud and mesh

Point Cloud
Image Scale: ½ (Half image size, Default)/Multiscale

Point Density: Optimal
Minimum Number of Matches: 3

Advanced
Matching Window Size: 7 × 7 pixels

Taking into account that the takeoff point elevation for AMSL flights was 230 m and
the terrain range elevation varied from 228 m to 260 m, the distance from the UAV to the
terrain varied from 35 m, which is equivalent to a GSD value of 0.95 cm × pixel−1, to 67 m,
which is equivalent to a GSD value of 1.83 cm × pixel−1. For the reference flight carried
out in AGL mode, this effect was partially eliminated as the camera had a nadir orientation
and the distance to the ground during the flight was constant.

2.4. Reference Cloud Acquisition and Processing

The Trimble TX8 (Trimble, Westminster, Colorado, U.S.) terrestrial laser scanner (TLS)
was utilized to collect the data to derive a reference 3D point cloud. This model allows
the capturing of the coordinates (x, y, z) of one million points per second and has a
manufacturer-stated precision of <0.001 m at a scanned distance of 80 m and a point
spacing of 0.057 m at a scanned distance of 30 m.

Figure 3 shows the workflow chart of this process. In order to completely scan the
study area, avoiding as much as possible, gaps and hidden areas, the TLS was placed in
five different locations, shown in Figure 1d. Previously, to make possible the georeference
of the point clouds generated at each of the TLS locations and merge them into a single
cloud covering the whole study area, 18 targets (TLS-GCP) were placed scattered over
the terrain, and their coordinates were measured following the same methodology and
instruments as previously described for the GCPs.

The process to obtain a single point cloud from the initial five point clouds was divided
into three steps. The first step consisted of a initial georeferencing from the location of
three TLS-GCPs in each of the clouds. For this purpose, the Trimble Business Center
5.40 commercial software [51] was used. Then, the initially georeferenced clouds were
exported in LAS format. In the second step, a fine georeferencing of each cloud was
performed considering all TLS-GCPs included in each individual cloud. For this purpose,
CloudCompare open source software [52] was used. At this stage, the clouds were merged
into one cloud that was already geo-referenced. However, as the 14 TLS-GCPs were not the
same as those used to georeference the point clouds generated by the photogrammetric
projects, the third step consisted in georeferencing the merged cloud again, using the eight
GCPs used for the clouds from the photogrammetric projects. This third step was also
carried out using CloudCompare open source software.

Since the merged cloud covered a larger area than the study area, it was clipped, taking
into account the contour of the study area. In addition, the merged cloud was filtered to
set to 0.002 m, the minimum distance between points. Furthermore, as the clipped cloud
consisted of about 180 × 106 points, to avoid excessively long computation times, the final
reference cloud was generated by extracting 10% of the points from the clipped cloud.
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2.5. Accuracy and Precision Assessment

To assess the accuracy and precision of the 3D point clouds derived from the
58 performed photogrammetric projects, the plugin Multiscale Model to Model Cloud
Comparison (M3C2) was used, which is included in the CloudCompare software [53]. This
algorithm is able to compute the local distances between two point clouds with complex
geometry through two steps. Its general description is shown in Figure 4. In the first one,
the called normal scale (D) is defined by the user. D represents the diameter of a sphere
centered on the point currently studied (j in Figure 4), belonging to the reference cloud. All
points of this cloud included in the sphere are used to fit a plane, whose director vector (N
in Figure 4) defines the normal orientation of the cloud at that point. In the second step, the
user defines a cylinder through the diameter of its base, called the projection scale (d), and
its height (h). The cylinder axis contains the director vector calculated in the first step. This
cylinder will contain points of reference cloud and points of compared cloud.

The points of each cloud are then projected onto the cylinder axis, and the distance
of each projection to the point under study of the reference cloud is calculated. In this
way, two sets of values are defined, one corresponding to the reference cloud and another
corresponding to the compared cloud. The distance between the mean values (in Figure 4,
a1 for reference cloud and a2 for compared cloud) derived from each set corresponds to the
distance between the clouds at that point. In this work, D was fixed to 0.25 m, d was fixed
to 0.15 m, and h was fixed to 1 m. Once the distance between every point of the reference
cloud and the compared cloud is calculated, the M3C2 algorithm provides a distribution
function of these values, from which the mean and the standard deviation can be calculated.
The mean value and the standard deviation value can be assimilated to the accuracy and
precision, respectively, of the point clouds derived from each photogrammetric project
considered. Since ideally the reference cloud and the compared cloud should be equal, the
closer the value of these statistics is to zero, the better the precision and accuracy of the
cloud derived from the photogrammetric project.
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Figure 4. General description of the M3C2 algorithm and the user-defined parameters: D (normal
scale), d (projection scale), and h (cylinder height). (Step 1): D represents the diameter of a sphere
centered on the point currently studied (j). All points of this cloud included in the sphere are used
to fit a plane, whose director vector (N) defines the normal orientation of the cloud at that point.
(Step 2): d and h are defined. The cylinder axis contains the director vector calculated in the first step.
The points of each cloud contained in the cylinder (green dots for reference cloud and magenta for
compared cloud), are projected onto the cylinder axis, and the distance of each projection to point j
is calculated. Two sets of values are defined, one corresponding to the reference cloud and another
corresponding to the compared cloud. The distance between the mean values (a1 and a2) derived
from each set corresponds to the distance between the clouds at that point.

3. Results

Combination of nadir image blocks obtained from a crosshatch flight plan with supple-
mental oblique images generally resulted in an improvement of both the accuracy and the
precision for AMSL and AGL scenarios compared to projects using only nadir images. As
can be seen in Figure 5b, only five projects with AGL nadir flights combined with oblique
images presented worse accuracy values than the project using only nadir images: BOX EX
and CUR EW with image angles of 11.25◦, and CROSS, BOX EX, and CUR EW with image
angles of 45◦. In a direct comparison between AMSL and AGL projects for the different
flight patterns and camera angles studied for the oblique images, AGL flights improved
both accuracy and precision compared to those from AMSL flights in all cases.

The absolute value of M3C2-calculated mean difference accuracy values achieved for
nadir-only image projects were 0.020 m for the AGL flight and 0.035 m for the AMSL flight
(Figure 5). The absolute accuracy readings found for projects incorporating oblique images
ranged from 0.022 m to 0.035 m for AMSL (Figure 5a) and from 0.006 m to 0.027 m for AGL
flights (Figure 5b). AMSL flights achieved the best accuracy readings for camera angles of
22.5◦ (0.022 m) and 33.75◦ (0.024 m). Similarly, in the case of AGL flights, the best accuracy
values were 0.006 and 0.007 for camera angles of 33.75◦ and 22.5◦, respectively.

In AGL flights (Figure 5b), accuracy generally improved as the camera angle increased
from the nadir orientation to camera angles of 22.5◦ and 33.75◦, where the best accuracy
values were found independently of the flight pattern followed for capturing the oblique
images. Accuracy decreased again for camera angles of 45◦ for all considered flight patterns.
In AMSL flights (Figure 5a), accuracy records improved as the camera angle increased from
nadir to 22.5◦, except for CROSS and CUR NS flight patterns. The accuracy trended to
decrease for camera angles of 33.75◦ and 45◦, except for the BOX EX pattern, where the best
accuracy value was found for a camera angle of 33.75◦.

With regard to standard deviation distances, or precision (Figure 6), values of 0.106 m
and 0.113 m were reached for AGL and AMSL nadir-only projects, respectively, while
the precision for datasets incorporating oblique images varied from 0.105 m to 0.111 m
for AMSL cases (Figure 6a), and from 0.103 m to 0.106 m for AGL scenarios (Figure 6b).
The best precision values were found for camera angles of 22.5◦ (0.105 m) and 33.75◦

(0.103 m) for AMSL and AGL flights, respectively. In AGL flights (Figure 6b), the best
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precision records were reached for a camera angle of 33.75◦ in all studied flight patterns,
whereas in AMSL flights (Figure 6a) the precision did not show a clear trend. Nevertheless,
for most studied flight patterns, five out of seven, the best accuracy was reached for either
22.5◦ or 33.75◦.
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As in the case of camera angle, the flight pattern of supplemental oblique images had
some effect on the accuracy and precision of the studied combinations. In the case of AGL
projects (Figure 5b), accuracy achieved the lowest values for the inner box (BOX IN) flight
pattern independently of the camera angle: 0.011, 0.007, 0.006, and 0.017 m for camera
angles of 11.25◦, 22.5◦, 33.75◦, and 45◦, respectively. For AMSL projects (Figure 5a), results
were less consistent, and the lowest accuracy records were reached from different flight
patterns depending on the camera angle: CUR NS for 11.25◦, BOX EX + IN for 22.5◦, BOX
EX for 33.75◦, and CUR EW for 45◦, with accuracy values of 0.025, 0.022, 0.024, and 0.029 m,
respectively.

Regarding the precision, the CUR NS + EW flight pattern resulted in the highest
precisions for both AMSL (Figure 6a) and AGL (Figure 6b) flights for all camera angles,
except for 22.5◦ in AMSL mode, where the best precision value was reached following an
inner/outer box (BOX EX + IN) flight pattern for the supplemental oblique images.
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Figure 7 shows the spatial distribution of the M3C2 distances calculated between
the TLS reference cloud and clouds derived from the reference flights (AMSL and AGL),
AMSL + CROSS at 22.5◦ (this cloud presented the best precision and accuracy for all
combinations of AMSL and oblique photographs), AGL + BOX IN at 33.75◦ (this cloud
presented the best accuracy for AGL flight combinations), and AGL + CUR NS + CUR
EW at 33.75◦ (this cloud presented the best precision for AGL flight combinations). In
this figure, the left column represents the distribution maps of all the points. The middle
column represents the distribution of points where distances take positive values, and the
right column demonstrates where negative distance has been measured. This figure shows
that all the projects depicted have the same pattern of distribution of positive and negative
M3C2 distances. Previous works reported a systematic error in the spatial distribution of
M3C2 distance [25,54,55], described as the ‘dome effect’. However, Figure 7 shows that both
positive and negative M3C2 distances are distributed over the entire study area. Therefore,
the ‘dome’ effect does not appear in these projects. For all the projects in Figure 7, the
highest positive values were found in the areas with the highest altitude, while the highest
absolute negative values were found in the areas with steepest slopes.
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Figure 7. M3C2-calculated distances between TLS reference cloud and clouds obtained from the
flights reference (AMSL and AGL), AMSL + CROSS at 22.5◦ (best accuracy and precision for AMSL
and oblique image combinations), AGL + BOX IN at 33.75◦ (best accuracy for AGL and oblique image
combinations), and AGL + CUR NS + CUR EW at 33.75◦ (best precision for AGL and oblique image
combinations). The left column represents the distribution maps of all the points. The middle column
represents the distribution of points where distances take positive values, and the right column
demonstrates where negative distance has been measured. Dimensions in the color scale are in m.
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4. Discussion

Although several studies in the UAV-SfM scientific literature have proposed the
combination of nadir and oblique images as an optimal approach to study topographic
surfaces with complex morphology, there is yet a need to deepen the knowledge about
how certain factors, such as type of flight (AMSL or AGL), camera angle, or flight pattern,
might influence the quality and accuracy of the derived 3D point cloud. The aim of this
research focused on evaluating the effect of these factors on the accuracy of the dense point
clouds yielded by UAV-SfM techniques. With this purpose, 58 scenarios carried out on
terrain with a complex morphology were evaluated in order to quantify differences among
several oblique imaging configurations in two different types of flights. A highly accurate
and georeferenced 3D point cloud generated by TLS was employed as the reference dataset
for this assessment. Results shown in this work are based on M3C2 distances, which are
calculated in the direction normal to the reference cloud rather than vertical distances.

In line with previous works [25,29,31,38,40], the results obtained in this work indicate
that the addition of oblique images into nadir image blocks can be considered an optimal
approach to study terrains with complex morphology or steep slopes, improving the
spatial accuracy and precision of the 3D point clouds. Furthermore, results show that
independently of the camera angle and flight pattern used to collect the supplemental
oblique images, AGL projects yield better values than the AMSL projects, which is in
agreement with [38], who suggested that in steep terrains the UAV should follow the
terrain at a certain height AGL in order to obtain the optimal accuracy. However, since
in AMSL projects both the accuracy and precision improve when oblique images are
included, regardless of the camera angle and flight pattern of those, this type of flight can
be considered an optimal solution when a quality digital elevation model of the study area
is not available, since this is necessary to carry out AGL flights.

In [25], UAV-SfM models derived from combination datasets consisting of nadir image
blocks supplemented with oblique images from 5◦ to 35◦ collected in a high-relief land-
scape were assessed in AMSL mode. The results suggest that supplemental oblique images
obtained with camera angles between 10◦ and 15◦ yielded the best accuracy, whereas
with camera angles between 25◦ and 35◦, best the precision values were reached. Refer-
ence [25] concluded that oblique camera angles between 20◦ and 35◦, increased precision
and accuracy by nearly 50% relative to nadir-only image blocks. In the present work, the
best precision and accuracy records for AMSL flights were found for either 22.5◦ or 33.75◦

camera angles. These angles represent almost the extremes of the range of angles where [25]
found the best precision and accuracy. For AGL flights, similar camera angles are strongly
recommended considering that, for some flight patterns, camera angles of 11.25◦ and 45◦

yielded even worse accuracy than the project using only nadir images. In [56], the impact
of the imaging angle on the quality of a 3D coastal cliff face reconstruction was assessed.
The accuracy of the reconstruction was very similar for camera angles of 20◦, 30◦, and 40◦,
showing a substantial improvement compared to the accuracy of the reconstruction from
nadir images. Reference [57] compared the accuracy of photogrammetric projects from
nadir only datasets with the accuracy of projects obtained from combinations consisting
of the nadir datasets and supplemental oblique images collected with camera angles of
15◦ and 30◦. Both combinations performed better than the nadir project, obtaining the best
accuracy values for the project with 30◦ oblique images.

Regarding the flight pattern used to collect the oblique images, reference [25] found
that flight patterns consisting of more images produced datasets with the highest precision
but the lowest accuracy. These findings are partially in line with the ones achieved in this
work, where the CUR NS + EW and BOX EX + IN flight patterns, which include more
images than the others, yielded the best precision for all camera angles studied in both
AMSL and AGL flight modes and the best accuracy record for a camera angle of 22.5◦ in
AMSL. Furthermore, the CUR NS + EW flight pattern provided the second-best accuracy
for all camera angles in AMSL flight. In the case of AGL flights, which were not considered
in [25], BOX IN and CROSS yielded the best accuracy values.
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As previously discussed, AGL flights substantially improved the accuracy and pre-
cision of the point clouds compared to AMSL flights for all camera angles (0◦, 11.25◦,
22.5◦, 33.75◦, and 45◦) and flight patterns considered in this research. These findings are in
agreement with [39], which carried out research in a long highwall from an open pit mine,
where the results reported that AGL flight improved the accuracy over AMSL flight in the
proposed scenarios, nadir, and 40◦ camera angle projects. However, the results obtained in
the present work show that the combination of imagery collected with an angle between
20◦ and 35◦ and a nadir image block from an AGL flight mode is the optimal combination in
order to achieve the best accuracy and precision records, which is similar to the conclusion
reached in [40] and contrary to the camera angle of 40◦ proposed by [39].

5. Conclusions

UAV surveys in terrains with complex morphology or steep slopes are more difficult
to carry out than those on flat surfaces, requiring careful planning when capturing the
image sets. As suggested by several authors, the results shown in this research confirm
that the combination of nadir image blocks with oblique images substantially improves
the accuracy and precision of the 3D point clouds obtained from UAV-SfM workflows.
Furthermore, the performed study demonstrates that in topographically complex scenes, it
is suitable to plan an AGL flight mode, where the UAV follows the terrain at a constant
height above the ground.

In high-relief terrain, based on the results from 58 scenarios with different config-
urations for the oblique images and considering the AMSL and AGL types of flights,
combination datasets consisting of a nadir image block collected in AGL flight mode and
supplemented with oblique images from camera angles between 20◦ and 35◦ are the op-
timal approach in order to achieve the best accuracy and precision. Regarding the flight
pattern for capturing oblique images, the results do not show an optimal pattern that covers
all the scenarios.

AGL flights require a DEM with a suitable resolution and topographical accuracy
of the study area. In case the digital elevation models available have an inadequate
resolution and/or accuracy, these can be easily generated from a set of images containing
georeferencing data in their EXIF data. Nevertheless, results from this research showed
that in AMSL projects both accuracy and precision improved when oblique images were
included, allowing this type of flight to be considered an alternative approach when a
quality DEM is not available or cannot be generated.
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