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Abstract: In the real-world operation of unmanned helicopters, various state constraints, system
uncertainties and multisource disturbances pose considerable risks to their safe fight. This paper
focuses on anti-disturbance adaptive safety fixed-time control design for the uncertain unmanned
helicopter subject to partial state constraints and multiple disturbances. Firstly, a developed safety
protection algorithm is integrated with the fixed-time stability theory, which assures the tracking
performance and guarantees that the partial states are always constrained within the time-varying
safe range. Then, the compensation mechanism is developed to weaken the adverse impact induced
by the filter errors. Simultaneously, the influence of the multisource disturbances on the system
stability are weakened through the Itô differential equation and high-order disturbance observer.
Further, the fuzzy logic system is constructed to approximate the system uncertainties caused by the
sensor measurement errors and complex aerodynamic characteristics. Stability analysis proves that
the controlled unmanned helicopter is semi-globally fixed-time stable in probability, and the state
errors converge to a desired region of the origin. Finally, simulations are provided to illustrate the
performance of the proposed scheme.

Keywords: unmanned helicopter; safety protection algorithm; fuzzy logic system; fixed-time stability
theory; command filter; high-order disturbance observer

1. Introduction

Due to their simple operation and low price, unmanned autonomous helicopters
(UAHs) have been widely used in many fields in recent decades, such as the military [1],
agriculture [2] and logistics [3]. With the increasing attention, the shortcomings of un-
manned helicopters, such as uncertainties, multiple disturbances and high nonlinearity,
their security controls have received a lot of attention [4–6]. In addition, UAHs usually use
a variety of sensors, such as Global Positioning System (GPS), Inertial Measurement Unit
(IMU), air pressure sensors, etc., so they have strong coupling characteristics. For example,
changes in sensor data will direcly affect changes in various states of the UAHs. In addition,
there is coupling between the communication system and the data processing unit, the load
and power system, and the thermal management system and the power system. To this
end, many nonlinear control methods have been proposed. In [7], the authors employed
the feedback linearization technique to a laboratory helicopter system, which reduces the
conservativeness of the robust compensator design. Based on the adaptive backstepping
technique, the authors developed the output-feedback baseline controller for helicopters
in [8], where the adaptive control technique improves the shock absorption capability of

Drones 2024, 8, 679. https://doi.org/10.3390/drones8110679 https://www.mdpi.com/journal/drones

https://doi.org/10.3390/drones8110679
https://doi.org/10.3390/drones8110679
https://creativecommons.org/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://www.mdpi.com/journal/drones
https://www.mdpi.com
https://orcid.org/0009-0009-2153-5489
https://orcid.org/0000-0002-1692-2080
https://orcid.org/0000-0003-0612-0508
https://orcid.org/0000-0001-6721-5354
https://doi.org/10.3390/drones8110679
https://www.mdpi.com/journal/drones
https://www.mdpi.com/article/10.3390/drones8110679?type=check_update&version=3


Drones 2024, 8, 679 2 of 26

the controller. Subsequently, because the backstepping technique can through repeated
iteration and adjustment make the controller have a more superior performance, it is em-
ployed by the majority of scholars for unmanned helicopter control, such as in [5,9–11].
In order to reduce the controller computational burden in the backstepping technique
due to iteration, the dynamic surface control (DSC) scheme was adopted [12]. However,
if the new filtering error obtained by the DSC method cannot be compensated, the system
performance will be reduced. Fortunately, the command-filtered backstepping control
(CFBC) scheme can solve the problem above by using a compensating signal to compensate
for the filtering error [13]. Since then, the CFBC and many advanced control methods are
used in unmanned helicopter systems [14,15]; for example, in [14], the authors employed
the CFBC-based fault-tolerant control strategy for drone interceptors. It can be observed
that the works above can only control the unmanned helicopter under ideal conditions.
However, UAHs have always suffered with system uncertainties and disturbances when
flying because of their special rigid structure and complex working environments; if these
situations are not considered when designing the controller, the control performance will
be reduced or even ineffective.

Given that the nonlinear functions can be approximated well by the fuzzy logic
system (FLS), the FLS control scheme has been applied for uncertain systems [16–21].
In [17], a proportional–integral–derivative (PID)-based adaptive fuzzy control algorithm
was developed for a UAH with system uncertainties, and the simulation shows that
the proposed controller method has a better effect on the system uncertainties. In [19],
based on Takagi–Sugeno FLS, an event-triggering controller is designed for the system
with DoS attack. The authors in [20] proposed a fuzzy wavelet neural adaptive control
scheme for a quadrotor UAV; the simulation represented the control performance of the
proposed control approach. The authors in [21] applied FLS to an unmanned aerial vehicle
formation system to solve the system uncertainties existing in the system. In addition to the
system uncertainties caused by complex dynamic models, the external disturbances often
occur during unmanned helicopter operations [22]. The authors estimate the maximum
value of the disturbance and convert it into a constant using inequality to eliminate it
in [23]. Then, in order to eliminate the effect of real-time disturbances on the system better,
the corresponding disturbance observer was employed [24–26]. In [24], to estimate the
unknown disturbances, the authors investigated the disturbance observer (DO). However,
the random disturbances in the unmanned helicopter system, caused by internal noise
and sensor measurement errors, are not mentioned. Because of its randomness, disorder
and rapid change on a small scale, the general disturbance observer can not deal with
random disturbances well. To this end, the authors in [27] developed the extended state
observer to approximate the random disturbances of the second-order stochastic multiagent
systems. Furthermore, Itô differential equation is composed of partial differential equations
with random terms, so it can deal with random disturbances contained in the system [28,29].
In [29], the authors suggested the Itô differential equation to solve the random disturbances
for a class of nonlinear stochastic Poisson signal systems.

It is worth noting that the works above solve the stability problem of an unmanned
helicopter when there is system uncertainty, external disturbances and random distur-
bances. However, due to the complex working environments, the state constraint of UAHs
is also a topic worth studying. For the problem of dealing with constraints, scholars have
proposed many methods. For example, the model predictive control (MPC) [30,31], refer-
ence governor approach [32,33], barrier Lyapunov function (BLF) [34,35], the prescribed
performance function (PPC) [36–38] and so on. In [30], based on the Hammerstein model,
the authors developed the MPC method for unmanned aerial vehicles, which allows the
unmanned autonomous vehicles (UAVs) to track the target accurately. The authors in [33]
utilized the reference governor approach for the affine systems. The BLF was utilized
in [34] to constrain the output of the UAH. The PPC technique was employed in [38]
for the 3-degree-of-freedom helicopters, which can constrain the error within the safe
range. However, the MPC and reference governor approaches rely on system models,
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and unmanned helicopter models are highly complex, making it difficult to create accurate
mathematical models. BLF and PPC constrain the state by constraining the state error,
which depends on “feasibility conditions”, but the feasibility conditions are often difficult to
obtain. The proposal of the safety protection algorithm (SPA) solves the problem above [39],
which can obtain real-time boundary constraints through airborne sensors, and combined
with a preset expectation signals, generate a new safety expectation signals. However,
the methods above all use the general asymptotic stability method, the system may take a
long time to reach stability, and UAHs have high requirements for speed and accuracy.

The fixed-time stability theory can make the system settling time independent of the
initial state of the system [40,41], so it has been studied by most scholars. In the last decade,
the fixed-time stability theory and other mainstream methods have been combined for use
in various systems. In [42], the fixed-time stability theory was combined with the adaptive
control method for a class nonlinear systems. The authors in [43] combined the fixed-time
theory and DO to form a fixed-time disturbance observer, which guarantees that all states
and disturbance converge to the desired ranges in fixed time. In [44], the sliding mode
control-based fixed-time controller was developed, which improves the resource utilization,
robustness and response speed of the system. In [45], inspired by the Itô Lemma, the authors
developed a novel fixed-time stability criterion for the stochastic pure-feedback system.

Inspired by the works above, this paper investigates the adaptive safety fixed-time
tracking control scheme with a high-order disturbance observer (HODO) for the uncer-
tain unmanned helicopter suffering multisource disturbances and external disturbances.
The following are the chief contributions of this paper:

• In order to keep partial states of the unmanned helicopter system within the time-
varying safety boundary, the desired safety signals are constructed by SPA, which
avoids the disadvantages of traditional BLF and PPC, indirectly constrains the state
through constraint state errors and eliminates the assumption of feasibility conditions.
In addition, second-order DSC is used to make the desired safety signals continu-
ously differentiable.

• Compared with asymptotic stability control and finite-time stability theory, the fixed-
time stability theory ensures that the controlled unmanned helicopter system is semi-
globally fixed-time stable in probability, and the convergence time of the system only
depends on the devised parameters. Moreover, the compensation mechanism is em-
ployed to improve the tracking performance and robustness of the controller system.

• Unlike from the existing DO and FTDO in [43], the developed HODO provides an
unbiased estimate of the reciprocal of the external disturbances, which realizes the
precise control and compensation of the external disturbances. In addition, FLS and
the Itô differential equation are employed to handle the system uncertainties and
random disturbances.

The structure of this paper is as follows: Section 2 outlines the necessary preparations.
Section 3 presents the control strategy. Section 4 discusses the primary stability analysis.
Section 5 shows the simulation results, and Section 6 concludes the paper.

2. Necessary Preparation

In this section, the dynamic model of a UAH is provided, along with some of the
necessary problem formulation, Lemmas and Assumptions.

2.1. Modeling of the UAH

In order to make the research object more clear, the schematic diagram of the UAH
system is provided in Figure 1.

According to the aerodynamics and flight dynamics, the dynamics of 6-DOF UAH can
be expressed as [5].
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Figure 1. Schematic diagram of the UAH system.



dP = Vdt

dV = (Σ1/m + G + ∆ fV + d1)dt + GVdω

dΩ = Hµdt

dµ = (−J−1µ × Jµ + ∆ fµ + J−1Σ2 + d2)dt + Gµdω,

(1)

where P = [X, Y, Z]T, V = [u, v, w]T, Ω = [ϕ, θ, ψ]Tandµ = [p, q, r]T denote the position
vector, velocity vector, attitude angle vector and angular velocity vector of the unmanned
helicopter, respectively. m represents the mass of the unmanned helicopter. Σ1 = RFV

with FV = [0, 0,−Tmr]T, Σ2 = [ΣX, ΣY, ΣZ]
T. G = [0, 0, g]T with g is the gravity ac-

celeration, Tmr, ΣX, ΣY, ΣZ stands for the inputs. R ∈ ℜ3×3 represents the coordinate
transformation matrix [5] and H ∈ ℜ3×3 stands for the attitude kinematic matrix [11].
J = diag{Jxx, Jyy, Jzz} is the inertia matrix. ∆ fV ∈ ℜ3, ∆ fµ ∈ ℜ3 are the system uncertain-
ties, d1 ∈ ℜ3 and d2 ∈ ℜ3 represent the external disturbances. GV , Gµ are known functions.

In order to better demonstrate the dynamic characteristics of an unmanned helicopter
system, (1) can be divided into the position loop{

dP = Vdt

dV = (Σ1/m + G + ∆ fV + d1)dt + GVdω,
(2)

and the attitude loop dΩ = Hµdt

dµ = (−Fµ + ∆ fµ + J−1Σ2 + d2)dt + Gµdω,
(3)

where Fµ = Jµ × Jµ.

2.2. Problem Formulation

The stochastic nonlinear system can be expressed as

˙̄h(t) = F(h̄)dt + GTdω, h̄(0) = h̄0, (4)
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where h̄ ∈ ℜn, F(h̄) : ℜn → ℜn and G(h̄) : ℜn → ℜn×m are the state and smooth functions.
ω is r-dimension Brownian motion. For system (1), it has W(h̄, t) ∈ C2,1, and the differential
operator L is defined as

LW =
∂W
∂t

+
∂W
∂h̄

f +
1
2

tr
{

GT ∂2W
∂2h̄

G
}

. (5)

Lemma 1 ([42]). For any variables ℑ1,ℑ2 ∈ ℜ,ℑ3 > 0,ℑ4 > 0,ℑ5 > 0, one has

|ℑ1|ℑ3 |ℑ2|ℑ4 ≤ ℑ3

ℑ3 +ℑ4
ℑ5|ℑ1|ℑ3+ℑ4 +

ℑ4

ℑ3 +ℑ4
ℑ5 −

ℑ3

ℑ4
|ℑ2|ℑ3+ℑ4 . (6)

Lemma 2 ([44]). Consider the FLS as follows:

Rule: If h̄1 is ℵi
1 nd h̄2 is ℵi

1 · · · h̄n is ℵi
n

Then y is ℘i, i = 1, 2, · · · , k

where h̄ = [h̄1, h̄2, · · · , h̄n]T and y represent the input and output of the FLS, respectively. ℵi
j

and ℘i(i = 1, 2, · · · , k, j = 1, 2, · · · , n) denote the fuzzy sets corresponding to fuzzy membership
function aℵi

j
and a℘i , respectively. k is the number of rules. Through a series of operations, FLS can

be written as

y =
∑k

i=1 ȳi ∏n
j=1 aℵi

j
(h̄j)

∑k
i=1

[
∏n

j=1 a℘i (h̄j)
] (7)

where ȳi = max
y∈ℜ

a℘i (y).

The fuzzy basis function is defined as

ki =
∏m

j=1 aℵi
j
(h̄j)

∑k
i=1

[
∏n

j=1 a℘i (h̄j)
] , i = 1, 2, · · · , k (8)

Then the FLS can be represented as

f (h̄) = ϖ̂TΞ(h̄) (9)

where ϖ̂ = [ȳ1, ȳ2, · · · , ȳk]
T and Ξ1(h̄) = [Ξ2(h̄), · · · , Ξk(h̄)]T are the adjustable parameter

vector and fuzzy basis function vector, respectively.
Further, Lemma 2 can be redefined as follows:
If there is a known function f (h̄) defined on a compact ∆, then FLS can approximate it

as follows:
f (h̄) = ϖTΞ(h̄) + σ∗, (10)

where σ∗ is the approximate error.

Lemma 3 ([42]). For (1), there exist some constants K > 0, 0 < ȷ < 1, L > 0, ℓ > 1, 0 < M <
∞, 0 < ρ < 1, such that

Ẇ(h̄) ≤ −KW ȷ(h̄)− LWℓ(h̄) + M, (11)

then, (4) means a semi-globally fixed-time state in probability. The settling time is estimated as

T ≤ Tmax :
1

Kρ(1 − ȷ)
+

1
Lρ(ℓ− 1)

. (12)

Lemma 4 ([43]). There exist some constants satisfying 0 < ȷ < 1, ℓ > 1, mi ∈ ℜ, then one
can obtain (m1 + m2 + · · · + mn)ȷ ≤ mȷ

1 + mȷ
2 + ȷ + mȷ

n, n1−ℓ(m1 + m2 + · · · + mn)ℓ ≤
mℓ

1 + mℓ
2 + · · ·+ mℓ

n.
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Assumption 1 ([5]). The external disturbances d1, d2 and ḋ1, ḋ2 are bounded.

Assumption 2 ([5]). The desired signals and their 1- and 2-order derivatives are bounded.

Assumption 3 ([5]). All states of the UAH system (1) are measurable.

3. Controller Design

In this section, the safety trajectory vectors Pr = [Xr, Yr, Zr]T, Ωr = [ϕr, θr, ψr]T are
designed through the SPA. The adaptive safety fixed-time anti-disturbance controller is
designed with the backstepping technique. The control diagram is provided in Figure 2,
and the variables contained therein will be introduced later.

d
P

d d

d

c
P

P P

z

e

e

z

c

r

V

z

e
z

e

o

Figure 2. Control diagram of this paper.

3.1. Desired Safety Trajectory Generation

In order to obtain the expected safety signal, based on the SPA, take the X-axis, and
for example, define Xup and Xlow as the upper and lower bounds of the smooth safe
boundaries, then the generation steps of Xr are as follows:

Case I: Xd ≥ Xup − εX :

X(r)
c = X(r)

up − ε
(r)
X ,

Case II: Xd ≤ Xlow + εX :

X(r)
c = X(r)

low + ε
(r)
X ,

Case III: X(r)
low + ε

(r)
X ≤ Xd ≤ X(r)

up − ε
(r)
X

X(r)
c = X(r)

d ,

where r = 1, 2. εX = hX(Xup − Xlow) represents the time-varying margin with h ∈ (0, 0.5).

Therefore, Y(r)
c , Z(r)

c and ϕ
(r)
c , θ

(r)
c , ψ

(r)
c can be obtained by the same process.

Remark 1. For the common BLF

W = log
k2

k2 − z2 (13)

where z = x − xd with x and xd are the state and desired signal, k is the constraint of z. This
method of constraint converts the original state constraint into new bounds of the tracking error.
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This approach has a disadvantage; that is, when the difference between the error and the constraint
condition is small, a larger control force is needed to adjust the performance of system. The biggest
difference between the SPA and BLF constraints used in this article is that SPA can evaluate the
expected signal in advance and then compare it with the original expected signal to generate a new
expected safety signal, and use the constrained desired safety trajectory to design the controller.
Therefore, there is no need to constrain the state error, and the input cannot be too large beyond the
safe range of the system. In addition, the time-varying safety margin ε is considered in this paper,
which further improves the safety performance of the system.

However, the generated segmented safety expectation signal cannot be directly differentiated.
In order to be able to use the backstepping technique, a second-order DSC is used to convert the
segmented ζc into a continuously reversible ζr. Define δζ = [ζT

r , rT
ζ ]

T with ζr and rζ as the estimates
of ζc and ζ̇c, respectively. Then, the second-order DSC can be represented as

δ̇ζ = A0δζ + B0ζc, (14)

where ζc and ζr are the input and output of the second-order DSC, respectively.

A0 =

−σ1 0

−σ2 0

, B0 =

[−σ1

−σ2

]
,

Then, a theorem is given as follows:

Theorem 1. Let ζc pass through the second-order DSC (14), then the generated trajectory ζr is
smooth and differentiable.

Proof. Defining δ̃ζ = [ζ̃r, r̃]T with ζ̃r = ζr − ζc, r̃ = r − ζ̇c, one has

˙̃δζ = Aζ δ̃ζ + Nζ , (15)

where Nζ = [0T
3 , ζ̈c].

Select the Lyapunov as

Wς = δ̃T
ζ Pζ δ̃ζ . (16)

Taking the derivative of (16), one can obtain

Ẇς =δ̃T
ζ (AT

ζ Pζ + Pζ Aζ)δ̃ζ + 2δ̃T
ζ Pζ Nζ

= −δ̃T
ζ Q0δ̃ζ + 2δ̃T

ζ Pζ Nζ . (17)

Invoking Lemma 1, one has

2δ̃T
ζ Pζ Nζ ≤ δ̃T

ζ P2
ζ δ̃ζ + ||Nζ ||2. (18)

Substituting (18) into (17) yields

Ẇς ≤ −δ̃T
ζ (Qζ − P2

ζ )δ̃ζ + 2δ̃T
ζ Pζ Nζ

= −aζ δ̃T
ζ Pζ δ̃ζ + Mζ , (19)

where aζ = λmin(Qζ − P2
ζ )/λmin(Pζ), Mζ = ||Nζ ||

Integration of (19) yields

0 ≤ Wζ ≤
Mζ

aζ
+

[
Wς(0)−

Mζ

aζ

]
e−aζ t ≤ Wζ(0) +

Mζ

aζ
. (20)
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From (16), one has

|Γr − Γc| ≤ ||ζr|| ≤
√

2(WΓ(0) + MΓ/aΓ), (21)

where Γ ∈ {X, Y, Z, ϕ, θ, ψ}.
It can be shown that by selecting suitable upper and lower bounds, designing parame-

ters aΓ, εΓ and passing through the second-order DSC, the real-time constrained desired
signals can be obtained, where aΓ, εΓ satisfy the following conditions:

aΓ > 0

εΓ >
√

2(Wζ(0) + MΩ/aΓ).

This concludes the proof.

3.2. Design of the Command Filter

The tracking errors are provided as

z1 = P − δ1, (22)

z2 = V − δ2, (23)

z3 = Ω − δ3, (24)

z4 = µ − δ4, (25)

where δ1, δ2, δ3 and δ4 stand for the outputs of command filter, which are constructed as{
δ̇1 = Γ1η1

η̇1 = −2ν1Γ1η1 − Γ1(δ1 − Pr),
(26)

{
δ̇2 = Γ2η2

η̇2 = −2ν2Γ2η2 − Γ2(δ2 − α1),
(27)

{
δ̇3 = Γ3η3

η̇3 = −2ν3Γ3η3 − Γ3(δ3 − Vr),
(28)

{
δ̇4 = Γ4η4

η̇4 = −2ν4Γ4η4 − Γ4(δ4 − α2),
(29)

where ηi, (i = 1, 2, 3, 4) are auxiliary variables of the command filter, and α1, α2 are the
virtual controller to be designed later. Γi ∈ ℜ3×3, (i = 1, 2, 3, 4) stands for the design matrix,
and νi ∈ (0, 1], (i = 1, 2, 3, 4) are design parameters. In addition, δ1(0) = Pr(0), δ2(0) =
α2(0), δ3(0) = Vr(0), δ4(0) = α4(0) ηi(0) = 03.

To eliminate the effect of filtering errors, the compensations mechanisms are defined as

e1 = z1 − ρ1, (30)

e2 = z2 − ρ2, (31)

e3 = z3 − ρ3, (32)

e4 = z4 − ρ4, (33)
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where ρ1, ρ2, ρ3, ρ4 are compensation functions and designed as follows:

ρ̇1 = ρ2 + δ2 − α1 − kρ1 ρ1

ρ̇2 = −kρ2 ρ2

ρ̇3 = Hρ4 + Hδ4 − α2 − kρ3 ρ3

ρ̇4 = −kρ4 ρ4,

(34)

where kρ1, kρ2, kρ3, kρ4 are positive design parameters.

3.3. HODO-Based Adaptive Safety Fixed-Time Tracking Controller Design

To handle the impact of ∆ fV and ∆ fµ on the system, the FLS is utilized, as follows:

Λ1∆ fV = ϖT
1 Ξ1 + σ∗

1 , (35)

and

Λ2∆ fω = ϖT
2 Ξ2 + σ∗

2 , (36)

where Λi = ΛT
i ∈ ℜ3×3, (i = 1, 2) are design matrices, and σ∗

1 , σ∗
2 are estimate errors.

Then (2) and (3) can be rewritten as dP = Vdt

dV = (Σ1/m + G + Λ−1
1 ϖT

1 Ξ1 + D1)dt + GVdω,
(37)

and  dΩ = Hµdt

dµ = (−Fµ + Λ−1
2 ϖT

2 Ξ2 + D2 + J−1Σ2)dt + Gµdω,
(38)

where Di = di + ΛT
i σ∗

i , (i = 1, 2)
Step 1: By invoking (22), (23), (26), (30), (31) and (34), one has

de1 = (e2 + kρ1 ρ1 − δ̇1 + α1)dt. (39)

Select the Lyapunov function as

W1 =
1
4
(eT

1 e1)
2. (40)

Take the derivative of V1, and utilizing (39) produces

LW1 =eT
1 A1(e2 + kρ1 ρ1 − δ̇1 + α1), (41)

where A1 = diag{e2
11; e2

12; e2
13}.

Invoking Lemma 1, one can obtain

eT
1 A1e2 ≤ 3

4
eT

1 A1e1 +
1
4

eT
2 A2e2, (42)

where A2 = diag{e2
21; e2

22; e2
23}.

Substituting (39) into (41) yields

LW1 ≤eT
1 A1(kρ1 ρ1 − δ̇1 +

3
4

e1 + α1) +
1
4

eT
2 A2e2, (43)
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Choose the virtual controller as

α1 = −h11 A2ȷ−1
1 e1 − h12 A2ℓ−1

1 e1 + δ̇1

−1
2

A1Λ−2
1 e1 −

3
4

e1 − kρ1 ρ1, (44)

where hi1 ∈ ℜ3×3 ≻ 0, hi2 ∈ ℜ3×3 ≻ 0, (i = 1, 2, 3, 4) are design matrices.
Substituting (46) into (44), one yields

LW1 =− eT
1 h11 A2ȷ−1

1 e1 − eT
1 h12 A2ℓ−1

1 e1

+
1
4

eT
2 A2e2 +

1
2

σ2
1 . (45)

Step 2: Taking the derivative of (31) yields

de2 = (Σ1/m + G + Λ−1
1 ϖT

1 Ξ1 + D1 − δ̇2 + kρ2 ρ2)dt + GVdω. (46)

In order to approximate the compound disturbance D1, the HODO is constructed as

D̂1 = η11 + k11X1,

η̇11 = −k11

(
Σ1
m + G + D̂1 + Λ−1

1 ϖT
1 Ξ1

)
+ ˙̂D1,

˙̂D1 = η12 + k12X1,

η̇12 = −k12

(
Σ1
m + G + D̂1 + Λ−1

1 ϖT
1 Ξ1

)
+ ¨̂D1,

· · ·
D̂(r−1)

1 = η1r + k1rX1,

η̇1r = −k1r

(
Σ1
m + G + D̂1 + Λ−1

1 ϖT
1 Ξ1

)
,

(47)

where D̂1 ∈ ℜ3, ˙̂D1 ∈ ℜ3, . . . , D̂(r−1)
1 ∈ ℜ3 are the estimates of D1, Ḋ1, . . . , D(r−1)

1 . η1r ∈
ℜ3 are auxiliary variables, k1r ∈ ℜ3×3 ≻ 0 are design matrices and Ẋ1 = Σ1/m + G +
Λ−1

1 ϖT
1 Ξ1 + D1.

Defining ˜̄D1 = [D̃T
1 , ˙̃D

T
1 , . . . , (D̃r−1

1 )T]T with D̃s
1 = Ds

1 − D̂s
1, (s = 1, 2, · · · , r − 1), then

one can obtain
˙̄̃D 1 = K1D̃1 + D∗

1 + K∗
1 ΦT

1 Ξ∗
1 , (48)

where K∗
1 = diag{k11; k12; · · · , k1r},

D∗
1 =



0

0

...

Dr
1


, K1 =



k11 I3 · · · 0 0

k12 03 I3 · · · 03

...
...

... · · ·
...

k1r 03 03 · · · 0


,

and K1 is a Hurwitz matrix. Thus, by choosing approximate design positive definite
matrices P1 = PT

1 ∈ ℜ3r×3r, one can obtain

KT
1 P1 + P1K1 = −Q1, (49)

where Q1 = QT
1 ∈ ℜ3r×3r.
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The Lyapunov function is constructed as

W2 =
1
4
(eT

2 e2)
2 + ˜̄DT

1 P1
˜̄D1 +

1
2γ1

tr(ϖ̃1ϖ̃1), (50)

where γi > 0, (i = 1, 2) are design constants and ϖ̃i = ϖi − ϖ̂i and ϖ̂i are the estimate
errors and estimates of ϖi, (i = 1, 2).

Taking the derivative of W2 produces

LW2 ≤eT
2 A2(Σ1/m + G + Λ−1

1 ϖT
1 Ξ1 + D1 − δ̇2 + kρ2 ρ2)

+
3
2

eT
2 e2GT

V GV − 1
γ1

tr(ϖ̃T
1

˙̂ϖ1) + 2 ˜̄DT
1 P1D∗

1

+ ˜̄DT
1 (K

T
1 P1 + P1K1)

˜̄D1 + 2 ˜̄DT
1 P1K∗

1 ΦT
1 Ξ∗

1 , (51)

Invoking Lemma 1, one can obtain

2 ˜̄DT
1 P1D∗

1 ≤ ˜̄DT
1 P2

1
˜̄D1 + ||D∗

1 ||2, (52)
3
2

eT
2 e2GT

V GV ≤ 3
4

eT
2 A2e2||GV ||4 +

3
4

, (53)

2 ˜̄DT
1 P1K∗

1 ΦT
1 Ξ∗

1 ≤ ϑ2
1|| ˜̄D1||2 + ||Φ1||2, (54)

where ||P1|| · ||K∗
1 || · ||Ξ∗

1 || ≤ ϑ1.
Substituting (52)–(54) into (51) yields

LW2 ≤eT
2 A2(Σ1/m + G + Λ−1

1 ϖT
1 Ξ1 + D1 − δ̇2 + kρ2 ρ2

+
3
4

e2||GV ||4)−
1

γ1
tr(ϖ̃T

1
˙̂ϖ1) + ||D∗

1 ||2 + ||Φ1||2

+ ˜̄DT
1 (K

T
1 P1 + P1K1 + P2

1 + ϑ2
1 I3r) ˜̄D1 +

3
4

, (55)

The adaptive law and actual controller are given as

˙̂ϖ1 = γ1Ξ1eT
2 A2Λ−1

1 − ξ1ϖ̂1, (56)

Σ1 = m(−h21 A2ȷ−1
2 e2 − h22 A2ℓ−1

2 e2 + δ̇2 − kρ2 ρ2 −
1
4

e2

−G − Λ−1
1 ϖ̂T

1 Ξ1 − D̂1 −
1
2

A2e2 −
3
4

e2||GV ||4), (57)

where ξi > 0, (i = 1, 2) are design constants.
Substituting (56) into (55) yields

LW2 ≤eT
2 A2(−h21 A2ȷ−1

2 e2 − h22 A2ℓ−1
2 e2 + δ̇2 − kρ2 ρ2 −

1
4

e2 − G − Λ−1
1 ϖ̂T

1 Ξ1 − D̂1

− 1
2

A2e2 −
3
4

e2||GV ||4 + G + Λ−1
1 ϖT

1 Ξ1 + D1 − δ̇2 + kρ2 ρ2 +
3
4

e2||GV ||4)

− 1
γ1

tr(ϖ̃T
1 (γ1Ξ1eT

2 A2Λ−1
1 − ξ1ϖ̂1)) + ||D∗

1 ||2 + ||Φ1||2 + ˜̄DT
1 (K

T
1 P1

+ P1K1 + P2
1 + ϑ2

1 I3r) ˜̄D1 +
3
4

=− eT
2 h21 A2ȷ−1

2 e2 − eT
2 h21 A2ℓ−1

2 e2 +
ξ1

γ1
tr(ϖT

1 ϖ̂1) + eT
2 A2

(
A2e2 + D̃1 −

1
4

e2

)
+ ||D∗

1 ||2 +
3
4
+ ||Φ1||2 + ˜̄DT

1 (K
T
1 P1 + P1K1 + P2

1 + ϑ2
1 I3r) ˜̄D1. (58)
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Utilizing Lemma 1 yields eT
2 A2D̃1 ≤ 1

2
eT

2 A2
2e2 +

1
2

D̃T
1 D̃1. Then, (58) can be rewritten as

LW2 =− eT
2 h21 A2ȷ−1

2 e2 − eT
2 h21 A2ℓ−1

2 e2 + eT
2 A2

(
−1

2
A2Λ−2

2 e2

A2e2 + D̃1 −
1
4

e2

)
+

ξ1

γ1
tr(ϖT

1 ϖ̂1) + ||D∗
1 ||2 +

3
4

+ ||Φ1||2 + ˜̄DT
1 (K

T
1 P1 + P1K1 + P2

1 + ϑ2
1 I3r + G1)

˜̄D1. (59)

where G1 = diag{1
2

I3 : 03; · · · , 03} ∈ ℜ3r×3r.

To determine Tmr, ϕd and θd, from Σ1 = RFV ∈ ℜ3 = [Σ11, Σ12, Σ13]
T, one has:

θd = arctan[(Σ11 cos ψd + Σ12 sin ψd)/Σ13]

ϕd = arctan[cos θd(Σ11 sin ψd − Σ12 cos ψd)/Σ13]

Tmr = −Σ13/(cos ϕd cos θd).

(60)

Step 3: Considering (24) and (25), (30) and (31) obtains

de3 = (He4 − δ̇3 + α2 + kρ3 ρ3)dt. (61)

The Lyapunov function is designed as

W3 =
1
4
(eT

3 e3)
2. (62)

Invoking (71) and (72) produces

LW3 ≤eT
3 A3(He4 − δ̇3 + α2 + kρ3 ρ3), (63)

where A3 = diag{e31; e32; e33}.
Invoking Lemma 1, one can obtain

eT
3 A3He4 ≤ 3

4
eT

3 A3H4e3 +
1
4

eT
4 A4e4, (64)

where A4 = diag{e41; e42; e43}.
By employing (73)–(76), one yields

LW3 ≤eT
3 A3(−δ̇3 + kρ3 ρ3 + α2 +

3
4

H4e3) +
1
4

eT
4 A4e4. (65)

Choose the virtual controller as

α2 = −h31 A2ȷ−1
3 e3 − h32 A2ℓ−1

3 e3 + δ̇3 − kρ3 ρ3 −
3
4

H4e3. (66)

Substituting (80) into (78) yields

LW3 ≤eT
3 A3(−δ̇3 + kρ3 ρ3 +−h31 A2ȷ−1

3 e3 − h32 A2ℓ−1
3 e3 + δ̇3

− kρ3 ρ3 −
3
4

H4e3 +
3
4

H4e3) +
1
4

eT
4 A4e4

=− eT
3 h31 A2ȷ−1

3 e3 − eT
3 h32 A2ℓ−1

3 e3 +
1
4

eT
4 A4e4. (67)

Step 4: According to (3), (25) and (31), one can be obtain

de4 = (−Fµ + Λ−1
2 ϖT

2 Ξ2 + J−1Σ2 + D2 − δ̇4 + kρ4 ρ4)dt. (68)
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In order to approximate the external disturbances D2, the HODO is constructed as

D̂1 = η21 + k21X2,

η̇21 = −k21

(
−Fµ + J−1Σ2 + D̂2 + Λ−1

2 ϖT
2 Ξ2

)
+ ˙̂D2,

˙̂D2 = η22 + k22X2,

η̇22 = −k22

(
−Fµ + J−1Σ2 + D̂2 + Λ−1

2 ϖT
2 Ξ2

)
+ ¨̂D2,

· · ·
D̂(r−1)

2 = η2r + k2rX2,

η̇2r = −k2r

(
−Fµ + J−1Σ2 + D̂2 + Λ−1

2 ϖT
2 Ξ2

)
,

(69)

where D̂2 ∈ ℜ3, ˙̂D2 ∈ ℜ3, . . . , D̂(r−1)
2 ∈ ℜ3 are the estimates of D2, Ḋ2, . . . , D(r−1)

2 . η2r ∈ ℜ3

are auxiliary variables, k2r ∈ ℜ3×3 ≻ 0 are design matrices and Ẋ2 = −Fµ + J−1Σ2 +

Λ−1
2 ϖT

2 Ξ2 + D2.

Defining ˜̄D2 = [D̃T
2 , ˙̃D

T
2 , . . . , (D̃r−1

2 )T]T with D̃s
2 = Ds

2 − D̂s
2, (s = 1, 2, · · · , r − 1), then

one can obtain
˙̄̃D2 = K2D̃2 + D∗

2 + K∗
2 ΦT

2 Ξ∗
2 , (70)

where K∗
2 = diag{k21; k22; · · · , k2r},

D∗
2 =



0

0

...

Dr
2


, K2 =



k21 I3 · · · 0 0

k22 03 I3 · · · 03

...
...

... · · ·
...

k2r 03 03 · · · 0


,

and K2 is a Hurwitz matrix. Thus, there are positive definite matrices P2 = PT
2 ∈ ℜ3r×3r,

and one can obtain

KT
2 P2 + P2K2 = −Q2, (71)

where Q2 = QT
2 ∈ ℜ3r×3r is a positive definite matrix.

The Lyapunov function is constructed as

W4 =
1
4
(eT

4 e4)
2 + ˜̄DT

2 P2
˜̄D2 +

1
2γ2

tr(ϖ̃2ϖ̃2). (72)

Taking the derivative of W4 yields

LW4 ≤eT
4 A4(−Fµ + Λ−1

2 ϖT
2 Ξ2 + D2 − δ̇4 + kρ4 ρ4)

+
3
2

eT
2 e2GT

µ Gµ − 1
γ2

tr(ϖ̃T
2

˙̂ϖ2) + 2 ˜̄DT
2 P2D∗

2

+ ˜̄DT
2 (K

T
2 P2 + P2K2) ˜̄D2 + 2 ˜̄DT

2 P2K∗
2 ΦT

2 Ξ∗
2 , (73)

Employing Lemma 1, one can obtain
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2 ˜̄DT
2 P2D∗

2 ≤ ˜̄DT
2 P2

2
˜̄D2 + ||D∗

2 ||2, (74)
3
2

eT
4 e4GT

µ Gµ ≤ 3
4

eT
4 A4e4||Gµ||4 +

3
4

, (75)

2 ˜̄DT
2 P2K∗

2 ΦT
2 Ξ∗

2 ≤ ϑ2
2|| ˜̄D2||2 + ||Φ2||2, (76)

where ||P2|| · ||K∗
2 || · ||Ξ∗

2 || ≤ ϑ2.
Then, (73) can be rewritten as

LW4 ≤eT
4 A4

(
−Fµ + J−1Σ2 + Λ−1

2 ϖT
2 Ξ2 + D2 − δ̇4 + kρ4 ρ4

+
3
4

e4||Gµ||4
)
− 1

γ2
tr(ϖ̃T

2
˙̂ϖ2) + ||D∗

2 ||2 + ||Φ̃2||2

+ ˜̄DT
2 (K

T
2 P2 + P2K2 + P2

2 + ϑ2
2 I3r) ˜̄D2 +

3
4

, (77)

Select the adaptive law and actual controller as

˙̂ϖ2 = γ2Ξ2eT
4 A4Λ−1

2 − ξ2ϖ̂2, (78)

Σ2 = J−1
(
−h41 A2ȷ−1

4 e4 − h42 A2ℓ−1
4 e4 + δ̇4 − kρ4 ρ4 + Fµ

−1
4

e4 − Λ−1
2 ϖ̂T

2 Ξ2 − D̂2 −
1
2

A4e4 −
3
4

e4||Gµ||4
)

. (79)

Substituting (78) and (79) into (77) yields

LW4 ≤eT
4 A4(−Fµ − h41 A2ȷ−1

4 e4 − h42 A2ℓ−1
4 e4 + δ̇4 − kρ4 ρ4 + Fµ

− 1
4

e4 − Λ−1
2 ϖ̂T

2 Ξ2 − D̂2 −
1
2

A4e4 −
3
4

e4||Gµ||4 + Λ−1
2 ϖT

2 Ξ2

+ D2 − δ̇4 + kρ4 ρ4 +
3
4

e4||Gµ||4)−
1

γ2
tr(ϖ̃T

2 (γ2Ξ2eT
4 A4Λ−1

2 − ξ2ϖ̂2))

+ ||D∗
2 ||2 + ||Φ̃2||2 + ˜̄DT

2 (K
T
2 P2 + P2K2 + P2

2 + ϑ2
2 I3r) ˜̄D2 +

3
4

=− eT
2 h41 A2ȷ−1

4 e4 − eT
4 h41 A2ℓ−1

4 e4 +
ξ2

γ2
tr(ϖT

2 ϖ̂2) + eT
4 A4

(
A4e4 + D̃2 −

1
4

e4

)
+ ||D∗

2 ||2 +
3
4
+ ||Φ2||2 + ˜̄DT

2 (K
T
2 P2 + P2K2 + P2

2 + ϑ2
2 I3r) ˜̄D2. (80)

Utilizing Lemma 1 yields eT
4 A4D̃2 ≤ 1

2
eT

4 A2
4e4 +

1
2

D̃T
2 D̃2. Then, (80) can be rewritten as

LW4 =− eT
4 h41 A2ȷ−1

4 e4 − eT
4 h41 A2ℓ−1

4 e4 + eT
4 A4

(
−1

2
A4Λ−2

2 e4

A4e4 + D̃2 −
1
4

e4

)
+

ξ2

γ2
tr(ϖT

2 ϖ̂2) + ||D∗
2 ||2 +

3
4

+ ||Φ2||2 + ˜̄DT
2 (K

T
2 P2 + P2K2 + P2

2 + ϑ2
2 I3r + G2) ˜̄D2. (81)

where G2 = diag{1
2

I3 : 03; · · · , 03} ∈ ℜ3r×3r.

4. Stability Analysis

This section provides the following theorem to perform the effectiveness of the controller.
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Theorem 2. For the uncertain UAH system with random disturbances and external disturbances.
If the second-order DSC is selected as (14), the virtual controller and actual controller are selected
as (44), (57), (66) and (79), the adaptive laws are constructed as (56) and (78), the command
filters are provided as (14), (26)–(29) and the HODOs are designed as (47) and (69), then based
on the SPA, the proposed control scheme ensures that all states of the unmanned helicopter are
semi-globally fixed-time stable in probability. In addition, the convergence time only depends on the
designed parameters.

Proof. Defining W = ∑4
j=1 Wi, one has

LW ≤− a1

4

∑
j=1

eT
j A2ȷ−1

j ej − a1

4

∑
j=1

eT
j A2ℓ−1

j ej + a1

2

∑
j=1

1
γj

tr(ϖT
j ϖ̂j)

− a1

2

∑
j=1

( ˜̄DT
j Pj
˜̄Dj)

2 + M1, (82)

where a1 = min{λmin(hj1), λmin(hj2), (j = 1, 2, 3, 4). ξ j, λmin(KT
j Pj + PjKj + P2

j + ϑ2
j I3r +

Gj)/(λmax(Pj))
2, (j = 1, 2)} M1 = ∑2

j=1(||D∗
j ||2 + ||Φ2||2) + 3/2.

Employing Lemma 1, one can obtain

tr(ϖT
j ϖ̂j) ≤

1
2

tr(ϖT
j ϖj)−

1
2

tr(ϖ̃T
j ϖ̃j). (83)

Then, (82) can be rewritten as

LW ≤− a2

4

∑
j=1

eT
j A2ȷ−1

j ej − a2

4

∑
j=1

eT
j A2ℓ−1

j ej − a2

2

∑
j=1

1
γj

tr(ϖ̃T
j ϖ̃j)

− a2

2

∑
j=1

( ˜̄DT
j Pj
˜̄Dj)

2 + M2, (84)

where a2 = min{a1,
1
2

a1}, M2 = M1 + ∑2
j=1

1
2

tr(ϖT
j ϖj).

Employing Lemma 4 yields

−a2

4

∑
j=1

eT
j A2ȷ−1

j ej ≤ −4ȷa2

(
1
4
(eT

j ej)
2
)ȷ

, (85)

−a2

4

∑
j=1

eT
j Bℓ

j A2ℓ−1
j ej ≤ −4ℓ121−ℓa2

(
1
4
(eT

j ej)
2
)ℓ

. (86)

Invoking (84)–(86) yields

LW ≤− a3

4

∑
j=1

(
1
4
(eT

j ej)
2
)ȷ

− a3

4

∑
j=1

(
1
4
(eT

j ej)
2
)ℓ

− a3

2

∑
j=1

1
γj

tr(ϖ̃T
j ϖ̃j)− 2a3

2

∑
j=1

( ˜̄DT
j Pj
˜̄Dj)

2 + M2

− a3

(
2

∑
j=1

1
2γj

tr(ϖ̃T
j ϖ̃j)

)ȷ

− a3

(
2

∑
j=1

˜̄DT
j Pj
˜̄D2

j

)ȷ

+ a3

(
2

∑
j=1

1
2γj

tr(ϖ̃T
j ϖ̃j)

)ȷ

+ a3

(
2

∑
j=1

˜̄DT
j Pj
˜̄D2

j

)ȷ

. (87)
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where a3 = min{a2/2, 4ȷa2, 4ℓ12(1−ℓ)a2}.
Employing Lemma 1, one can obtain

a3

(˜̄DT
j Pj
˜̄Dj

)ȷ

≤ a3(1 − ȷ)ȷ
ȷ

1−ȷ +
2

∑
j=1

( ˜̄DT
j Pj
˜̄Dj)

2, (88)

a3

(
2

∑
j=1

1
2γj

tr(ϖ̃T
j ϖ̃j)

)ȷ

≤ a3(1 − ȷ)ȷ
ȷ

1−ȷ +
2

∑
j=1

1
2γj

tr(ϖ̃T
j ϖ̃j). (89)

Invoking (88) and (89), (87) can be rewritten as

LW ≤− a3

(
1
4
(eT

j ej)
2
)ȷ

− a3

(
1
4
(eT

j ej)
2
)ℓ

− a3

2

∑
j=1

1
2γj

tr(ϖ̃T
j ϖ̃j)− a3

2

∑
j=1

( ˜̄DT
j Pj
˜̄Dj)

2 + M3

− a3

(
2

∑
j=1

1
2γj

tr(ϖ̃T
j ϖ̃j)

)ȷ

− a3

(
2

∑
j=1

˜̄DT
j Pj
˜̄Dj

)ȷ

. (90)

where M3 = M2 + 2a3(1 − ι)ι
ι

1−ι .

Assuming ( ˜̄DT
j Pj
˜̄Dj)

2 ≤ 1 and tr(ϖT
j ϖj) ≤ 2γj, then one can obtain

−
2

∑
j=1

( ˜̄DT
j Pj
˜̄Dj)

2 ≤
(

2

∑
j=1

( ˜̄DT
j Pj
˜̄Dj)

2

)ℓ

, (91)

−
2

∑
j=1

1
2γj

tr(ϖ̃T
j ϖ̃j) ≤

(
2

∑
j=1

1
2γj

tr(ϖ̃T
j ϖ̃j)

)ℓ

. (92)

Employing (91) and (92), (90) can be rewritten as

LW ≤− a3

(
1
4
(eT

j ej)
2
)ȷ

− a3

(
1
4
(eT

j ej)
2
)ℓ

− a3

(
2

∑
j=1

˜̄DT
j Pj
˜̄Dj

)ℓ

− a3

(
4

∑
j=1

1
2γj

tr(ϖ̃T
j ϖ̃j)

)ℓ

− a3

(
4

∑
j=1

1
2γj

tr(ϖ̃T
j ϖ̃j)

)ȷ

− a3

(
2

∑
j=1

˜̄DT
j Pj
˜̄Dj

)ȷ

+ M3

=− KV ȷ − LVℓ + M. (93)

where K = a3, L = 31−ℓa3, M = M3.
The proof is concluded.

5. Simulation

Some necessary parameters are provided, including the following: assume that the
unmanned helicopter has 10% uncertainties. The random disturbance coefficient matrices
and external disturbance are provided as follows:
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GV =


0.03Yψ

0.1cos(0.3ψ)

0.006sin(0.6Z)

, Gµ =


0.01uw

0

0.02sin(0.1w)

,

d1 =


1.6cos(0.1t − 2)

0.5sin(0.1t + 0.3)

0.4cos(0.3t) + 0.1cos(0.1t)

, d2 =


10sin(0.1t)

5sin(0.1t + 0.3)

4cos(0.3t) + 1cos(0.1t)

.

Table 1 provides the necessary parameters.

Table 1. Fuselage parameters.

Symbol Value Unit

g 9.8 m/s2

m 800.0 kg
(JX , JY , JZ) (358.4, 777.9, 601.4) kg · m2

The desired parameters are provided as ȷ = 0.8, ℓ = 1.1, h11 = 0.1diag{1; 1; 1},
h12 = 4diag{1; 1; 1}, h21 = 0.01diag{1; 1; 1}, h22 = 1diag{1; 1; 1}, h31 = 0.1diag{1; 1; 1},
h32 = 16diag{1; 1; 1}, h41 = 0.01diag{1; 1; 1}, h42 = 6diag{1; 1; 1}, σ1 = 1diag{1; 1; 1},
σ2 = 0.1diag{1; 1; 1}, Γ1 = 5diag{1; 1; 1}, Γ2 = 0.3diag{1; 1; 1}, Γ3 = 1diag{1; 1; 1},
Γ4 = 0.1diag{1; 1; 1}, kρ1 = kρ2 = kρ3 = kρ4 = 2diag{1; 1; 1}, Λ1 = Λ2 = 3diag{1; 1; 1},
k11 = k12 = 2diag{1; 1; 1}, k21 = 1.5diag{1; 1; 1}, k22 = 4diag{1; 1; 1}, γ1 = 1, γ2 = 6,
ξ1 = ξ2 = 1, ν1 = 0.5, ν2 = ν3 = 1 and ν4 = 0.2.

For FLS used in this paper, choose the number of rules k = 11, and the fuzzy member
functions are chosen as

Π = exp
(
−(h̄i − 12 + 2i)

102

)
, j = 1, 2, , . . . , 6 (94)

Π = exp
(
−(h̄i − 36 + 2i)

402

)
, j = 7, 8, , . . . , 12 (95)

where i = 1, 2, . . . , 11.[h̄1, h̄2, h̄3, h̄4, h̄5, h̄6, h̄7, h̄8, h̄9, h̄10, h̄11, h̄12, ]T = [X, Y, Z, u, v, w, ϕ, θ,
ψ, p, q, r]T.

The initial conditions, desired signals and state constraints are provided in Table 2.
According to the information above, the following figures illustrate the performance

of the control scheme.
Figures 3–10 are the state tracking responses of the UAH under the system uncertain-

ties and multisource disturbances, Figures 3–10 correspond to the position, velocity, angle
and angular velocity tracking curves of the UAH, respectively. It can be observed from
Figures 3 and 7–9 that the position P and attitude Ω of the UAH system are restricted within
the time-varying security boundaries, and because of the time-varying margins, P and Ω
always maintain a certain range with the security boundaries, which further improves the
security of UAH. In addition, the velocity and angular velocity of the UAH system can
track the desired signals accurately and quickly, which also meets the requirements of the
actual system for fast, accurate and stable.
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Table 2. Parameters of simulation.

Symbol Value Unit

Xd 8 + 3cos(0.1t + 0.1) + 4sin(0.2t + 0.8) m
Yd 4cos(0.01t + 1) + 8sin(0.06t) m
Zd −12 − 10cos(0.1t + 2)− 2sin(0.05t) m
ψd 0 deg

Xup 14 + 1sin(0.1t) m
Xlow 3 + 0.6cos(0.02t)− 1sin(0.2t) m
Yup 9 − 1.2cos(0.1t) m
Ylow −7 + 1sin(0.06t) m
Zup −2 m
Zlow −22 + 1cos(0.7t) m
ϕup 11.5 + 1.15sin(0.1t) deg
ϕlow −11.5 − 5.7cos(0.06t) deg
θup 114.6 − 11.5cos(0.08t + 0.2) deg
θlow 45.8 deg
ψup 17.2 deg
ψlow −17.2 deg
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Figure 3. Tracking performance of X-axis.

0 20 40 60 80 100 120 140 160 180

Time (s)

-10

-5

0

5

10

15

Figure 4. Tracking performance of Y-axis.
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Figure 5. Tracking performance of Z-axis.

Figure 6. Tracking performance of velocity.

Figure 7. Tracking performance of ϕ.
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Figure 8. Tracking performance of θ.
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Figure 9. Tracking performance of ψ.

Figure 10. Tracking performance of angular velocity.
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Figure 11 stands for the inputs of the system, where, Tmr, ΣX , ΣX and ΣZ represent the
main rotor pull, yaw moment, pitching moment and rolling moment of UAH, respectively.
They work together to realize various maneuvers of the UAH in three-dimensional space.
In addition, it can be observed that although there are large vibrations in the T = 0 s, they
can quickly reach stability, and meet the output range of the actual system.

Figure 11. Control inputs of the designed scheme.

Figures 12 and 13 show the tracking errors of position, velocity, angle and angular
velocity, respectively. It can be observed that all states of the closed-loop system converge
the desired region in fixed-time even through suffering the time-varying safety boundary
constraints, stochastic disturbances and external disturbances.

Figures 14 and 15 are the tracking responses of the d1, d2 and d̂1, d̂2. Due to the influ-
ence of random disturbance, although there are pulses in the observation process of HODO,
the designed observer can still observe the external disturbances quickly and accurately.
In addition, compared with the traditional NDO, the HODO obtains the unbiased estimate
of the time derivatives of external disturbances, which further improves the observation ac-
curacy of the observer. In order to show the change in the flight trajectory of the unmanned
helicopter more clearly, Figure 16 provides a three-dimensional diagram.

Figure 12. Tracking performance of position subsystem.
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Figure 13. Tracking performance of attitude subsystem.

Figure 14. Tracking performance of d1.

Figure 15. Tracking performance of d2.
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Figure 16. Three-dimensional trajectory diagram.

In addition, in order to show the performance and effect of the designed controller,
we provide a comparative experiment, as shown in Figure 17, taking X as an example,
which contains the tracking curve obtained by different control methods. It can be observed
that although X of the proposed control scheme without FLS can track the desired signal,
the oscillation is more severe. X of the control scheme without SPA will cause the UAH
system to cross the safety boundaries, which may cause the UAH to collide with the
obstacle boundaries during operation or coincide with the airframe crash. Though X of the
proposed method in [25] can make the output tracking the desired signal, there is slightly
larger error. Although the method proposed by [43] can quickly track the desired signal,
FTDO has no way to determine an unbiased estimate of the disturbance, resulting in a
slightly larger error. The X of the control scheme without HODO can hardly accurately
track the time-varying safety expectation signal. In order to make the comparison more
clear, we provide Table 3, including the maximum X-axis error and convergence time
information under different methods, which clearly shows the superiority of the control
strategy proposed in this paper.

Figure 17. Tracking performance of X under different control schemes.
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Table 3. The maximum error and convergence time of different methods in the X-axis.

Control Method max
t∈[0, 180]s

|X (m)| Convergence Time (s)

proposed control scheme 12.5 2.5
without FLS 13 2.8

without HODO 16 −
proposed schene in [25] 8 10

proposed control scheme in [43] 13.2 2

It can be seen from the results presented in the above figures that the control scheme
has good control performance for unmanned helicopters with system uncertainties, random
disturbances and external disturbances.

6. Conclusions

An HODO-based adaptive safety fixed-time tracking control scheme is constructed for
the uncertain UAH under random disturbances and external disturbances. In order to keep
P and Ω constraints within the real-time security boundaries, the SPA is proposed, which
can ensure the safety of the unmanned helicopter first when the system state conflicts
with the security boundaries. The second-order DSC is utilized to ensure the desired
safety signals are continuously differentiable. Then, the system uncertainties and the
external disturbances are approximated by FLS and HODO. The Itô differential equation
is utilized to solve the stochastic disturbances. Based on the fixed-time stability theory,
the combination of the adaptive backstepping technique and Lyapunov stability theory,
all signals of the unmanned helicopter are semi-globally fixed-time stable in probability.
The compensation mechanism is utilized to weaken the impact of the filter error. In addition,
the convergence time only depends on the devised parameters. Finally, the simulations
prove the performance of the proposed control scheme. Therefore, the problem of parameter
adjustment and optimization of fixed-time theory of unmanned helicopters under discrete
time needs further study.
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