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Abstract: In this paper, we present the exploration of indoor positioning technologies for UAVs, as
well as navigation techniques for path planning and obstacle avoidance. The objective was to perform
warehouse inventory tasks, using a drone to search for barcodes or markers to identify objects. For the
indoor positioning techniques, we employed visual-inertial odometry (VIO), ultra-wideband (UWB),
AprilTag fiducial markers, and simultaneous localization and mapping (SLAM). These algorithms
included global positioning, local positioning, and pre-mapping positioning, comparing the merits
and drawbacks of various techniques and trajectories. For UAV navigation, we combined the SLAM-
based RTAB-map indoor mapping and navigation path planning of the ROS for indoor environments.
This system enabled precise drone positioning indoors and utilized global and local path planners to
generate flight paths that avoided dynamic, static, unknown, and known obstacles, demonstrating
high practicality and feasibility. To achieve warehouse inventory inspection, a reinforcement learning
approach was proposed, recognizing markers by adjusting the UAV’s viewpoint. We addressed
several of the main problems in inventory management, including efficiently planning of paths, while
ensuring a certain detection rate. Two reinforcement learning techniques, AC (actor—critic) and PPO
(proximal policy optimization), were implemented based on AprilTag identification. Testing was
performed in both simulated and real-world environments, and the effectiveness of the proposed
method was validated.

Keywords: UAV; indoor positioning; path planning; warehouse inventory inspection; reinforcement
learning

1. Introduction

In recent years, drone-related technologies have attracted widespread attention across
various fields. Drones are known for their light weight, flexibility, low cost, and effi-
ciency, which allows them to perform diverse tasks, without the requirement of hu-
man intervention. The rapid development and potential applications of these technolo-
gies have received close interest from academia and industry alike. The various ap-
plications of drones include disaster monitoring, environmental surveillance, agricul-
ture, logistics, security monitoring, etc. With the continuous development of drone tech-
nologies, they have immense potential for applications in many fields. However, it is
worth noting that most current applications are outdoor-based, predominantly due to
the limited availability of indoor positioning techniques. As demand for indoor usage
of drones increases, precise positioning and stable flight control become crucial for pro-
moting indoor drone applications. Thus, in this paper, we study and explore indoor
drone positioning and path planning technologies, to enhance flight accuracy and con-
trol capabilities in indoor environments. This enables more diverse indoor drone appli-
cations, to meet demands across different domains. Moreover, an inventory manage-
ment system based on the development of UAVs with reinforcement learning techniques
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was developed (Codes are available at https:/ /github.com/kellen080/Navigation and
https:/ /github.com /kellen080/Indoor_Positioning (accessed on 26 May 2024)).

Indoor positioning refers to technology that achieves precise location tracking of a
mobile device (such as a drone or a smartphone) or people within buildings or other
enclosed spaces. Compared to outdoor positioning technology (such as GNSS), indoor
positioning techniques face greater challenges, due to complex indoor environments, in-
cluding signal interference and the inability to rely on satellite-based positioning. Typically,
a combination of techniques such as visual features, inertial measurement units, and si-
multaneous localization and mapping (SLAM) are used to achieve redundant and accurate
indoor positioning. Current popular approaches include the use of wireless signals, fiducial
markers, inertial measurement units, and simultaneous localization and mapping from
environmental perception.

Path planning is generally used in robotics and autonomous navigation, to derive a
path from a starting point to a destination, while considering the obstacles and possible
constraints in the environment. The goal is to determine the optimal trajectory or path that is
safe, efficient, and satisfies specific conditions. Path planning is applied in various domains,
such as robotics, autonomous navigation, and unmanned aerial vehicles (drones) [1].

Reinforcement learning has been investigated for decades, and it has proven its
effectiveness in playing many video games [2]. Since its operations and strategy are similar
to the applications of UAVs, it has gradually become adopted for flight control, to perform
specific tasks. For the use in warehouse inventory, it is possible to let the UAVs learn
how to move with a certain viewing angle and recognize items of interested [3]. With
the deployment of UAVs, a warehouse inventory system can then access dangerous or
hard-to-reach places. On the other hand, reinforcement learning is a method based on the
interaction with environments to obtain feedback. The advantage of this machine learning
approach is that the input data do not need to be labeled. Despite the requirement of a
long training time, it has been successfully used in many real-world scenarios. Among
reinforcement learning strategies, this paper adopts AC (actor—critic) [4] and PPO (proximal
policy optimization) [5] to construct environmental conditions, action generation, scoring
methods, etc. for training. In our application, the design of the environmental conditions
involves feature extraction of images. Based on the current situation, two types of action
are generated: moving, or changing the camera angle. In addition to performing the basic
task of tag identification, scoring also includes other auxiliary methods, such as considering
the operation cost.

2. Related Works
2.1. Indoor Localization and Path Planning

Commonly adopted techniques utilizing wireless signals to measure the position and
orientation of an object in indoor environments include UWB (ultra-wideband) [6], BLE
(Bluetooth low energy) [7], and Wi-Fi [8]. Usually, these approaches measure signal-based
parameters such as the time of arrival (TOA), time difference of arrival (TDOA), two-way
ranging (TWR), or angle of arrival (AOA). Based on the principles of triangulation, signal
propagation models, or fingerprint data, the location of objects can be calculated. The
advantages of these methods include low power consumption, cost-effectiveness, and easy
deployment and maintenance. They have effectively addressed issues related to multi-path
effects [9] and signal penetration through obstacles, providing high accuracy and reliability
in positioning. These technologies find applications in various fields, including navigation,
tracking, security, and smart homes.

Fiducial markers are small and distinctive patterns or symbols used as reference points
in computer vision systems. They are placed in an environment to assist the system in
determining the position and orientation of objects when the system has difficulty solely
relying on the appearance of the objects for localization. Fiducial markers find numerous
applications in fields such as robotics, augmented reality, and computer vision, including
indoor positioning, robot navigation, and architectural measurements, etc. In general,
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fiducial markers possess characteristics such as fixed positions, prominent features, and
uniqueness. Fiducial markers can present various forms, including 2D or 3D patterns,
or simple colored dots. Among them, the most common types of fiducial markers are
2D barcode-like patterns, such as AprilTag [10], ArUco [11], and ARToolKit [12]. The
markers can be scanned or recognized by sensors like cameras and radars, and their known
geometric structures and sizes are used to determine their positions and orientations within
the scene.

Visual-inertial odometry (VIO) is a positioning technology utilizing both cameras
and inertial measurement units (IMU). A camera provides a series of image data, while
the IMU measures the acceleration and angular velocity of the device. The key to VIO
techniques lies in fusing the data from camera and IMU to eliminate the drift issues com-
monly encountered when using visual odometry (VO) alone. Specifically, VIO fuses the
visual information from a camera with the acceleration and gyroscope data from an IMU
to obtain a more accurate camera trajectory, enabling precise and robust tracking of the
device’s motion over time. VIO technology offers advantages such as high accuracy and
real-time performance, allowing it to operate in real time in various environments. Conse-
quently, VIO has widespread applications in many fields, such as computer vision, robotics,
and autonomous navigation. Commonly adopted VIO techniques include OKVIS [13],
MSCKEF [14], and ROVIO [15].

Simultaneous localization and mapping (SLAM) is a computational technique used
in robotics and computer vision. The objective is to construct an environment map and
simultaneously estimate a robot’s or sensor’s position in the unknown environment using
information sensed by the moving robot or sensors (such as stereo cameras, radars, and
LiDARs). In an unknown space, SLAM techniques enable a robot to detect its own pose in
real time, while simultaneously creating a detailed map during the process. Over the years,
SLAM has garnered widespread attention and research. Some popular SLAM techniques
include RTAB-Map [16], VINS-Mono [17], and ORB-SLAM?2 [18]. Implementing a SLAM
system is complex and requires consideration of various factors, such as sensor accuracy
and environmental uncertainty. Nevertheless, SLAM is crucial for achieving autonomous
navigation in mobile robotics and has significant applications in unmanned aerial vehicles
(drones), autonomous vehicles, and robotic systems [19].

Global path planning typically involves generating maps or representations of the
environment. It utilizes search algorithms to find an optimal path in a robot’s configuration
space, while avoiding obstacles and adhering to environmental constraints as much as
possible. Real-time environmental influences and the robot’s actual motion state are not
taken into account in general. Global path planning is an offline process. It requires
path planning and map building before the robot is set in motion. This allows the robot to
quickly obtain path planning results during task execution, to avoid encountering unknown
obstacles that may lead to mission failure. In global path planning, the structure and layout
of the environment are typically considered as a whole, including the starting and ending
positions, map information, constraint conditions, cost functions, and other information. A
few commonly used approaches include graph-based methods [20], genetic-algorithm-based
methods [21], and deep-learning-based methods [22]. The output is usually a high-level path
or trajectory, followed by a low-level controller or motion planner to execute the planned path.

Local path planning refers to the process of calculating the next action the robot will
take based on its current position, orientation, and information about the surrounding
environment during its movement. It is used to determine the optimal path or trajectory for
a moving object in a small region of the environment, usually around the object’s current
position, to enable a robot to reach the target point, while ensuring flight safety. In practice,
global path planning and local path planning are often combined. Global path planning
determines the general direction for the movement, while local path planning continuously
adjusts the robot’s motion trajectory in real time during its movement. Some well-known
local path planning techniques include the dynamic window approach (DWA) [23], artificial
potential field [24], and methods based on virtual constraints [25].
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2.2. Warehouse Inventory Inspection

Currently, the logistics industry is extremely developed, and a number of solutions
have been investigated for warehouse management. Among them, warehouse inventory is
considered a specifically important part of warehouse management. The main task is to
confirm the correct quantity and types of cargoes. To ensure the correctness and traceability
of quantity, it is necessary to have a timely update of the records of cargo. In conventional
methods, stocktaking is generally carried out manually, which is a time-consuming, labor-
intensive, and error-prone task. Nevertheless, automated solutions have been introduced
for warehousing systems in the process of industrial automation, to improve efficiency and
reduce costs. Techniques for reducing inventory time include the use of new scanning and
sensing technologies, and robot guidance planning, etc.

In [26], Kalinov et al. presented an autonomous heterogeneous robot system for
warehouse inventory [26]. The tasks of UGRs (unmanned ground robot) and UAVs include
global positioning, navigation, and barcode scanning. In addition to regular cameras,
an UAV is equipped with a laser scanner for barcode scanning. It flies above the UGR
for power supply and data transmission. For real-time barcode detection and reading,
convolutional neural networks (CNNs) are commonly adopted [27]. Once the barcode
location with respect to the UAV is known, it can be used to generate a barcode map and
optimize the path for inventory investigation [28]. In most applications, the motion path of
the UAV can be derived using the traveling salesman problem, and unconfirmed barcodes
can be used for future path planning [29]. Once new barcodes have been detected, they will
be verified and included to the database, followed by positional updating and trajectory
optimization of the UAV.

Cristiani et al. presented an inventory management system using mini-drones [30].
Their proposed architecture consists of four parts: an intelligent warehouse, one or more
drones, a ground control station (GCS), and a ground charging station (GRS). The intelligent
warehouse contained shelves, aisles, and cargo with unique labels. A ground control station
was used to control the flight path, as well as transmit the inventory data over WiFi. When
performing the scanning task, the UAV moves vertically in a zigzag shape to detect the
labels on all shelf units. Yoon et al. presented a technique to scan products and estimate
the 3D position of a drone [31]. Barcodes were detected with a trained segmentation
model. They reported good success rates on localization of QR codes. More recently,
Rhiat et al. presented the idea of a “smart shelf”, to optimize inventory management [32].
They employed a mobile robot with gripper for navigation and manipulation. iBeacon and
RFID were used to identify the items on the shelf.

The application scenario of the proposed inventory management system contained
storage boxes placed on a double-layer shelf. Unlike most developments for warehouse
inventory [33,34], our target items are placed randomly with AprilTags [35] attached for
detection and recognition. Due to the motion path of the UAV, the AprilTags might be
blocked from certain camera viewpoints. In this paper, we propose a path planning method
based on partially observable markers, with identification via orientation estimation of a
camera. The ROIs (regions of interest) are first identified using an object detection network,
with consideration of various factors including occlusion, image blur, visible size, and 3D
pose. In addition, K-means clustering is adopted to group the feature points and predict
the location of the AprilTag. With an implementation based on AprilTag 2 [36], we are able
to perform detection at a high frame rate for far range markers.

3. Localization and Navigation

The proposed method includes two components: indoor mapping and localization,
and path planning with obstacle avoidance. For indoor mapping and localization, various
global and local indoor positioning techniques, including UWB, QVIO, AprilTag, and
RTAB-Map SLAM, are used for multi-sensor fusion. The system architecture is shown in
Figure 1, with the indoor positioning module on the left. We also demonstrated indoor
localization trajectories, and compared the performance of each sensor. For path planning



Drones 2024, 8, 220

50f26

and obstacle avoidance, the ROS (robot operating system) Navigation Stack’s global path
planner is utilized to find the optimal path, while the local path planner is used to avoid
unknown obstacles, as illustrated in the center of Figure 1. The integration of RTAB-
Map [16], a visual feature-based indoor localization technique, was carried out, reducing
costs by using a low-cost camera. Finally, this was integrated with MAVROS, PX4 Autopilot,
and QGroundControl, enabling the unmanned aerial vehicle (UAV) to fly autonomously.
As shown on the right of Figure 1, the system achieves indoor mapping, localization, path
planning, and obstacle avoidance capabilities.

/ Indoor Positioning \ Navigation Experiment
i R_OS Virtual
uwB Navigation Stack Environment
\ J Dijkstra

( ) Global Planner Navigation

I

oo
L Y, \M/ Real-World

Environment

AprilTag RTAB-Map Indoor
N > Localization Mode Positioning
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RTAB-Map —
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( N
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Figure 1. The system architecture of our localization and navigation technique for UAVs. It consists

of two components, indoor mapping and localization, and path planning with obstacle avoidance. In
indoor mapping and localization, various global and local indoor positioning techniques, including
UWB, QVIO, AprilTag, and RTAB-Map SLAM, are used for multi-sensor fusion.

3.1. Indoor Mapping and Positioning

The experiments of this work were conducted in a laboratory environment with
dimensions of 8 m in length, 7 m in width, and 2.5 m in height. The environment setup
included using items with rich visual features, obstacles used for drone obstacle avoidance
testing, placing UWB anchors around the perimeter of the environment, and having
AprilTag positioning markers mounted on the ceiling. These settings were used to test
and validate the indoor positioning and navigation algorithms. For indoor mapping and
localization, many positioning methods were compared, as depicted in Figure 2. After
the environment had been set up, the different positioning techniques were activated, and
the pose obtained from each sensor was converted into a path. Finally, the paths were
displayed on RViz for visualization.

We used the mvVISLAM (machine vision Visual-Inertial SLAM) algorithm, QVIO (Qual-
comm VIO), provided by Qualcomm machine vision SDK (mvSDK) as our local positioning
method. QVIO employs an extended Kalman filter (EKF) to fuse data from the IMU and cam-
era tracking, which results in 6 DOF pose estimation with real-world coordinates. Utilizing a
fish-eye tracking camera mounted at a 45-degree downward angle on the front of the drone,
visual feature extraction was performed on the captured images. In the experiments, it was
observed that even though the images could include the drone’s landing gear, the stability of
the QVIO (visual-inertial odometry) system was not significantly affected, as long as there
were sufficient feature points in the images. On the contrary, when lacking feature points,
QVIO became more susceptible to losing odometry, due to the momentary acceleration of
the drone.
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Figure 2. System flowchart of the proposed technique for indoor mapping and localization. After
setting up the environment, the different positioning techniques were activated, and the pose ob-
tained from each sensor was converted into a path. The paths were finally shown with the ROS
visualization tool.

The principles of UWB global positioning technology are similar as for a GPS satellite.
By deploying a number of known-coordinate positioning anchor points (UWB Anchors)
indoors and placing a positioning tag (UWB Tag) on the object to be located, the tag
continuously emits pulses at a certain frequency that are used to measure the distance to
each anchor. Finally, through an algorithm, the current position of the tag is determined.

In this work, we used AprilTag fiducial markers of the Tag36h11 category for precise
global indoor positioning. These AprilTags were placed on the indoor ceiling. ROS
wrapper:apriltag_ros provided the AprilTag fiducial marker detection algorithm, allowing
us to detect the marker ID and its current pose with respective to the camera. It was then
published on the ROS platform for further use. We also implemented functions for tag
bundle detection and tag bundle calibration, enabling the detection of multiple tags in a
single or consecutive images.

rtabmap_ros is a ROS wrapper for RTAB-Map, which is a RGB-D SLAM method based
on real-time constraints and loop closure detection. It is capable of generating 3D point
cloud maps and creating 2D occupancy grid maps for navigation. RTAB-Map can be used
to build a map of the environment by fusing data from RGB-D sensors, and it employs loop
closure detection to optimize the map and improve localization accuracy.

3.2. Path Planning with Obstacle Avoidance

For indoor path planning and obstacle avoidance for UAVs, we first constructed 2D
occupancy grid maps and 3D point cloud maps of the indoor environment using RTAB-
Map before the flight. During the flight, the UAV localized itself in the absence of GPS
signals indoors by performing visual odometry based on the current visual input and
simultaneously matching this with the 3D point cloud map. This process involved loop
closure detection, which helped to eliminate the errors accumulated in the visual odometry
over time, as shown on the left of Figure 3.

For path planning and obstacle avoidance for UAVs, we used ROS Navigation Stack
as a framework for the overall navigation system. The global path planner derives an
optimal path from the current position to the specified destination, by taking into account
the known obstacles shown in the 2D occupancy grid map. This helps avoid dead ends
that might be local optimal solutions. In addition, the local path planner, with the use of a
depth camera, enables the UAV to avoid unknown dynamic and static obstacles that are
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not marked on the 2D occupancy grid map while flying along the path previously obtained
from the global path planner.

Take Off

> Set

Goal <
-

Y

3D Point Cloud 2D Occupancy R Global
Map Grid Map ”| Path Planning

Y

SLAM J RGBD C - Encounter €S Local
Localization Mode |~ amera ”“Unknown Obstacle? Path Planning
l l No
Loop-Closure Yes Calibration
Detected? Positioning
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Visual Odometry Reach Goal? -NO
Positioning
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Next Goal? Yes

lNo

Landing

Figure 3. The flowchart of our proposed navigation system. It also consists of loop closure detection,
which helps to eliminate the errors accumulated in visual odometry over time.

Navigation stack is conceptually straightforward. It takes current pose and external
environmental information from odometry and sensors, respectively, and outputs velocity
commands to drive the robot. However, it is not possible to apply Navigation Stack to a
robot without some prerequisites. Before using Navigation Stack, the robot must be set up
on the ROS platform, with a correctly configured #f transform tree, and to publish sensor
data using the appropriate ROS message types. Moreover, Navigation Stack requires that the
configuration is tailored to the shape and dynamics of the robot to fully leverage its capabilities.

In global_planner, we utilized the algorithm based on navfn (navigation function)
developed in [37]. navfn provides a fast interpolation navigation function that can be used
to plan global paths for a robot. The grid-based global path planner assumes a robot
operating on a 2D occupancy grid map and uses the Dijkstra algorithm [38] to find the
lowest-cost global path from the starting point to the destination within the grid. On the
other hand, for local_planner, we employed the algorithm based on dwa_local_planner,
developed in [23]. It provides an implementation of the dynamic window approach
(DWA) technique for local path planning in robot navigation. Given a 2D cost map and a
global path to follow, the local planner generates velocity and angular velocity commands
and sends them to the robot. The DWA algorithm takes the robot’s dynamics and the
surrounding environment into account, to dynamically adjust the robot’s velocity and
avoid obstacles when following the global path.
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4. Warehouse Inventory Inspection

The system architecture of the proposed inventory management technique is illus-
trated in Figure 4. First, the UAV acquires images from the environment at discrete sampling
points, with various camera positions and orientations. We collected images of both virtual
and real-scene environments as the inputs for training and testing. The virtual environment
was built with shelves and aisles for UAV navigation, where all sampling angles were
captured by a simulated drone. The camera was mounted on the drone, which flew at a
fixed height (4.5 m) and recorded images at a downward angle of 35°. In the real environ-
ment, images were taken from fixed positions within a area, using a camera mounted on a
mobile platform, with no downward perspective. The testing process was similar to the
training process, with the distinction that all parameters were fixed, and each step’s images
were saved.

Img State
Img State

w

j

Next State

Now State

EXPERIMENT | NUMBER OF CARGO | STEP | CARGO COVERAGE(%)

10 Times Testing

1 24 50 9231%

5 50 96.15%
24 50 92.31%
5

50 96.15%

Table Of Result

Figure 4. The architecture of the proposed warehouse inventory management system. The images
acquired in the setup environment were used as inputs for training and testing. The data collection
was divided into virtual and real scene cases. In the virtual environment, a simulated drone acquired
images from various sampling angles of the shelves. In the real environment, images were taken from
fixed points within the setup area using a camera mounted on a mobile platform. The testing process
was identical to training, with the difference being that all parameters were fixed, and each step’s
images were saved. Testing was conducted ten times, and the results are summarized in Table 4.

4.1. Proposed Reinforcement Learning Framework

Reinforcement learning is a learning method based on interacting with the environment
to receive feedback. One advantage of this type of machine learning is that the input data do
not need to be labeled, but it typically requires a longer training time. The used algorithms
can generally be divided into two types: on-policy, and off-policy. In on-policy methods,
the actor interacts with the environment and performs learning and updates using the same
policy throughout the process. Examples include A3C [39] and DQN [40]. Off-policy methods
have separate policies for interacting with the environment and learning. PPO [5] is an
example of an off-policy method. In this work, we used both frameworsk to construct our
own environmental conditions, action generation, and scoring methods for training and
testing. The environmental conditions were designed for feature extraction from images, and
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the actions were generated based on the current situation, involving movement or changes in
camera viewpoints.

AC (actor—critic) is an on-policy method, and its basic framework is shown in Figure 5a.
The agent observes the current environment and obtains a set of current information
(observation). Then, the agent generates an action to modify the environment and produce
the next set of states (next state). At the same time, the environment provides feedback
(reward) to the agent based on the actions given by the agent for the next set of states. This
feedback is then returned to the agent as the basis for adjusting internal values. The internal
structure of the actor is shown in Figure 5b. After the current state input, it is divided into
two parts for processing. First, the current state is processed through the policy network, to
output a probability distribution for action selection. The current state is then processed
through the value network to output an evaluation value (critic). Here, the evaluation value
represents the expected cumulative reward in this state. It takes the action provided by the
agent as input and outputs the next state. The feedback (reward) for choosing this action
depends on the current state and whether the data collection for this round has completed
after internal processing.

Agent
A\

Reward Observation
Iy Ot

Environment

State — Next State
S8

Action

A

(a) Schematic diagram of AC framework.

Action choice

distribution

Critic

L

(b) Internal structure of AC framework.

Figure 5. A schematic diagram and internal structure of AC (actor—critic) framework. AC (actor-critic)
is an on-policy method, and the basic framework is shown in (a). The internal structure of the actor is
illustrated in (b).

Figure 6 illustrates the framework of PPO (proximal policy optimization). It is divided
into two parts: the actor (top) and critic (bottom). In the actor, there are two policies with
the same structure but used for different purposes. One is responsible for interacting with
the environment, and the other is responsible for learning and updating. They are separated
because one parameter is trained based on the data collected by another parameter. This
allows the reuse of the collected data to update the parameter multiple times, thereby
improving the training efficiency. PPO does not calculate the KL divergence in its update
but instead restricts its range. In linking action selection with the learning strategy, PPO
uses importance sampling to transform between the two distributions. This method enables
the data collected after executing a set of action selections to be used for multiple training
sessions. In the internal structure of the critic, the loss function is the difference between
the true and estimated values. The true value is obtained with the next state and feedback
as input, while the estimated value is obtained with the current state as input.
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Figure 6. The framework for PPO (proximal policy optimization). It consists of two parts: an actor

policy_learn

» Q_true value - Q_estimated value

Q_true value

(top) and critic (bottom). There are two policies with the same structure but used for different
purposes, one for interacting with the environment and the other for learning and updating.

Figure 7 depicts a system flowchart of our reinforcement learning training framework.
During the training stage, a set of random coordinates, angles, and images are used as input
of the initial state. If the amount of data is sufficient, learning and parameter updating
will be carried out; otherwise, the data collection process continues. The images are first
standardized in size, followed by feature extraction using ResNet34 [41]. Using the features
to learn the policy and critic, a predicted evaluation value and the probability distribution
of actions are obtained, respectively. We check the action range and output the next state
and reward value according to the action selection If the task is complete, network training
is performed based on the structure of the different methods; otherwise, more data are
collected continuously. Finally, after completing all rounds, the training results are observed
according to the rewards accumulated in different rounds.

No

Learning Updata
Policy/Critic Parameter

Y
Training Random
Dataset State A

x,y,angle,Img,done

Img Resize —» Img —> [mg Critic Value
Network Feature
FC

A

Restnet34
Action
Policy || Probability |—y|CPock Next
. State
Distribution
FC v
Action
l Reward/ |

Done

- Yes Next St
Learning Base xS
On Reward Next State —
Is Done
Data Collection

Figure 7. System flowchart of our reinforcement learning training framework. A set of random

A

No

coordinates, angles, and images are taken as initial input. The system checks if sufficient data have
been collected. If not, data collection continues. If enough data are collected, the learning process
begins, and parameters are updated upon completion. Before feature extraction in the input training
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framework, images are normalized in size. The feature extraction network, ResNet34, is used, and
its output is divided into two parts: policy and critic. The latter predicts an evaluation value, while
the former outputs a probability distribution of actions. Action range checking is performed next,
followed by selection of the next state and reward output according to the action selection rules. The
system then checks if the task is complete, i.e., if all targets in the scene have been found. If not, a
series of continuous state collections continues. Finally, the training results are observed based on the
accumulated rewards from each round.

Figure 8 illustrates a flowchart of our reinforcement learning architecture. After
training is completed, the trained parameters are stored and imported, using test data as
input to test the same structure. Since the input of reinforcement learning does not have
label characteristics, there is no standard basis. However, according to our objective, the
evaluation method was set here as the detection rate of the quantity of cargo and the time
(number of steps) used.

Training
dataset

x, y, angle, Image

[ RL training ]

parameter

[ Testing dataset ]—)[ RL testing ]

X, y, angle, Image

‘Tag cover rate\ ‘ Finish time \

Figure 8. The flowchart of our reinforcement learning architecture for testing. After training is

completed, the trained parameters are saved and imported for testing. The testing was conducted
using a test dataset as input and followed the same framework. Evaluation was based on the detection
rate of objects and the number of steps used.

4.2. Action Selection

As shown in Figure 9, an action requires a certain level of continuity, so the choice
of the next move contains ‘up’, ‘down’, ‘left’, ‘right’, “upper-right’, ‘upper-left’, "down-
right’, and ‘down-left’ options, with 1 m displacement from the current position. Note that
the UAV normally flies at a constant height, and these actions are performed locally for
barcode inspection. For the actions for the change in camera orientation, we set the range
in the horizontal direction from —40° to 40°, with an interval of 10°. Moreover, to imitate
how humans conduct the inspection task, we included several additional mechanisms in
the action selection framework. First, the default action was set as move, until no new
identifiable AprilTag appeared in the images. The action was then adjusted to the change in
camera orientation. If no AprilTags were found in the newly acquired images, the actions
changed back to move.
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5 1 4
2 0
7 3 6
() The action movement in translation. (b) The action movement in rotation.

Figure 9. The action movement in translation ((a), in front view) and rotation ((b), in top view). The
choice of the next move included ‘up’, ‘“down’, ‘left’, ‘right’, ‘upper-right’, ‘upper-left’, "down-right’,
and ‘down-left’. The camera orientation ranged from —40° to 40°, with an interval of 10°.

In Table 1, we tabulate the relationships between the action direction and action
number. In terms of handling boundary conditions for action selection, a greater degree of
exploration is usually preferred. Thus, to increase the randomness of action selection, more
complex settings were implemented. As illustrated in Table 2, we assumed the field range
was n X n. If the UAV’s current position is on the boundary in the x-direction (say, x = n)
and the action of increasing x is selected, we first check if it is also located on the boundary
in the y-direction. If not, an action is randomly selected from 1, 2, 3, 5, and 7. However, if
the position is on the boundary in the y-direction (say y = n), then only actions 2, 3, or 7
can be selected. Nevertheless, the orientation changes are simpler compared to the moving
action. All selections are legitimate apart from the current angle.

Table 1. The relationships between action direction and action number. A greater degree of explo-
ration is usually preferred, to handle boundary conditions for action selection.

Action Number 0 1 2 3 4 5 6 7

Action Direction +x 4y -x -y +x,+y —-x,+y +x,-y —Xx,-V

Table 2. Handling the boundary condition for action selection. The field range was set as n x n for

movement.
State Unavailable Actions Available Actions
xX=n 0,4,6 1,2,3,57
X = 2,5,7 0,1,3,4,6
y=n 1,4,5 0,23,67
y=0 3,6,7 0,1,2,4,5

4.3. Reward Function

For our reinforcement learning framework, we designed various scoring methods.
Depending on our objectives and the impact on evaluating the situation of action selection
before and after, we assigned different weight distributions for each calculation. The
number for tag detection refers to the number of new AprilTags recognized by the AprilTag
detector in a single frame. If a tag appeared and was detected in the previous image, it
is not counted again in the current frame. That is, a tag can only be scored once for the
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reward. Since the tag detection rate is one of scoring criteria, it is desirable to see as many
recognizable AprilTags as possible in each frame. Thus, it carries the majority of the weight.

In the scoring criteria, completing the search was one of our goals. Therefore, extra
points were awarded if the search for all tags in the scene was completed. In addition,
even if the predetermined data collection amount was not reached after completing the
search, data collection was forcibly exited. Afterward, all action selection and interactions
with the environment stopped, and learning started. The environment was also reset,
initiating a new round of data collection. For the initialization and reset, an empty array
was set up to remember the labels seen before. This was cleared every time it was reset.
Additionally, a random set of coordinates and angles was generated, representing the initial
position. The content of the next state included new coordinates, angles, images, a flag
indicating completion status, selected actions, feedback scores after selecting actions, and a
flag indicating the selected rotation angle.

For the entire framework, in addition to aiming to recognizing tags, one of our objec-
tives was to perform the detection as quickly as possible. Thus, in the scoring method, both
the number of movements and rotations were taken into account as costs. We expected to
find new tags in each step. After each action, it was checked if new tags had appeared. If
there were new tags detected after an action, the action selection counter was reset to zero;
otherwise, it was incremented by 1. At this point, the score was deducted based on the
counter’s value using

ok

where 1 is the value of the action selection counter, and step is a predefined total number
of steps that can be taken.

In order to identify areas of interest before the detector recognizes the targets, we
proposed a directional guidance mechanism. It combines YOLOv5 with the tag detection
results, followed by locating the centers using K-means clustering to guide the next action
selection. First, we obtained all potential tag locations using a pretrained YOLOv5 model.
This was compared with the detection derived from AprilTag detector. The overlap was
removed, since it was confirmed to be a tag, and the remaining results were regions of
interest for exploration. Prior to K-means clustering, an outlier removal process was carried
out to derive the representative cluster center. A score was calculated based on the cluster’s
center distance to the left-right of the frame. This was then used to direct the UAV’s change
in heading to the left or right for the next action. This also prevented getting stuck in a
certain place, since it always provided a direction where tags were most concentrated.

Total_Deduction = 1)

4.4. Network

In the first half of the network, images are used as input and processed through the
Resnet34 network for feature extraction. The output features are then used as input for
the subsequent policy network. This consists of fully connected layers. The basic network
configuration is as described previously, but there are slight modifications depending on
the method used.

4.4.1. PPO (Proximal Policy Optimization)

For PPO, there are two policy networks, both with the same architecture but different
functions [42,43]. The features obtained from Resnet34 are taken as input. It outputs a
standard deviation and a mean value, forming the probability distribution of actions. The
next action is generated from the distribution and then undergoes a final check in the
action selection. After a new action is obtained, it is fed back as a input to update the
probability distribution.

4.4.2. AC (Actor—Critic)

The features obtained by the previous Resnet34 network are used as input, and the
output features are also used as input for the policy network. However, unlike the PPO
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method, the output here is an action probability curve. The next action is randomly
generated from this distribution. Finally, the action selection is checked and the action
curve is updated. The critic structure for both methods is the same. This part is relatively
straightforward, taking the features obtained from the current state as input. The features
are then fed into a critic network composed of fully connected layers. The output of the
network provides an estimated value. We compare the estimate with the actual value
obtained using the features from the next state in the same critic network to calculate
the loss.

4.5. Dataset

Common methods for object detection data collection include sampling using planar
and spherical points. As shown Figure 10, let p represent the sampling point, r is the radius,
6 is the azimuth angle, and ¢ is the elevation angle. The point p can be obtained from
the representative variables. In this work, we considered the application for a warehouse
environment. Items in a warehouse are typically placed on shelves, so a planar represen-
tation was chosen for data collection. We also considered occlusion caused by irregularly
arranged goods, and the perspective in rotation was included. The UE4 (Unreal Engine 4)
with the Airsim plugin to simulate drones was adopted to create the environment for data
collection. The drone’s physics engine was turned off during image capture to ensure the
stability and generality of the training results.

0

Figure 10. The sampling points were derived from the viewpoints using polar coordinates (r, 6, ¢), where
p is the sampling point, and 7, 6, ¢ represent the radius, azimuth angle, and elevation angle, respectively.

The dataset was generated using original AprilTag36h11 images, divided into virtual
and real scenes. In the virtual scenes, sampling of consecutive images was conducted using
a spherical viewpoint setup in UE4. We included non-box objects in the scene, and the
AprilTags came in different sizes, with a total of 340 images. For the real scenes, video
recording was performed using an Intel Realsense D455, segmented into images to create
the dataset. The dataset included 16 randomly placed boxes with AprilTags and some
areas with square objects made of plastic pieces. There were 100 annotated images in the
dataset. For the validation set, images of shelf scenes from the virtual environment were
used, with 300 annotated images. The YOLO format was chosen with AprilTags annotated
by enclosing them in rectangular bounding boxes.

5. Experiments

The architecture of the proposed navigation system is shown in Figure 11. It contained
an UAV equipped with an Intel RealSense D435 depth camera and an UP-Board embedded
computer. In addition, there was a WLAN router facilitating information exchange between
the various devices, and a host computer that was responsible for running the navigation
and obstacle avoidance algorithms. We adopted an ModalAI M500 for our experiments.
This is a development quadcopter drone featuring the Qualcomm Snapdragon 821 pro-
cessor. The flight control system of the M500 is based on the PX4 Autopilot flight control
system, supporting autonomous flight, remote control, and mission automation. It also
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offers advanced flight modes, such as an Altitude Mode for altitude hold, Position Mode
for position hold, and Offboard Mode for programmable control.

UP-Square Wireless Router Workstation

—
RGBD Wired
Qxas Flight Uy T ireless”

Figure 11. The navigation system architecture. It contained an UAV equipped with an Intel RealSense

D435 depth camera and an UP-Board embedded computer.

To conduct navigation experiments, we configured the hardware by mounting an
Intel RealSense D435 depth camera and an UP-Squared embedded computer on the M500.
This setup enabled the drone to transmit real-time RGB-D images captured by the D435
camera back to the computer via a wireless local area network (WLAN) using UP-Squared.
Because of the inabilities of UP-Squared to successfully run certain navigation algorithms,
we also opted for a notebook computer equipped with an Intel i5-8250U 1.6 GHz CPU and
8 GB RAM. Moreover, a desktop computer with the hardware configuration of an Intel
i7-8700 3.2 GHz CPU, NVIDIA RTX 2070 8GB GPU, and 16 GB RAM was used to perform
computationally intensive tasks.

The architecture of our positioning system is illustrated in Figure 12. A mobile platform
was used to carry the UAV along with the UWB Tag and the D455 depth camera. This
setup allowed for multiple positioning methods, including AprilTag, QVIO, SLAM, and
UWRB. The hardware configuration of the mobile platform consisted of various components.
At the front, there was a VOXL tracking camera placed at a 45-degree downward angle,
responsible for QVIO positioning. In addition, a D435 depth camera was mounted on the
front for RTAB-Map mapping and positioning. In the rear, there was a D455 camera used
for AprilTag detection.

_________________________________________________________________________________ .l>
' RTAB-Map SLAM
e TR oL >
2l s
— > T
UP-Square ‘ AprilTag
3
I >
() &
. —_—>
RGBD T Wired
D435 i i i >
\ Flight Unit /', vgTag D455 Wireless

Figure 12. The positioning system architecture. A mobile platform was used to carry the UAV along
with the UWB Tag and the D455 depth camera.

5.1. Indoor Mapping and Positioning

After setting up four anchors, we used the control window to observe the relative
positions and coordinates of the anchors. The anchors were placed around the experimental
environment, forming a rectangular space within which the tag moved. This setup enabled
a global indoor positioning technique similar to GPS, allowing for accurate localization
within the designated area. Using the mobile platform with the UWB tag mounted on
it, indoor positioning experiments were conducted while keeping the height (Z-axis) at
a constant. In these experiments, it was observed that although the UWB positioning
exhibited larger variations in the Z-axis, the overall X and Y-axis horizontal positioning
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trajectories did not exhibit drift or divergence over time. Since UWB positioning does
not rely on visual cues, it remains accurate, even in environments lacking distinctive
features (e.g., white-walled rooms) or areas with low lighting conditions. Nevertheless, it
was important to be cautious of obstacles, as they could impact the accuracy of the UWB
positioning, depending on their distance and size relative to the anchors and the UWB tag.

Using the QVIO tracking camera positioned at a 45-degree downward angle on the front
of the UAV, an area-based indoor positioning technique was employed. Compared to global
positioning techniques, the advantage of the area-based positioning lies in achieving more
precise localization in a defined space, often resulting in smoother trajectories. However, if
global markers are not available, it is not easy to correct for accumulated positioning errors,
which might worsen over time due to small inaccuracies. Visual localization heavily relies on
extracting feature points from a rich texture scene, which is critical for overall positioning ro-
bustness. To address this issue, we placed numerous objects in the experimental environment
around the surroundings, to cover the plain white walls. This enhanced the availability of
visual features for QVIO and improved the stability of the visual-based localization.

For the virtual environments, we utilized Gazebo [44] to simulate the UAV, RGB-
D camera, and indoor space for mapping. This simulation was essential for validating
the algorithms before the implementation in real-world scenarios. The mapping process
included the generation of a 3D point cloud for visual feature loop closure detection, a 2D
occupancy grid for global path planning and obstacle avoidance, and a 2D map showing
the safe flying zone for the UAV, as illustrated in Figure 13. We conducted RTAB-map
localization in real environments with four scenarios. These scenarios included loop closure
detection, loop closure not detected, loop closure rejected, and odometry lost.

St P W

(a) Real environment.

(€) 2D occupancy grid map. (d) 2D inflation map.

Figure 13. RTAB-Map—Real environment mapping. The mapping process included the generation
of a 3D point cloud for visual feature loop closure detection, a 2D occupancy grid for global path
planning and obstacle avoidance, and a 2D map showing the safe flying zone for the UAV.

*  Scenario 1: When the drone images detects a loop closure in the previously constructed
map, it corrects the accumulated drift error of the visual odometry, achieving global
indoor localization.

*  Scenario 2: When the loop closure is undetected, the drone relies solely on visual
odometry and extracts visual features for local indoor localization.
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*  Scenario 3: When loop closure is rejected, this indicates that loop closure is detected
but does not exceed the pre-set threshold for acceptance. This typically occurs when
the drone’s position is correct, but there is some slight deviation in the orientation.

e Scenario 4: When odometry is lost, this means the drone’s visual odometry is unable
to maintain continuity with the previous frame, due to significant and rapid image
motion in a short period. This often happens if the drone rotates in place, resulting in
an instantaneous angular velocity.

Utilizing the upward-facing D455 depth camera mounted on top of the mobile plat-
form, we carried out AprilTag detection on the captured RGB images. After a series of
tests, we found that continuously detecting AprilTags in the scene could prevent issues
such as incorrect path connections and non-smooth trajectories, as depicted in Figure 14.
The red arrows represent the odometry, and the green path illustrates the motion trajectory.
Moreover, when multiple AprilTags (two or more) were detected simultaneously within the
same image frame, this resulted in a more accurate and stable pose estimation compared to
detecting only a single AprilTag. This multi-detection capability enhanced the robustness
of the AprilTag-based localization process.

e ganet el e ganets bbb

(a) Sparse detection. (b) Continuous detection.

Figure 14. Comparison of the paths created with or without continuous AprilTag detection.

Figure 15 shows the indoor localization trajectories obtained using the RTAB-Map
SLAM mapping mode and localization mode. The blue, green, and red paths represent
the trajectories obtained when the initial mapping mode, localization mode, and the
mapping mode were reactivated during the second localization mode. From the SLAM
trajectory comparison graph, we can observe that the latter two trajectories (from the
localization mode and the mapping mode, i.e., green and red paths) were very similar,
and the advantages of pre-constructed maps for the localization mode were not evident.
Therefore, the benefits of loop closure detection for correction become more prominent in
spacious environments where the visual odometry might diverge.

Figure 15. Indoor localization trajectories obtained from the RTAB-Map SLAM mapping and local-
ization modes. The blue, green, and red paths represent the trajectories obtained when the initial
mapping mode, localization mode, and the mapping mode were reactivated during the second
localization mode.



Drones 2024, 8, 220

18 of 26

Figure 16 illustrates the characteristics of the different localization techniques. The yellow,
cyan, red, and blue curves represent ground truth, UWB, QVIO, and AprilTag localization
trajectories, respectively. In addition, the magenta path corresponds to the SLAM (simultaneous
localization and mapping) mapping mode trajectory, and the green path represents the localiza-
tion mode trajectory. Despite some noticeable fluctuations in altitude, the UWB trajectory did
not diverge significantly due to severe shaking. The performance of QVIO remained in a state of
shrinkage and deviated from the true path, mainly because of the lack of ground features. The
AprilTag trajectory showed excellent stability and closely followed the ground truth trajectory.
The SLAM localization trajectory was very similar to the mapping trajectory.

Figure 16. The characteristics of the different localization techniques. The yellow, cyan, red, and blue
curves represent the ground truth, UWB, QVIO, and AprilTag localization trajectories, respectively.

5.2. Path Planning with Obstacle Avoidance

The feasibility of navigation and obstacle avoidance algorithms was tested in both
virtual and real environments. These consisted of the construction of 2D occupancy grid
maps with static known and unknown obstacles that were not present during mapping.
In addition, we tested the algorithm’s robustness with dynamic unknown obstacles, to
validate the performance. For virtual environments, Figure 17 illustrates the integration
of Gazebo and RViz. Gazebo showed the simulation environment, while the RViz display
window showed various elements, including the global path, local path, dynamic obstacles,
static obstacles, unknown obstacles, and known obstacles. The red arrow represents the
destination that the drone was heading towards in RViz, the green path is the global path
generated by the navfn global planner, and the yellow path is the local path generated
by the DWA (dynamic window approach) local planner. The light gray, dark gray, black,
and red grids represent the flyable area, unknown area, known obstacles, and obstacles
detected by the sensors, respectively. The light blue grid represents the map based on the
drone’s radius, and the dark blue grid represents the map with an additional safety margin
applied after testing.

For real environments, Figure 18 illustrates the integration of the RTAB-Map (Figure 18a)
and RViz (Figure 18b). This setup allowed testing the effectiveness of the global path
planner using static known obstacles. The performance of the local path planner was
evaluated using a puzzle made of foam blocks as static unknown obstacles. In addition, the
local path planner’s real-time responsiveness was tested by having a floor robot carrying
the foam blocks as dynamic unknown obstacles.
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b) Second trajectory.
] Y.

Figure 17. Path planning for dynamic obstacle avoidance—virtual environment. The red arrow
represents the destination that the drone was heading in towards in RViz, the green path is the global
path generated by the navfn global planner, and the yellow path is the local path generated by the
local planner.

(@) First trajectory. (b) Second trajectory.

Figure 18. Path planning for dynamic obstacle avoidance—real-world environment. The performance
of the local path planner was evaluated using a puzzle made of foam blocks as static unknown obstacles.

5.3. Inventory Inspection

The proposed inventory inspection techniques were tested in simulations and real-
scene environments. In the virtual environment, in UE4, boxes were created with four
different sizes, 1 x 1.33 x 1m,2 x 1.33 x1m, 2 x 1.33 x 1.5m, and 2 x 1.33 x 1 m. The
size of AprilTags was 0.21 x 0.271 m?. As illustrated in Figure 19, the boxes were placed
on a shelf, and the drone equipped with a camera flew at a fixed height (4.5 m). The
camera’s viewing angle was downward at 35°. We divided the aisle into three sampling
point tracks parallel to the shelf. Each track consisted of 35 positions, so there were a total of
105 sampling viewpoints. The boxes on the shelf were placed randomly, including different
orientations and occlusions. In this paper, we adopted the PPO and AC methods. Both of
them used Resnet34 for image feature extraction and the same dataset for training. Their
architectures were written in PyTorch. A summary of the reinforcement learning training
parameters is shown in Table 3. PPO ran on Ubuntu 18.04 with a Nvidia GeForce RTX
3070Ti, and AC ran on Ubuntu 20.04 with a Nvidia GeForce RTX 4090.

Table 3. Summary of reinforcement learning training parameters for PPO and AC, including maxi-
mum movement, episode update, learning rate, and €.

Max Movement  Episode Update Learning Rate €
PPO 50 20 0.02 0.2
AC 100 24 0.0002 0.2
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camera direction

Figure 19. The boxes were placed on a shelf, and the drone equipped with a camera flew at a fixed
height. There were three tracks in front of the shelf, each track had 35 sampling points, and the plane
had a total of 35 x 3 sampling angle points.

After multiple rounds of parameter adjustment experiments, we set the maximum
number of movements to 50. Both the actor and critic had learning rates of 0.02, and the
update frequency for each episode was 20. We set € to 0.2, and the optimizer adopted was
Adam, which used a stochastic gradient descent based on adaptive estimation of 1st-order
and 2nd-order moments. Figure 20a shows the training results of PPO, where episode
represents how many paths were taken, indicating the number of times the environment
was reset. In AC training, we set the maximum number of movements to 100. Both the
actor and critic had a learning rate of 0.0002, with gamma set to 0.9. The update frequency
for each episode was 24, and there was a learning rate decay of 0.7. The optimizer used
was Adam. Figure 20b illustrates the training results of AC, where episode represents how
many paths were taken, indicating the number of times the environment was reset.

Average Episode Reward Average Episode Reward

24 origin
—— smoothed

Reward
Reward

origin
—— smoothed

o 250 500 750 1000 1250 1500 1750 2000 o 100 200 300 400 500 600 700
Episode Episode

(@) PPO training result. (b) AC training result.
Figure 20. The reinforcement learning training results for PPO and AC.

The testing experiments were conducted using trained parameters to estimate the
number of steps taken and the detection rate of boxes. Figure 21 shows the testing results
using PPO in a virtual environment with a step set to 50. These include steps 1 to 4 and 47
to 50 in the left and right columns, respectively. The blue circles represent the tags newly
detected in the frame. Since the previously scanned tags were not marked again, their
scores were not included in the new calculation. The text in the upper-left corner shows the
cumulative number of tags, with a total of 25 found in this test. Ten simulation tests with
26 boxes were performed in the experiment. The number of detected boxes was either 24
or 25, and the average detection rate was reported as 94.62%. Figure 22 shows the testing
results using AC in a virtual scene with step set to 80. These include steps 1 to 4 and 77 to
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80 in left and right columns, respectively. The same as for PPO testing, there were 26 boxes
to identify in the scene. With 10 simulation tests, the number of detected boxes ranged
from 20 to 24, with an average detection rate of 90.38%.

Apriltag:2.0

(b) View 2.

Apriltag:4.0

(c) View 3. (d) View 4.

Figure 21. The testing results using PPO in a virtual environment with step set to 50. The images on
the right are zoomed-in to better illustrate the blue circles.

(C) View 3. C(d) View4.

Figure 22. The testing results using AC in a virtual scene with step set to 80.
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For the real scene experiments, 16 cardboard boxes were placed on a two-tier elevated
table. Each box had a unique AprilTag with ID numbers ranging from 0 to 15. Two different
box types were used: one was 25 x 26 x 35 cm (Type A), and the other was 18 x 38 x 40 cm
(Type B). There were a total of 10 Type A boxes and 6 Type B boxes. The dimensions of
the AprilTags were 6.7 X 6.7 cm, and the length of the aisle in the scene was approximately
3.6 m. We utilized a Realsense D455 camera to capture images at a fixed height and adopted a
digital compass to record the orientation. Similar to the virtual environment, the images were
sampled every 30 cm. The aisle was divided into three parallel tracks, so there were a total of
3 x 12 sampling locations. Together with nine viewpoints for each position, this resulted in
324 images for each experiment.

Figure 23 presents the real-world testing results of PPO training (steps 1-4 and 10-13
in the left and right columns, respectively). In this scene, there were a total of 16 boxes to
search for, and the maximum number of steps for each movement was set to 50. Table 4
(left) shows statistics from 10 real-world scenario tests, recording the final number of boxes
found, detection rates, and the total number of steps (time) used. It can be seen from the
table that in nearly every instance, all the boxes in the scene were found in approximately
20 steps or less. The average number of boxes detected was 15.9, with a detection rate of
99.38%. There were a total of 16 boxes to search for in the AC training, and the maximum
number of steps for each movement was also set to 50. Table 4 (right) provides statistics
from 10 real-world tests, recording the number of boxes found, detection rates, and the
total number of steps (time) used. It can be observed from the table that in nearly every
instance, all boxes in the scene were found. The average number of items detected was 15.7,
with a detection rate of 98.13%. However, in terms of the number of steps required, AC
needed twice as many steps to complete the task compared to PPO. The average number of
steps required was 36.4 steps.

(a) View 1.

(c) View 3. (d) View 4.

Figure 23. The real-world testing results for PPO training. The steps are from 1 to 4 and 10 to 13 in
the left and right columns, respectively.
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Table 4. The statistics from 10 real-world scenario tests, recording the final number of boxes found,
detection rates, and the total number of steps (time) used. In the left table for the PPO real scene
experimental results, all the targets could be identified in 20 steps almost every time. The average
number of cargo detected was 15.9, the cargo detection rate was 99.38%, and the average number of
steps required was 16.2 steps. In the right table for the AC real scene experiment, the results show
that almost all the targets could be detected every time. The average amount of cargo detected was
15.7, the cargo detection rate was 98.13%, the average number of steps required was 36.4 steps. In
terms of the number of steps, the PPO method required about 2-times longer to complete the task.

Exp. No. Step Coverage Exp. No. Step Coverage
1 16 19 100% 1 14 50 87.5%
2 16 11 100% 2 16 40 100%
3 15 50 92.31% 3 16 19 100%
4 16 17 100% 4 16 37 100%
5 16 13 100% 5 16 44 100%
6 16 15 100% 6 15 50 93.75%
7 16 10 100% 7 16 31 100%
8 16 13 100% 8 16 28 100%
9 16 14 100% 9 16 19 100%
10 16 16 100% 10 16 38 100%
Average 159 16.2 99.38% | Average  15.7 36.4 98.13%

6. Conclusions and Future Work

This research first integrated multiple indoor localization techniques, including visual-
inertial odometry, SLAM, UWB, and AprilTag. It compared their stability and accuracy. We
also utilized ROS Navigation Stack, combining PX4 Autopilot, MAVROS, and QGround-
Control for drone navigation, and validating both global path planning and local path
planning algorithms. Moreover, RTAB-Map was used for map construction to achieve
indoor localization with visual odometry. We replaced expensive radar with cost-effective
depth cameras, and conducted verification in virtual and real environments, considering
various application scenarios, such as known obstacles, unknown obstacles, and dynamic
unknown obstacles. Extensive testing and parameter tuning were conducted to validate the
algorithm’s robustness, stability, and real-time performance. For the warehouse manage-
ment system using an UAV, we implemented a reinforcement-learning-based path planning
technique using AprilTags. The training results in virtual environments were applied to
simulations, as well as real-world testing. In the simulated environment, the PPO method
achieved an average detection rate of 94.62%, while AC achieved an average detection
rate of 90.38%. In the real-world environment, PPO almost consistently found all targets
in about 20 steps, with an average detection rate of 99.38%. AC also found all boxes in
most cases, with an average detection rate of 98.13%. The results demonstrate that the
effectiveness of our approach was validated with real-world scenes. Differently from recent
publications more focused on the applications of warehouse management [45], this paper
presented an UAV navigation system for inventory inspection. The operation was per-
formed by an UAV alone, without the assistance of a ground vehicle, as in [46]. Compared
to the autonomous warehouse inventory application in [47], our approach integrated
reinforcement learning for barcode scanning and provided better inspection results.

The method used in this paper was based on ROS Navigation Stack, which currently
enables navigation in a two-dimensional space, where the altitude remains fixed. To fully
leverage an unmanned aerial vehicle’s capabilities for free movement in three-dimensional
space in future work, it is essential to extend navigation to the Z-axis. This extension
involves incorporating path planning for altitude adjustment and obstacle avoidance,
enabling the UAV to achieve free movement in three-dimensional space. In addition, this
study was conducted in a controlled environment, and practical real-world applications are
undoubtedly more complex and unpredictable. Therefore, enhancing robustness is a critical
issue. This includes optimizing both global and local path planning trajectories to make
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the unmanned aerial vehicle more efficient and energy-saving. Strengthening collision
avoidance mechanisms and protective strategies in both the UAV’s software and hardware
is vital to ensure the safety of personnel in the environment. Moreover, developing reliable
human recognition systems could further enhance safety measures for the UAV’s operation.
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