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Abstract: An adaptive tracking control strategy with a prescribe tracking error and the convergence time
is proposed for hypersonic vehicles with state constraints and actuator failures. The peculiarity is that
constructing a new time scale coordinate translation mapping method, which maps the prescribe time on
the finite field to the time variable on the infinite field, and the convergence problem of the prescribe time
is transformed into the conventional system convergence problem. The improved Lyapunov function,
the improved tuning function, and the adaptive fault-tolerant mechanism are further constructed.
Combined with the neural network, the prescribe time tracking control of the speed subsystem and the
height subsystem are realized respectively. Combined with the Barbalat lemma and Lyapunov stability
theory, the boundedness of the closed-loop system is proved. The simulation results have proven that,
compared with other control strategies, it can ensure that the tracking error converges to the prescribe
interval in the prescribe time and meets the constraints of the whole state of the system.

Keywords: hypersonic vehicle; prescribe time control; fault-tolerant control; neural network;
state constraint

1. Introduction

In recent years, the research focus on hypersonic vehicles (HSVs) [1–3] has gradually
shifted from general controller design to solving control design problems in practical
scenarios, such as executing evaluation and reconnaissance, long-range transportation
and delivery, and strategic strike missions in [4–6]. For the research on the HSV control
problem, early works studied many linear feedback control methods, and then proposed
nonlinear control methods such as sliding mode control in [7–10], adaptive backstepping
control in [11,12], and fault-tolerant control in [13–16]. Subsequently, intelligent control
methods based on general approximators such as neural networks in [17–19] or fuzzy logic
systems in [20–23] were widely studied to solve the nonlinear control problem of HSV
with completely unknown dynamics. Furthermore, adaptive control algorithms based
on disturbance observers are used to handle unknown system uncertainties in [24–26].
In addition to requiring the robustness of the control system, good tracking performance is
also the main goal of HSV controller design, and the convergence speed and convergence
accuracy are the two important indicators for evaluating the quality of tracking performance.
In order to improve the convergence speed of HSV, a finite-time control algorithms was
designed to adaptive anti-saturation robust for flexible aspirated HSV under the actuator
saturation state in [27]; this paper designed a self-adaptive fixed-time anti-saturation
compensator by introducing auxiliary variables and adjusting gain, which not only avoids
the influence of tracking error on convergence characteristics, but also reduces the complex
calculation burden of inversion control. The finite-time deterministic learning control
problem of HSVs with model uncertainty has been studied in [28], and achieved better
learning and tracking performance through two stages: offline training and online control.
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However, the stability time in finite time control depends on the initial conditions of the
system, which limits its practical application range. To overcome this limitation, a fixed-
time adaptation strategy for HSV actuator faults has been proposed in [29], and both
actual constraints and model uncertainty have been taken into account, which obtained
a fault-tolerant attitude control rate that allows for fault compensation to be completed
within a fixed-time. A fuzzy adaptive fault-tolerant control strategy for the fast fixed
time-constrained tracking problem of HSV has been proposed in [30]; by estimating the
upper and lower bounds of the actuator parameters for adaptive compensation, a smaller
fixed convergence time was derived, and a segmented differentiable switching control
rate was introduced to avoid singularity problems. An adaptive neural network control
scheme based on the integral barrier Lyapunov function has been proposed in [31] for
the fixed-time tracking control problem of HSV under asymmetric time-varying angle of
attack constraints, which ensures the error always converges to a bounded compact set by
directly designing the asymmetric time-varying angle of attack constraint scheme. The issue
of resource consumption in flight control systems has been researched in [32], and the
implementation of event triggered fixed-time control for HSVs by switching dynamic event
triggering mechanisms has been investigated.

Although the above significant work makes the HSV controller more adapt to practical
application needs, there is still room for improvement in the following areas. Firstly, most
of the current control schemes are related to finite-time or fixed-time control, and there are
relatively few research results that require achieving stability within a pre-set time in specific
flight missions. Secondly, for most existing control schemes that address state constraints,
prior knowledge of the initial tracking conditions is required, that is, the initial tracking
error must meet certain predetermined ranges. Thirdly, when the dynamic equations of
hypersonic vehicle are unknown, for established finite time and fixed-time control algorithms,
the tracking error can only ensure convergence to an unknown residual set, but cannot
guarantee convergence to a predetermined range. Therefore, in the case where the initial
tracking conditions are completely unknown, it is worthwhile to conduct in-depth research
on how to design a satisfactory controller to ensure that the tracking error asymptotically
converges to the predetermined range within a predetermined time. In addition, due to the
complex and ever-changing external environment, it may not be possible to ensure accurate
tracking of the aircraft without considering the faults of the actuator.

Based on the above discussion, this paper proposes an adaptive asymptotic tracking
control scheme with prescribe convergence time and tracking error for HSVs with actuator
faults. The main innovative work is as follows:

1. A time scale coordinate mapping function was introduced to ensure the asymptotic
convergence of the tracking error after transformation, achieving the convergence for
the original tracking error within a predetermined time.

2. An improved Lyapunov function and a class of improved tuning functions were
constructed, while incorporating the Barbalat lemma (if a continuous differentiable
function has a finite limit value as time approaches infinity, and its derivative is
uniformly continuous, then it tends towards stabilizing at infinity) to ensure that
even if the initial tracking conditions are completely unknown, the tracking error can
converge to the predetermined range.

3. Two adaptive parameters were designed to estimate unknown faults, achieving the
adaptive fault-tolerant control of the system and enhancing robustness during actual
flight processes.

The rest of this paper is organized as follows: Section 2 establishes the longitudinal
motion model of the HSV, Section 3 designs the controllers for the speed subsystem and
altitude subsystem of the HSV, Section 4 provides the closed-loop stability analysis of the
HSV system, Sections 5 and 6 list and analyzes the flight simulation results, and Section 7
draws the final conclusion.
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2. Longitudinal Motion Model of Hypersonic Aircraft

American scholars Bolender and Doman [33] focused on aspirated hypersonic aircraft
and considered the highly integrated propulsion system in the aircraft in the Air Force
Research Laboratory. They used oblique shock waves and Prandtl–Mayer expansion theory
to solve the impact of oscillating bow shock waves on the propulsion system performance,
and derived the motion equation of the flexible aircraft using the Lagrange equation, which
captured the inertial coupling effect between rigid body acceleration and flexible body
dynamics in structural dynamics, and established a representative longitudinal dynamic
nonlinear physical model.

V̇ =
T cos α − D

m
− g sin γ

ḣ = V sin γ

γ̇ =
L + T sin α

mV
− g cos γ

V
α̇ = Q − γ̇

Q̇ =
M
Iyy

η̈i = −2ξiωiη̇i − ω2
i ηi + Ni, i = 1, . . . , n

(1)

In the longitudinal motion model of HSV, the rigid body states V, h, γ, α and Q,
respectively, represent velocity, altitude, trajectory angle (ballistic angle), angle of attack,
and pitch angular velocity. The elastic state ηi represents the amplitude of the i order
bending mode of the fuselage, while m, g, Iyy, ξi and ωi, respectively, represent the mass,
gravity acceleration, rotational inertia, damping ratio, and flexible mode frequency of
the fuselage.

T ≈ q̄S
[
CT,Φ(α)Φ + CT(α) + Cη

Tη
]

D ≈ q̄SCD(α, δe, δc,η)

L ≈ q̄SCL(α, δe, δc,η)

M ≈ zTT + q̄Sc̄CM(α, δe, δc,η)

Ni ≈ q̄S
[

Nα2

i α2 + Nα
i α + Nδe

i δe + Nδc
i δc + N0

i + Nη
i η
]

(2)

where T, D, L, M, and Ni, respectively, represent thrust, drag, lift, pitch moment, and gen-
eralized elastic force; the parameter fitting values for aerodynamic force and moment are
shown above. Among them, η = [η1, η̇1, . . . , ηn, η̇n]

⊤, n ∈ N+, due to the unmeasurable
elastic state, it is considered as an unknown disturbance in the control law design. In ad-
dition, if the state and control input of the rigid body in the longitudinal motion model
are bounded, then the elastic state is also bounded. q̄, S, zT , and c̄, respectively, represents
flight dynamic pressure, reference area, thrust arm, and reference length. The approximate
coefficients of the curve fitting model are expressed as

CT,Φ(·) = Cα3

T,Φα3 + Cα2

T,Φα2 + Cα
T,Φα + C0

T,Φ

CT(·) = Cα3

T α3 + Cα2

T α2 + Cα
Tα + C0

T

CD(·) = Cα2

D α2 + Cα
Dα + Cδ2

e
D δ2

e + Cδe
D δe + Cδ2

c
D δ2

c + Cδc
D δc + C0

D + Cη
Dη

CL(·) = Cα
Lα + Cδe

L δe + Cδc
L δc + C0

L + Cη
L η

CM(·) = Cα2

Mα2 + Cα
Mα + Cδe

Mδe + Cδc
Mδc + C0

M + Cη
Mη

Cη
j =

[
Cη1

j , 0, . . . , Cηn
j , 0

]
, j = T, M, L, D

Nη
i =

[
Nη1

i , 0, . . . , Nηn
i , 0

]
, i = 1, . . . , n

(3)
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Control input Φ, δe and δc, respectively, represents the fuel equivalence ratio, elevator
deflection angle and canard deflection angle of HSV, which are implied in aerodynamic
forces (moments). It is worth noting that the model adopts a duck layout to eliminate the
coupling effect of lifting, so there is a relationship δc = kecδe and kec = −Cδe

L /Cδc
L between

the canard deflection angle and the elevator deflection angle, so HSV actually becomes two
control inputs: the fuel equivalence ratio Φ and elevator deflection angle δe.

The control objective of HSV is by designing and controlling the input fuel equivalence
ratio Φ and elevator deflection angle δe, the output signal speed V and height h can
accurately track their respective reference commands in the longitudinal motion plane; at
the same time, it ensures that, even in the event of actuator failure, the prescribe tracking
accuracy can be achieved within the prescribe time set by the designer.

Because the control input fuel equivalence ratio Φ is the decisive factor affecting
the thrust, the speed V in the control output signal changes according to the effect of Φ.
In addition, since the elevator deflection angle δe in the control input changes the pitch
angle and track angle, the height h in the control output signal is mainly controlled by δe.
At the same time, the flexible dynamics is ignored, and for the elastic state, because it is
unmeasurable, it is considered an unknown disturbance for the convenience of modeling
and subsequent control law design. Thus, an uncertain simplified HSV model is obtained,
which is mainly composed of five rigid body dynamic equations:

V̇ = fV + gVΦ + dV (4)
ḣ = fh + ghγ + dh

γ̇ = fγ + gγα + dγ

α̇ = fα + gαQ + dα

Q̇ = fQ + gQδe + dQ

(5)

where (4) is related to speed V and (5) is related to height h.
In the dynamic Equation (4) about velocity V:

fV =
q̄S
m

[
α3 cos αCα3

T + α2 cos αCα2

T + α cos αCα
T + cos αC0

T − α2Cα2

D

−αCα
D − δ2

e

(
Cδ2

D
D + k2

e,cδ
δ2

L
D

)
− δe

(
Cδe

De
+ ke,cCδc

D

)
− C0

D − mg sin γ

q̄S

]
gV =

q̄S
m

cos α
[
α3Cα3

T,Φ + α2Cα2

T,Φ + αCα
T,Φ + C0

T,Φ

]
dV =

q̄S
m

Cη
Tη cos α − q̄S

m
Cη

Dη + ∆V

(6)

The composite disturbance dV includes external disturbances such as gust, turbulence,
and atmospheric disturbance, as well as structural flexibility caused by aerothermoelasticity,
and ∆V represents the uncertainty and external disturbance in velocity dynamics.

In the four dynamic Equations (5) about height h:

fh = 0, gh = V, dh = ∆h (7)

fγ =
q̄S

mV
C0

L −
g
V

cos γ, gγ =
q̄S

mV
Cα

L, dγ =
q̄S

mV
Cη

L η+ ∆γ (8)

fα =
q̄
V

[
−αS

m
Cα

L −
S
m

C0
L+

g
q̄

cos γ

]
, gα = 1, dα = − q̄S

mV
Cη

L η+ ∆α (9)
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

fQ =
q̄S
Iyy

[
α3ΦzTCα3

T,Φ + α2ΦzTCα2

T,Φ + αΦzTCα
T,Φ + ΦzTC0

T,Φ + α3zTCα3

T

+α2
(

zTCα2

T + c̄Cα2

M

)
+ α(zTCα

T + c̄Cα
M) +

(
zTC0

T + c̄C0
M

)]
gQ =

q̄Sc̄
Iyy

[
Cδe

M + ke,cCδc
M

]
dQ =

zT q̄S
Iyy

Cη
Tη+

q̄Sc̄
Iyy

Cη
Mη+ ∆Q

(10)

where ∆h, ∆γ, ∆α, and ∆Q represent uncertainty and external disturbance in high dynamics.
Since γ of the actual cruise phase is very small, for simplicity, take sin γ = γ. In addition,
the thrust control term T sin α is usually much smaller than the lift term L, so it can be
ignored in the control design process.

3. Controller Design of Hypersonic Vehicle

The simplified HSV model is decomposed into velocity subsystem (including one
dynamic equation of velocity V) and altitude subsystem (including four dynamic equations
of altitude h, track angle γ, angle of attack α, and pitch angular velocity Q), and the control
laws are designed, respectively.

At the same time, the adaptive controller is designed considering actuator failures
including control failure and jamming. The form of actuator failure is expressed as follows:

⌣

Φj(t) = ρ1
jhΦj(t) + ψ1

jh, t ∈
[
t1

jh,k, t1
jh,e

)
(11)

⌣

δ ej(t) = ρ2
jhδej(t) + ψ2

jh, t ∈
[
t2

jh,k, t2
jh,e

)
(12)

where ρ1
jh, ρ2

jh ∈ [0, 1), h represents the hth failure model of the system and ψ1
jh, ψ2

jh is an

unknown number. t1
jh,k and t1

jh,e represent the occurrence and end time of the jth actuator

failure in speed dynamics, and t2
jh,kand t2

jh,e represent the occurrence and end time of the
jth actuator failure in high dynamics. Taking the speed subsystem as an example, note that
(11) includes the three following cases:

1. When ρ1
jh = 1 and ψ1

jh = 0, no fault occurred.

2. When 0 < ρ1
jh
≤ ρ1

jh ≤ ρ̄1
jh < 1 and ψ1

jh = 0, partial actuator failure occurs.

3. When ρ1
jh = 0 and ψ1

jh ̸= 0, the actuator will no longer be affected by the control input,
which means that the actuator fails completely.

Let us recall the following lemmas [34].

Lemma 1. Let S(Z) be any nonlinear continuous function defined on the compact set ΩZ ⊂ Rn,
and use the radial basis function neural network to approximate function S(Z), then for any given
ε∗ > 0, select a sufficiently large positive integer l to satisfy

S(Z) = Θ∗Tψ(Z) + ε(Z), ∀Z ∈ ΩZ (13)

where ε(Z) is the approximation error of neural network and |ε(Z)| ≤ εM, εMi > 0 is the
unknown normal number, Θ∗ is the Θ value that makes |ε(Z)| the minimum among all

Z ∈ ΩZ, i.e.,Θ∗ = arg min
W∈Rl

{
sup

Z∈ΩZ

|S(Z)− ΘTψ(Z)|
}

. In addition, ψ(Z) is selected as the

common Gaussian function form

ψ(Z) = exp

[
−(Zi − ϕi)

T(Zi − ϕi)

ϖ2
i

]
, i = 1, 2, ...., w (14)
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where ϕi, ϖi, and w represent the center, width, and number of Gaussian functions, respec-
tively.

Lemma 2. For x ∈ ℜ and any constant ε > 0, the following inequality

0 ≤ |x| < ε +
x2

√
x2 + ε2

(15)

3.1. Time Scale Coordinate Mapping

In this section, a time scale coordinate mapping is proposed, which transforms the
convergence problem of prescribe time into a general asymptotic convergence problem.

The prescribe convergence time is recorded as TP, and it is required to achieve the
convergence effect within the specified time interval, i.e., t ∈

[
0, TP). Using the following

time scale coordinate mapping method, the specified time t ∈
[
0, TP) in the finite field is

mapped to the timeτ ∈ [0,+∞) in the infinite field.

t = TP eτ − 1
eτ + 1

≜
⌢

t (τ) (16)

Matching the above expression to the transformed time τ leads to

dt
dτ

= 2TP eτ

(eτ + 1)2 ≜ λ(τ) (17)

It is easy to draw the following conclusion: λ(τ) is a monotonically decreasing
bounded function, satisfying λ(τ) ≤ λ̄, where λ̄ is a normal number.

Remark 1. The design of time scale coordinate mapping function needs to meet the following
properties: (1)

⌢

t (0) = 0; (2) lim
τ→+∞

⌢

t (τ) = TP; (3) The function is differentiable and monotonically

increasing, and the derivative is always positive, so as to ensure that the sign after combining with
the gain function does not change. It is worth noting that the design of functions is not strictly
limited to this form, as long as the above conditions are met, such as exp type, tan type, log type, etc.

3.2. Controller Design of Speed Subsystem

This section aims to design an adaptive tracking control scheme for the speed sub-
system under actuator failure, and ensure that the speed tracking error converges to the
range prescribed by the designer within the prescribe time. Firstly, the nonlinear dynamic
equation of the speed subsystem of HSV is described as

V̇(t) = fV(t) + gV(t)
m1

∑
j=1

(
ρ1

jhΦj(t) + ψ1
jh

)
+ dV(t) (18)

where the fuel equivalence ratio Φj ∈ R and speed V ∈ R represent the input and output of
the speed subsystem, respectively, fV(t) represents the unknown differentiable nonlinear
system function, gV(t) represents the known differentiable control gain function, and dV(t)
represents the compound disturbance.

The control objective of the HSV speed subsystem is to ensure that the output signal V
can stably track the reference instruction Vre f with the prescribe tracking accuracy within
the prescribe time of the designer, and the speed will not exceed the constrained set
ΩV := {V ∈ Rn : |V| < kcV}, even if the actuator fault occurs, by designing the control
input Φ.

Assumption 1. The reference instruction Vre f and its derivatives of order n are smooth and
bounded, that is, for any t > 0, there is a normal number YV such that the reference instruction
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Vre f satisfies
∣∣∣Vre f (t)

∣∣∣ ≤ YV < kcV , and all derivatives of the reference instruction Vre f satisfy∣∣∣V(i)
re f (t)

∣∣∣ ≤ Yi
V , i = 1, 2, . . . , n.

Using the time scale coordinate mapping method in Section 3.1, the velocity subsystem
(18) is rewritten as

dV
dτ

= λ(τ)

[
fV(τ) + gV(τ)

m1

∑
j=1

(
ρ1

jhΦj(τ) + ψ1
jh

)
+ dV(τ)

]
(19)

Remark 2. When the original system is transformed into a new system (19), the prescribe time
control problem is transformed into a general asymptotic convergence problem. As long as stable
convergence can be achieved in the infinite time domain of the new system, stable convergence
can be achieved in the original image in the mapping relationship, that is, within a predetermined
time period.

Define speed tracking error
eV = V − Vre f (20)

Before performing the backstepping process design, first introduce a reduced order
function sgV(·)

sgV(eV) =


eV
|eV |

, |eV | ≥ πV
eV

(π2
V−e2

V)
2
+|eV |

, |eV | < πV
(21)

and a switching function

ϕV(eV) =

{
1, |eV | ≥ πV
0, |eV | < πV

(22)

where πV > 0 is a constant that the designer can design in advance.
According to (21) and (22), the following conclusion can be obtained

sgV(eV)ϕV(eV) =

{
eV
|eV |

, |eV | ≥ πV

0, |eV | < πV
(23)

and
[ϕV(eV)]

n = ϕV(eV) (24)

Recalling the speed subsystem (19) and (20), we can obtain

deV
dτ

= λ(τ)

[
fV(τ) + gV(τ)

m1

∑
j=1

(
ρ1

jhΦj(τ) + ψ1
jh

)
+ dV(τ)

]
− V̇re f (25)

Choose an improved quadratic Lyapunov function

LV =
1
2
(|eV | − πV)

2ϕV (26)

Remark 3. It is worth noting that the key difference between the proposed improved Lyapunov
function and the traditional Lyapunov function used in similar studies is the addition of a switching
function. In the traditional Lyapunov function, the constraint problem is only handled with an
error constraint, but there is a drawback that it is not necessary to deal with the situation that the
error itself is within the set interval. Therefore, an improved Lyapunov function is proposed with a
switching function, take the following two conditions of the switching function into account: if the
error is within the set interval, the function value is 0; if the error exceeds the set interval, the function
value is 1. Meanwhile, because the switching function is a piecewise function, singularity may
occur during the derivation process. Therefore, the proposed switching function ensures that its n-th
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power remains its own, which can convert discreteness into continuity and effectively avoid such a
singularity problems.

Then, the time derivative of LV is expressed as

dLV
dτ

= (|eV | − πV)ϕVsgV(eV)

[
λ(τ)gV(τ)

m1

∑
j=1

(
ρ1

jhΦj(τ) + ψ1
jh

)
+λ(τ) fV(τ) + λ(τ)dV(τ)− V̇re f

] (27)

Define an unknown nonlinear function SV(ZV), where ZV=
[
V, V̇re f

]T
∈ R2

SV(ZV) = λ(τ) fV(τ) + λ(τ)dV(τ)− V̇re f (28)

Using the general form of neural network (13) to approximate the unknown function
SV(ZV), then

dLV
dτ

= (|eV | − πV)ϕVsgV(eV)

[
ΘV

∗TψV(ZV) + εV(ZV) + λ(τ)gV(τ)
m1

∑
j=1

(
ρ1

jhΦj(τ) + ψ1
jh

)]

≤ (|eV | − πV)ϕVsgV(eV)

[
θVρV + λ(τ)gV(τ)

m

∑
j=1

(
ρ1

jhΦj(τ) + ψ1
jh

)] (29)

Define
θV =

√
ΘV

∗TΘV
∗ + ε̄2

V (30)

ρV = sgV(eV)
√

φT
V(ZV)φV(ZV) + l0 (31)

where l0 is a positive design constant.
Next, define

s1 = inf
t≥0

m1

∑
j=1

ρ1
jh, ϑ1 =

1
s1

ζ1 = sup
t≥0

(
m1

∑
j=1

ψ1
jh

) (32)

The unknown parameters ϑ1 and ζ1 will be estimated by designing an adaptive law.
Next, rewrite the time derivative of LV as

dLV
dτ

≤ (|eV | − πV)ϕVsgV(eV)
[
θVρV + λ(τ)gV(τ)

(
s1Φj(τ) + ζ1

)
+ v1(τ)− v1(τ)

]
(33)

A new switching regulation function h̄V is proposed

h̄V =

{
(|eV | − πV)sgV(eV)ρV , |eV | ≥ πV
0, |eV | < πV

(34)

Construct an auxiliary control law as follows

v1(τ) = θ̂VρV + cVsgV(eV) + kV(|eV | − πV)
3sgV(eV) +

0.275λ(τ)gV(τ)ϵζ̂1

(|eV | − πV)ϕVsgV(eV)

+ γ2ρV h̄V + λ(τ)gV(τ)ζ̂1 tanh((|eV | − πV)ϕVsgV(eV)/ϵ )

(35)

where θ̂V is the estimate of θV , ζ̂1 is the estimate of ζ1, and there is ζ̃1 = ζ1 − ζ̂1 · cV , kV and
γ are positive design constants.

Substituting (35) into (33) yields
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dLV
dτ

≤ θ̃V h̄V − cV(|eV | − πV)ϕV − kV(|eV | − πV)
4ϕV − 0.275λ(τ)gV(τ)ϵζ̂1

+ (|eV | − πV)ϕVsgV(eV)
[
λ(τ)gV(τ)s1Φj(τ) + λ(τ)gV(τ)ζ1 + v1(τ)

−λ(τ)gV(τ)ζ̂1 tanh((|eV | − πV)ϕVsgV(eV)/ϵ )
]
− γ2h̄2

V

(36)

where θ̃V = θV − θ̂V is the weight estimation error of the generalized neural network.
Then, construct the actual smoothing control input Φj(τ) as

Φj(τ) = −
(|eV | − πV)ϕVsgV(eV)ϑ̂

2
1v2

1(τ)

λ(τ)gV(τ)
√
(|eV | − πV)

2ϕ2
VsgV2(eV)ϑ̂

2
1v2

1(τ) + σ2
1

− σ1

(|eV | − πV)ϕVsgV(eV)λ(τ)gV(τ)

(37)

where σ1 is a positive design constant.
The following adaptive update laws are designed as

˙̂θV = Proj(γh̄V), θ̂V(0) ∈ ΩθV (38)

˙̂ζ1 = r(|eV | − πV)ϕVsgV(eV)λ(τ)gV(τ) tanh((|eV | − πV)ϕVsgV(eV)/ϵ )

+ 0.275rλ(τ)gV(τ)ϵ
(39)

˙̂ϑ1 = Γ(|eV | − πV)ϕVsgV(eV)v1(τ) (40)

where ϑ̂1 is the estimation of ϑ1 and there is an estimation error ϑ̃1 = ϑ1 − ϑ̂1. Proj(·)
projection operator, ΩθV is a known compact set satisfying θV ∈ ΩθV .

So far, the design process of adaptive tracking controller for speed subsystem in infinite
time domain has been completed.

3.3. Controller Design of Height Subsystem

This section aims to design an adaptive tracking control scheme for the altitude
subsystem under actuator failure, and ensure that the altitude tracking error converges
to the range prescribed by the designer within the prescribe time. Firstly, the nonlinear
dynamic equation of the height subsystem of HSV is described as

ḣ(t) = fh(t) + gh(t)γ(t) + dh(t)

γ̇(t) = fγ(t) + gγ(t)α(t) + dγ(t)

α̇(t) = fα(t) + gα(t)Q(t) + dα(t)

Q̇(t) = fQ(t) + gQ(t)
m2

∑
j=1

(
ρ2

jhδej(t) + ψ2
jh

)
+ dQ(t)

(41)

where altitude h, track angle γ, angle of attack α, and pitch angular velocity Q represent
the four state variables of the system respectively, and elevator deflection angle δej ∈ R
and altitude h ∈ R represent the input and output of the altitude subsystem, respectively.
For the convenience of description, the state variables of the system are recorded as χη ,
η = 1, 2, 3, 4, where χ1 = h, χ2 = γ, χ3 = α, χ4 = Q, then fχη (t) represents the unknown
differentiable nonlinear system function, gχη (t) represents the known differentiable control
gain function, and dχη (t) represents the compound disturbance.

The control objective of the HSV height subsystem is to ensure that the output signal h
can stably track the reference instruction hre f with the prescribe tracking accuracy within
the prescribe time by the designer, and the state quantity χη will not exceed the constrained

set Ωχη :=
{

χη ∈ Rn :
∣∣χη

∣∣ < kcη

}
, even if the actuator fault occurs, by designing the

control input δe.
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Assumption 2. The reference instruction hre f and its n-order derivatives are smooth and bounded,
that is, for any t > 0, there is a normal number Yh such that the reference instruction hre f satisfies∣∣∣hre f (t)

∣∣∣ ≤ Y0 < kc1 , and the derivatives of the reference instruction hre f satisfy
∣∣∣h(η)re f (t)

∣∣∣ ≤ Yη ,
η = 1, 2, 3, 4.

Using the time scale coordinate mapping method in Section 3.1, the height subsystem
Equation (41) is rewritten as

dh
dτ

= λ(τ)[ fh(τ) + gh(τ)γ(τ) + dh(τ)]

dγ

dτ
= λ(τ)[ fγ(τ) + gγ(τ)α(τ) + dγ(τ)]

dα

dτ
= λ(τ)[ fα(τ) + gα(τ)Q(τ) + dα(τ)]

dQ
dτ

= λ(τ)

[
fQ(τ) + gQ(τ)

m2

∑
j=1

(
ρ2

jhδej(τ) + ψ2
jh

)
+ dQ(τ)

]
(42)

It should be mentioned that backstepping technique is used to construct an adaptive
controller for nonlinear system, the recursive design procedure contains four steps. To
facilitate the readers’ comprehension, the general block diagram of the proposed control
scheme is given in Figure 1.

Figure 1. Block diagram of the height subsystem.

The design of adaptive control law is firstly based on the definition of tracking error
eh = h(τ)− hre f (τ)

eγ = γ(τ)− α1(τ)

eα = α(τ)− α2(τ)

eQ = Q(τ)− α3(τ)

(43)

A reduced order function sgχη (·), η = 1, 2, 3, 4 is introduced before performing the
backstepping process design

sgχη

(
eχη

)
=


eχη

|eχη |
,

∣∣∣eχη

∣∣∣ ≥ πχη

eχη

(π2
η−e2

η)
2
+|eχη |

,
∣∣∣eχη

∣∣∣ < πχη

(44)

and a switching function

ϕχη

(
eχη

)
=

 1,
∣∣∣eχη

∣∣∣ ≥ πχη

0,
∣∣∣eχη

∣∣∣ < πχη

(45)

where a is πχη > 0 constant that the designer can design in advance.
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According to (21) and (22), the following conclusion can be obtained

sgχη

(
eχη

)
ϕχη

(
eχη

)
=


eχη

|eχη |
,
∣∣∣eχη

∣∣∣ ≥ πχη

0,
∣∣∣eχη

∣∣∣ < πχη

(46)

and [
ϕχη

(
eχη

)]n
= ϕχη

(
eχη

)
(47)

where n is positive integer.
Next, the detailed controller design process based on backstepping technology is

as follows.

3.3.1. Step 1

Firstly, the intermediate control α1 is designed to make the corresponding subsystem
(track angle γ ) toward the equilibrium position.

Consider the altitude subsystem and note the tracking error eh = h(τ)− hre f (τ) of
altitude h

deh
dτ

= λ(τ)[ fh(τ) + gh(τ)γ(τ) + dh(τ)]− ḣre f (48)

Choose an improved quadratic Lyapunov function

Le
1 =

1
2
(|eh| − πh)

2ϕh (49)

By introducing eγ = γ(τ)− α1(τ), the time derivative of Le
1 is described as

dLe
1

dτ
= (|eh| − πh)ϕhsgh(eh)

[
λ(τ)gh(τ)(eγ + α1) + λ(τ) fh(τ) + λ(τ)dh(τ)− ḣre f

]
(50)

Define an unknown nonlinear function S1(Z1)

S1(Z1) = λ(τ) fh(τ) + λ(τ)dh(τ)− ḣre f (51)

Using the general form of neural network (13) to approximate the unknown function
S1(Z1), then

dLe
1

dτ
= (|eh| − πh)ϕhsgh(eh)

[
Θ1

∗Tψ1(Z1) + ε1(Z1) + λ(τ)gh(τ)(eγ + α1)
]

≤ (|eh| − πh)ϕhsgh(eh)
[
θT

1 φ1(Z1) + λ(τ)gh(τ)(eγ + α1)
]

≤ (|eh| − πh)ϕhsgh(eh)[θρ1 + λ(τ)gh(τ)(eγ + α1)]

(52)

where θi =
[
Θi

∗T , εi(Zi)
]T

, φi(Zi) =
[
ψT

i (Zi), 1
]T .

Define

θ =

√
max

{
Θi

∗TΘi
∗ + ε̄2

i

}
, i = 1, 2, 3, 4 (53)

ρ1 = sgh(eh)
√

φT
1 (Z1)φ1(Z1) + l0 (54)

where l0 is a positive design constant.
A new switching regulation function h̄1 is proposed

h̄1 =

{
(|eh| − πh)sgh(eh)ρ1, |eh| ≥ πh
0, |eh| < πh

(55)
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Design a virtual controller α1(τ) as follows

α1(τ) =
1

λ(τ)gh(τ)

[
−θ̂ρ1 − c1sgh(eh)− k1(|eh| − πh)

3sgh(eh)

− 1
4
(|eh| − πh)sgh(eh)−(πγ + 1)sgh(eh)− γ2ρ1h̄1

] (56)

where θ̂ is the estimate of θ, c1, k1, and γ are positive design constants.
Substituting (56) into (52) yields

dLe
1

dτ
≤ (|eh| − πh)ϕhsgh(eh)θ̃ρ1 − c1(|eh| − πh)ϕhsg2

h(eh)− k1(|eh| − πh)
4ϕhsg2

h(eh)

− 1
4
(|eh| − πh)

2ϕhsg2
h(eh)− γ2ρ1(|eh| − πh)ϕhsgh(eh)[(|eh| − πh)sgh(eh)ρ1]

+ (|eh| − πh)ϕhsgh(eh)λ(τ)gh(τ)eγ − (πγ + 1)(|eh| − πh)ϕhsg2
h(eh)

≤ h̄1θ̃ − c1(|eh| − πh)ϕh − k1(|eh| − πh)
4ϕh −

1
4
(|eh| − πh)

2ϕh − γ2h̄2
1

+ (|eh| − πh)ϕh(λ(τ)gh(τ)|eγ| − πγ − 1)

(57)

where θ̃ = θ − θ̂ is the weight estimation error of generalized neural network.

3.3.2. Step 2

Secondly, the intermediate control α2 is designed to make the corresponding subsystem
(attack angle α) tend towards equilibrium position.

Consider the tracking error eγ = γ(τ) − α1(τ) and eα = α(τ) − α2(τ) of track
angle γ(τ)

deγ

dτ
= λ(τ)[ fγ(τ) + gγ(τ)α(τ) + dγ(τ)]− α̇1

= λ(τ)[ fγ(τ) + gγ(τ)(eα + α2(τ)) + dγ(τ)]−
∂α1

∂h
ḣ

− ∂α1

∂γ(τ)
γ̇(τ)−

2

∑
m=0

∂α1

∂h(m)
re f

h(m+1)
re f − ∂α1

∂θ̂
˙̂θ

(58)

Choose an improved quadratic Lyapunov function

Le
2 = Le

1 +
1
2
(|eγ| − πγ)

2ϕγ (59)

Define an unknown nonlinear function S2(Z2)

S2(Z2) = λ(τ) fγ(τ) + λ(τ)dγ(τ)−
∂α1

∂h
ḣ − ∂α1

∂γ(τ)
γ̇(τ)−

2

∑
m=0

∂α1

∂h(m)
re f

h(m+1)
re f (60)

Using the general form of neural network (13) to approximate unknown functions
Sη(Zη), η = 1, 2, 3, 4 to obtain

Sη(Zη) = Θη
∗Tψη(Zη) + εη(Zη) = θT

η φη

(
Zη

)
(61)

Invoking (58) and (61), the time derivative of Le
2 can be obtained by (59)

dLe
2

dτ
=

dLe
1

dτ
+ (|eγ| − πγ)ϕγsgγ(eγ)

deγ

dτ

≤
dLe

1
dτ

+ (|eγ| − πγ)ϕγsgγ(eγ)

[
λ(τ)gγ(τ)(eα + α2(τ)) + θρ2 −

∂α1

∂θ̂
˙̂θ
] (62)
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where ρ2 is designed as

ρ2 = sgγ(eγ)
√

φT
2 (Z2)φ2(Z2) + l0 (63)

Similarly, a switching adjustment function h̄2 is proposed as

h̄2 =

{
(|eγ| − πγ)sgγ(eγ)ρ1 + h̄1, |eγ| ≥ πγ

h̄1, |eγ| < πγ
(64)

Design a virtual controller α2(τ) as follows

α2(τ) =
1

λ(τ)gγ(τ)

[
−θ̂ρ2 − c2sgγ(eγ)− k2(|eγ| − πγ)

3sgγ(eγ) − (πα + 1)sgγ(eγ)

− 1
4
(|eγ| − πγ)sgγ(eγ)− γ2ρ2(h̄2 + h̄1)−

(λ(τ)gh(τ)|eγ| − πγ)
2

|eγ| − πγ
sgγ(eγ)

−1
4
(|eγ| − πγ)sgγ(eγ)

(
∂α1

∂θ̂

)2
] (65)

where c2 and k2 are positive design constants.
Substituting (65) into (62)

dLe
2

dτ
≤ −

2

∑
η=1

cη

(∣∣∣eχη

∣∣∣− πχη

)
ϕχη −

2

∑
η=1

kη

(∣∣∣eχη

∣∣∣− πχη

)4
ϕχη + θ̃τ1 −

1
4
(|eγ| − πγ)

2ϕγ

+ (|eγ| − πγ)ϕγ(λ(τ)gγ(τ)|eα| − πα − 1) + θ̃(|eγ| − πγ)ϕγsgγ(eγ)ρ2

− γ2ρ2(h̄2 + h̄1)(|eγ| − πγ)ϕγsgγ(eγ)−
1
4
(|eγ| − πγ)

2ϕγ

(
∂α1

∂θ̂

)2

− (|eγ| − πγ)ϕγsgγ(eγ)
∂α1

∂θ̂
˙̂θ − γ2h̄2

1 + Υ2

(66)

where
Υ2 = −1

4
(|eh| − πh)

2ϕh − (λ(τ)gh(τ)|eγ| − πγ)
2ϕγ

+(|eh| − πh)ϕh(λ(τ)gh(τ)|eγ| − πγ − 1)
(67)

It is worth mentioning that the result of Υ2 ≤ 0 can be obtained through analysis.
If λ(τ)gh(τ)|eγ| ≤ πγ + 1, there is obviously (|eh| − πh)ϕh(λ(τ)gh(τ)|eγ| − πγ − 1) ≤ 0,
so Υ2 ≤ 0; if λ(τ)gh(τ)|eγ| > πγ + 1, then ϕγ = 1, using Young’s inequality, we obtain

Υ2 ≤ −1
4
(|eh| − πh)

2ϕh − (λ(τ)gh(τ)|eγ| − πγ)
2+

1
4
(|eh| − πh)

2ϕh

+ (λ(τ)gh(τ)|eγ| − πγ − 1)2 ≤ 0
(68)

According to the definition in (64) to obtain

− γ2ρ2(h̄2 + h̄1)(|eγ| − πγ)ϕγsgγ(eγ)− γ2h̄2
1

= −γ2
[
ρ2((|eγ| − πγ)sgγ(eγ)ρ2 + 2h̄1)(|eγ| − πγ)ϕγsgγ(eγ) + h̄2

1

]
= −γ2

[
(ρ2(|eγ| − πγ)sgγ(eγ))

2 + 2h̄1ρ2(|eγ| − πγ)sgγ(eγ) + h̄2
1

]
= −γ2h̄2

2

(69)
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Substituting (67) and (69) into (66) yields

dLe
2

dτ
≤ θ̃h̄2 −

2

∑
η=1

cη

(∣∣∣eχη

∣∣∣− πχη

)
ϕχη −

2

∑
η=1

kη

(∣∣∣eχη

∣∣∣− πχη

)4
ϕχη − γ2h̄2

2

− 1
4
(|eγ| − πγ)

2ϕγ + (|eγ| − πγ)ϕγ(λ(τ)gγ(τ)|eα| − πα − 1)

− 1
4
(|eγ| − πγ)

2ϕγ

(
∂α1

∂θ̂

)2
− (|eγ| − πγ)ϕγsgγ(eγ)

∂α1

∂θ̂
˙̂θ

(70)

3.3.3. Step 3

Thirdly, the intermediate control α3 is designed to make the corresponding (pitch
angular velocity Q) subsystem tend towards equilibrium position.

Consider the tracking error eα = α(τ)− α2(τ) of the angle of attack α(τ)

deα

dτ
= λ(τ)[ fα(τ) + gα(τ)Q(τ) + dα(τ)]− α̇2

= λ(τ)
[

fα(τ) + gα(τ)
(
eQ + α3(τ)

)
+ dα(τ)

]
−

3

∑
η=1

∂α2

∂χη
χ̇η −

3

∑
m=0

∂α2

∂h(m)
re f

h(m+1)
re f − ∂α2

∂θ̂
˙̂θ

(71)

Choose an improved quadratic Lyapunov function

Le
3 = Le

2 +
1
2
(|eα| − πα)

2ϕα (72)

Define an unknown nonlinear function S3(Z3)

S3(Z3) = λ(τ) fα(τ) + λ(τ)dα(τ)−
3

∑
η=1

∂α2

∂χη
χ̇η −

3

∑
m=0

∂α2

∂h(m)
re f

h(m+1)
re f (73)

Using (58) and (61), the time derivative of Le
3 can be obtained by (59)

dLe
3

dτ
=

dLe
2

dτ
+ (|eα| − πα)ϕαsgα(eα)

deα

dτ

≤
dLe

1
dτ

+ (|eα| − πα)ϕαsgα(eα)

[
λ(τ)gα(τ)

(
eQ + α3(τ)

)
+ θρ3 −

∂α2

∂θ̂
˙̂θ
] (74)

where ρ3 is designed as

ρ3 = sgα(eα)
√

φT
3 (Z3)φ3(Z3) + l0 (75)

Similarly, a switching adjustment function h̄3 is proposed as

h̄3 =

{
(|eα| − πα)sgα(eα)ρ2 + h̄2, |eα| ≥ πα

h̄2, |eα| < πα
(76)

Design a virtual controller α3(τ) as follows

α3(τ) =
1

λ(τ)gα(τ)

[
−θ̂ρ3 − c3sgα(eα)− k3(|eα| − πα)

3sgα(eα) − γ2ρ3(h̄3 + h̄2)

− 1
4
(|eα| − πα)sgα(eα)−

(λ(τ)gγ(τ)|eα| − πα)
2

|eα| − πα
sgα(eα)

−
(
πQ + 1

)
sgα(eα)−

1
4
(|eα| − πα)sgα(eα)

(
∂α2

∂θ̂

)2
] (77)
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where c3 and k3 are positive design constants.
Similar to Step 2

dLe
3

dτ
≤ θ̃h̄3 −

3

∑
η=1

cη

(∣∣∣eχη

∣∣∣− πχη

)
ϕχη −

3

∑
η=1

kη

(∣∣∣eχη

∣∣∣− πχη

)4
ϕχη −

1
4
(|eα| − πα)

2ϕγ

−
3

∑
η=2

(∣∣∣eχη

∣∣∣− πχη

)
ϕχη sgχη

(
eχη

)∂αη−1

∂θ̂
˙̂θ − 1

4

3

∑
η=2

(∣∣∣eχη

∣∣∣− πχη

)2
ϕχη

(
∂αη−1

∂θ̂

)2

+ (|eα| − πα)ϕα

(
λ(τ)gα(τ)

∣∣eQ
∣∣− πQ − 1

)
− γ2h̄2

3

(78)

3.3.4. Step 4

Fourthly, the stabilization of system can be achieved with the actual control input u
(elevator deflection angle δej) being designed.

Consider the tracking error eQ = Q(τ)− α3(τ) of the pitch angular velocity Q

dLe
3

dτ
≤ θ̃h̄3 −

3

∑
η=1

cη

(∣∣∣eχη

∣∣∣− πχη

)
ϕχη −

3

∑
η=1

kη

(∣∣∣eχη

∣∣∣− πχη

)4
ϕχη −

1
4
(|eα| − πα)

2ϕγ

−
3

∑
η=2

(∣∣∣eχη

∣∣∣− πχη

)
ϕχη sgχη

(
eχη

)∂αη−1

∂θ̂
˙̂θ − 1

4

3

∑
η=2

(∣∣∣eχη

∣∣∣− πχη

)2
ϕχη

(
∂αη−1

∂θ̂

)2

+ (|eα| − πα)ϕα

(
λ(τ)gα(τ)

∣∣eQ
∣∣− πQ − 1

)
− γ2h̄2

3

(79)

Choose an improved quadratic Lyapunov function

Le
4 = Le

3 +
1
2
(∣∣eQ

∣∣− πQ
)2

ϕQ (80)

Define an unknown nonlinear function S4(Z4)

S4(Z4) = λ(τ) fQ(τ) + λ(τ)dQ(τ)−
4

∑
η=1

∂α3

∂χη
χ̇η −

4

∑
m=0

∂α3

∂h(m)
re f

h(m+1)
re f (81)

And define

s2 = inf
t≥0

m2

∑
j=1

ρ2
jh, ϑ2 =

1
s2

ζ2 = sup
t≥0

(
m2

∑
j=1

ψ2
jh

) (82)

where the unknown parameters ϑ2 and ζ2 will be estimated by designing an adaptive law.
With the help of (79) and (81), the time derivative of Le

4 can be obtained by (80)

dLe
4

dτ
=

dLe
3

dτ
+
(∣∣eQ

∣∣− πQ
)
ϕQsgQ

(
eQ
)deQ

dτ

≤
dLe

3
dτ

+
(∣∣eQ

∣∣− πQ
)
ϕQsgQ

(
eQ
)[

λ(τ)gQ(τ)
(
s2δej(τ) + ζ2

)
+ θρ4 −

∂α3

∂θ̂
˙̂θ
] (83)

where ρ4 is designed as

ρ4 = sgQ
(
eQ
)√

φT
4 (Z4)φ4(Z4) + l0 (84)
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Next, an auxiliary control law v2(τ) is constructed as follows

v2(τ) = −θ̂ρ4 − k4
(∣∣eQ

∣∣− πQ
)3sgQ

(
eQ
)
− γ2ρ4(h̄4 + h̄3) +

0.275λ(τ)gQ(τ)ϵζ̂2(∣∣eQ
∣∣− πQ

)
ϕQsgQ

(
eQ
)

− 1
4
(∣∣eQ

∣∣− πQ
)
sgQ

(
eQ
)(∂α2

∂θ̂

)2
−
(
λ(τ)gα(τ)

∣∣eQ
∣∣− πQ

)2∣∣eQ
∣∣− πQ

sgQ
(
eQ
)

+ λ(τ)gQ(τ)ζ̂2 tanh
((∣∣eQ

∣∣− πQ
)
ϕQsgQ

(
eQ
)
/ϵ
)
− c4sgQ

(
eQ
)

(85)

where c3 and k4 are positive design constants, ζ̂2 is the estimate of ζ2 and ζ̃2 = ζ2 − ζ̂2.
Similarly, the switching adjustment function h̄4 is constructed as follows

h̄4 =

{ (∣∣eQ
∣∣− πQ

)
sgQ

(
eQ
)
ρ4 + h̄3,

∣∣eQ
∣∣ ≥ πQ

h̄3,
∣∣eQ
∣∣ < πQ

(86)

In combination with (85), add and subtract the term v2(τ) of (83) to obtain

dLe
4

dτ
≤ θ̃h̄4 −

4

∑
η=1

cη

(∣∣∣eχη

∣∣∣− πχη

)
ϕχη −

4

∑
η=1

kη

(∣∣∣eχη

∣∣∣− πχη

)4
ϕχη − 0.275λ(τ)gQ(τ)ϵζ̂2

− 1
4

4

∑
η=2

(∣∣∣eχη

∣∣∣− πχη

)2
ϕχη

(
∂αη−1

∂θ̂

)2

−
4

∑
η=2

(∣∣∣eχη

∣∣∣− πχη

)
ϕχη sgχη

(
eχη

)∂αη−1

∂θ̂
˙̂θ

+
(∣∣eQ

∣∣− πQ
)
ϕQsgQ

(
eQ
)[
−λ(τ)gQ(τ)ζ̂2 tanh

((∣∣eQ
∣∣− πQ

)
ϕQsgQ

(
eQ
)
/ϵ
)

+λ(τ)gQ(τ)
(
s2δej(τ) + ζ2

)
+ v2(τ)

]
− γ2h̄2

4

(87)

Next, construct the actual smoothing control input δej(τ) as

δej(τ) = −
(∣∣eQ

∣∣− πQ
)
ϕQsgQ

(
eQ
)
ϑ̂2

2v2
2(τ)

λ(τ)gQ(τ)
√(∣∣eQ

∣∣− πQ
)2

ϕ2
QsgQ

2
(
eQ
)
ϑ̂2

2v2
2(τ) + σ2

2

− σ2(∣∣eQ
∣∣− πQ

)
ϕQsgQ

(
eQ
)
λ(τ)gQ(τ)

(88)

where σ2 is a positive design constant.
Design the following adaptive update laws are as

˙̂θ = Proj(γh̄4), θ̂(0) ∈ Ωθ (89)

˙̂ζ2 = r
(∣∣eQ

∣∣− πQ
)
ϕQsgQ

(
eQ
)
λ(τ)gQ(τ) tanh

((∣∣eQ
∣∣− πQ

)
ϕQsgQ

(
eQ
)
/ϵ
)

+ 0.275rλ(τ)gQ(τ)ϵ
(90)

˙̂ϑ2 = Γ
(∣∣eQ

∣∣− πQ
)
ϕQsgQ

(
eQ
)
v2(τ) (91)

where ϑ̂2 is the estimation of ϑ2 with estimation error ϑ̃2 = ϑ2 − ϑ̂2, Ωθ is a known compact
set satisfying θ ∈ Ωθ .

So far, the design process of the adaptive tracking controller for the height subsystem
in the infinite time domain has been completed.

4. Stability Analysis
4.1. Stability Analysis of Speed Subsystem

Theorem 1. Considering the nonlinear system (18) under Assumption 1, the actual control
input (103) is designed by introducing the auxiliary control law (102) and the parameter adaptive
update law (104)–(106). The control scheme can ensure that: (1) All the signals of the speed
subsystem are bounded; (2) The tracking error can converge to the interval defined by the designer
within the prescribe fixed time TP, i.e., lim

t→TP
|eV(t)| ≤ πV , in which the parameters TP and πV
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can be designed in advance; (3) The speed will not exceed the set ΩV := {V ∈ Rn : |V| < kcV}
of constraints.

Proof. In order to analyze the stability of the velocity subsystem, the following Lyapunov
function is considered

L1 = LV + Lθ + Lϑ + Lζ (92)

where Lθ = 1
2γ θ̃2

V , Lϑ = s1
2Γ ϑ̃2

1, Lζ = 1
2r ζ̃2

1.

Combining with ˙̃θV = θ̇V − ˙̂θV = − ˙̂θV , substitute (38) into (36) to obtain

dL1
dτ

≤ θ̃V h̄V − cV(|eV | − πV)ϕV − kV(|eV | − πV)
4ϕV − 0.275λ(τ)gV(τ)ϵζ̂1 −

s1

Γ
ϑ̃1

˙̂ϑ1

− 1
r

ζ̃1
˙̂ζ1 + (|eV | − πV)ϕVsgV(eV)

[
λ(τ)gV(τ)s1Φj(τ) + λ(τ)gV(τ)ζ1 + v1(τ)

−λ(τ)gV(τ)ζ̂1 tanh((|eV | − πV)ϕVsgV(eV)/ϵ )
]
− 1

γ
θ̃V Proj(γh̄V)

(93)

We know the property −Proj(h̄V) ≤ −h̄V of the inner projection operator of compact
set ΩθV , so we obtain

dL1
dτ

≤ 1
r

ζ̃1

[
r(|eV | − πV)ϕVsgV(eV)λ(τ)gV(τ) tanh((|eV | − πV)ϕVsgV(eV)/ϵ )− ˙̂ζ1

]
+ (|eV | − πV)ϕVsgV(eV)λ(τ)gV(τ)s1Φj(τ) + (|eV | − πV)ϕVsgV(eV)v1(τ)

− cV(|eV | − πV)ϕV − kV(|eV | − πV)
4ϕV − 0.275λ(τ)gV(τ)ϵζ̂1 −

s1

Γ
ϑ̃1

˙̂ϑ1

+ λ(τ)gV(τ)ζ1[|(|eV | − πV)ϕVsgV(eV)| − (|eV | − πV)ϕVsgV(eV)

× tanh((|eV | − πV)ϕVsgV(eV)/ϵ )]

(94)

Recalling (37) and Lemma 2 to obtain

(|eV | − πV)ϕVsgV(eV)λ(τ)gV(τ)s1Φj(τ)

≤ −
s1(|eV | − πV)

2ϕ2
VsgV

2(eV)ϑ̂
2
1v2

1(τ)√
(|eV | − πV)

2ϕ2
VsgV2(eV)ϑ̂

2
1v2

1(τ) + σ2
1

− s1σ1

≤ −s1
∣∣(|eV | − πV)ϕVsgV(eV)ϑ̂1v1(τ)

∣∣
≤ −s1(|eV | − πV)ϕVsgV(eV)ϑ̂1v1(τ)

(95)

With inequality 0 ≤ |q| − q tanh(q/ϵ ) ≤ 0.2785ϵ, it holds that

λ(τ)gV(τ)ζ1[|(|eV | − πV)ϕVsgV(eV)| − (|eV | − πV)ϕVsgV(eV)

× tanh((|eV | − πV)ϕVsgV(eV)/ϵ )] ≤ 0.275λ(τ)gV(τ)ζ1ϵ
(96)

Substituting (39), (40), (95), and (96) into (94), we obtain

dL1
dτ

≤ −cV(|eV | − πV)ϕV − kV(|eV | − πV)
4ϕV − 0.275λ(τ)gV(τ)ϵζ̂1

− s1(|eV | − πV)ϕVsgV(eV)ϑ̂1v1(τ) + (|eV | − πV)ϕVsgV(eV)v1(τ)

+ 0.275λ(τ)gV(τ)ϵζ1 − 0.275λ(τ)gV(τ)ϵζ̃1

− s1ϑ̃1(|eV | − πV)ϕVsgV(eV)v1(τ)

≤ −cV

[
(|eV | − πV)

2ϕV

]1/2
− kV

[
(|eV | − πV)

2ϕV

]2

(97)
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According to the result of (97), it is obtained that L1 has the property of non-increasing,
so the boundedness of eV , θ̃V , ϑ̃1 and ζ̃1 is guaranteed. Since θ̃V = θV − θ̂V , and θV are
bounded constants, θ̂V ∈ L∞. Because Vre f and its derivatives are bounded, V ∈ L∞.
Through similar analysis, all closed-loop signals are bounded.

It is now proven that the proposed control method can allow the tracking error to
converge to a range that can be defined by the designer within a predetermined time.

With the help of (97), the following inequality holds

kV

[
(|eV | − πV)

2ϕV

]2
≤ −dL1

dτ
− cV

[
(|eV | − πV)

2ϕV

]1/2
≤ −dL1

dτ
(98)

Integrate both sides of (98) to obtain∫ ∞

0

[
(|eV | − πV)

2ϕV

]2
dτ ≤ 1

kV
(−L1(∞) + L1(0)) ≤

1
kV

L1(0) (99)

where indicates (|eV | − πV)
2ϕV ∈ L2.

By applying the Barbalat lemma yields

lim
τ→∞

(|eV(τ)| − πV)
2ϕV = 0 (100)

Therefore, the tracking error eV(τ) asymptotically approaches a prescribe interval πV
in the infinite domain time τ.

In turn, the adaptive controller in the original nonlinear velocity subsystem (18) is
designed. According to the inverse transformation of time scale, τ in the control law in
Section 3.2 is replaced by t, so the prescribe time control is realized through the mapping
function from the perspective of time scale.

The auxiliary control law v1(t) and the actual control input Φj(t) are designed
as follows:

v1(t) = θ̂VρV + cVsgV(eV) + kV(|eV | − πV)
3sgV(eV) +

0.275λ(τ)gV(τ(t))ϵζ̂1

(|eV | − πV)ϕVsgV(eV)

+ γ2ρVτV + λ(τ)gV(τ(t))ζ̂1 tanh((|eV | − πV)ϕVsgV(eV)/ϵ )

(101)

Φj(t) = −
(|eV | − πV)ϕVsgV(eV)ϑ̂

2
1v2

1(τ(t))

λ(τ)gV(τ(t))
√
(|eV | − πV)

2ϕ2
VsgV2(eV)ϑ̂

2
1v2

1(τ(t)) + σ2
1

− σ1

(|eV | − πV)ϕVsgV(eV)λ(τ)gV(τ(t))

(102)

The adaptive updating law of parameters is

˙̂θV(t) = Proj(γτV(τ(t))), θ̂V(0) ∈ ΩθV (103)

˙̂ζ1(t) = r(|eV | − πV)ϕVsgV(eV)λ(τ)gV(τ(t)) tanh((|eV | − πV)ϕVsgV(eV)/ϵ )

+ 0.275rλ(τ)gV(τ(t))ϵ
(104)

˙̂ϑ1(t) = Γ(|eV | − πV)ϕVsgV(eV)v1(τ(t)) (105)

Similar to the above proof process, consider the following Lyapunov function

V1(t) = VV(t) + Vθ(t) + Vϑ(t) + Vζ(t) (106)

where Vθ(t) = 1
2γ θ̃2

V(t), Vϑ(t) = s1
2Γ ϑ̃2

1(t), Vζ(t) = 1
2r ζ̃2

1(t).
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Along the same lines, we can draw a conclusion

dV1
dt

≤ −cV

[
(|eV(t)| − πV)

2ϕV

]1/2
− kV

[
(|eV(t)| − πV)

2ϕV

]2
(107)

Because the time scale coordinate mapping method is adopted, the prescribe time
t ∈ [0, TP) of the finite field is mapped to the time τ ∈ [0,+∞) of the infinite field, which is
obtained from (98)–(100)

lim
t→TP

|eV(t)| ≤ πV (108)

Therefore, the actual speed tracking error eV(t) can converge to the interval πV defined
by the designer within the prescribe time TP. Next, it is proved that the speed will not
exceed the set ΩV := {V ∈ Rn : |V| < kcV} of constraints. Because lim

t→TP
|eV(t)| ≤ πV ,

and πV can be designed in advance, if πV = kbV ≤ kcV − YV is defined, it can be inferred

that there is |V(t)| ≤ |eV(t)|+
∣∣∣Vre f (t)

∣∣∣ ≤ πV + YV ≤ kcV for t → TP, so the conclusion
is proved.

So far, the proof of Theorem 1 has been completed.

4.2. Stability Analysis of Altitude Subsystem

Theorem 2. Considering the nonlinear system (41) under Assumption 2, the actual control
input (122) is designed by introducing the auxiliary control law (121) and the parameter adaptive
update law(123)–(126). The control scheme can ensure that: (1) all signals of the altitude subsystem
are bounded; (2) The tracking error can converge to the interval defined by the designer within
the prescribe fixed time TP, that is, lim

t→TP

∣∣∣eχη (t)
∣∣∣ ≤ πχη , η = 1, 2, 3, 4, in which the parameters

TP and πχη can be designed in advance; (3) All state quantities χη do not exceed the set Ωχη :={
χη ∈ Rn :

∣∣χη

∣∣ < kcη

}
of constraints.

Proof. In order to analyze the stability of the velocity subsystem, the following Lyapunov
function is considered

L2 = Le
4 + Lθ

2 + Lϑ
2 + Lζ

2 (109)

where Lθ
2 = 1

2γ θ̃2, Lϑ
2 = s2

2Γ ϑ̃2
2, Lζ

2 = 1
2r ζ̃2

2.

Combining with ˙̃θ = θ̇ − ˙̂θ = − ˙̂θ, substituting (89) and (87) into (109) yields

dL2

dτ
≤ θ̃

γ
[γh̄4 − Proj(γh̄4)]−

4

∑
η=1

cη

(∣∣∣eχη

∣∣∣− πχη

)
ϕχη −

4

∑
η=1

kη

(∣∣∣eχη

∣∣∣− πχη

)4
ϕχη −

s2

Γ
ϑ̃2

˙̂ϑ2

− 1
r

ζ̃2
˙̂ζ2 + ℵ+

(∣∣eQ
∣∣− πQ

)
ϕQsgQ

(
eQ
)[

λ(τ)gQ(τ)
(
s2δej(τ) + ζ2

)
+ v2(τ)

−λ(τ)gQ(τ)ζ̂2 tanh
((∣∣eQ

∣∣− πQ
)
ϕQsgQ

(
eQ
)
/ϵ
)]

− 0.275λ(τ)gQ(τ)ϵζ̂2

(110)

where

ℵ = −
4

∑
η=2

(∣∣∣eχη

∣∣∣− πχη

)
ϕχη sgχη

(
eχη

)∂αη−1

∂θ̂
Proj(γh̄4)

− γ2h̄2
4 −

1
4

4

∑
η=2

(∣∣∣eχη

∣∣∣− πχη

)2
ϕχη

(
∂αη−1

∂θ̂

)2 (111)

We know the property [Proj(h̄4)]
2 ≤ h̄2

4 and −Proj(h̄4) ≤ −h̄4 of the inner projection
operator of compact set Ωθ , so we obtain
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−
4

∑
η=2

(∣∣∣eχη

∣∣∣− πχη

)
ϕχη sgχη

(
eχη

)∂αη−1

∂θ̂
Proj(γh̄4)

≤ 1
4

4

∑
η=2

(∣∣∣eχη

∣∣∣− πχη

)2
ϕχη

(
∂αη−1

∂θ̂

)2

+ γ2h̄2
4

(112)

According to (112), ℵ ≤ 0 is obtained. Therefore, dL2/dτ can be further expressed as

dL2

dτ
≤
(∣∣eQ

∣∣− πQ
)
ϕQsgQ

(
eQ
)
λ(τ)gQ(τ)s2δej(τ)−

4

∑
η=1

cη

(∣∣∣eχη

∣∣∣− πχη

)
ϕχη −

s2

Γ
ϑ̃2

˙̂ϑ2

+
(∣∣eQ

∣∣− πQ
)
ϕQsgQ

(
eQ
)
v2(τ) +

1
r

ζ̃2
[
r
(∣∣eQ

∣∣− πQ
)
ϕQsgQ

(
eQ
)
λ(τ)gQ(τ)

× tanh
((∣∣eQ

∣∣− πQ
)
ϕQsgQ

(
eQ
)
/ϵ
)
− ˙̂ζ2

]
− 0.275λ(τ)gQ(τ)ϵζ̂2

+ λ(τ)gQ(τ)ζ2
[∣∣(∣∣eQ

∣∣− πQ
)
ϕQsgQ

(
eQ
)∣∣ − (∣∣eQ

∣∣− πQ
)
ϕQsgQ

(
eQ
)

× tanh
((∣∣eQ

∣∣− πQ
)
ϕQsgQ

(
eQ
)
/ϵ
)]

−
4

∑
η=1

kη

(∣∣∣eχη

∣∣∣− πχη

)4
ϕχη

(113)

According to (88) and Lemma 2, we can obtain(∣∣eQ
∣∣− πQ

)
ϕQsgQ

(
eQ
)
λ(τ)gQ(τ)s2δej(τ)

≤ −
s2
(∣∣eQ

∣∣− πQ
)2

ϕ2
QsgQ

2(eQ
)
ϑ̂2

2v2
2(τ)√(∣∣eQ

∣∣− πQ
)2

ϕ2
QsgQ

2
(
eQ
)
ϑ̂2

2v2
2(τ) + σ2

2

− s2σ2

≤ −s2
(∣∣eQ

∣∣− πQ
)
ϕQsgQ

(
eQ
)
ϑ̂2v2(τ)

(114)

With the inequality 0 ≤ |q| − q tanh
( q

ϵ

)
≤ 0.2785ϵ yields

λ(τ)gQ(τ)ζ2
[∣∣(∣∣eQ

∣∣− πQ
)
ϕQsgQ

(
eQ
)∣∣ − (∣∣eQ

∣∣− πQ
)
ϕQsgQ

(
eQ
)

× tanh
((∣∣eQ

∣∣− πQ
)
ϕQsgQ

(
eQ
)
/ϵ
)]

≤ 0.275λ(τ)gQ(τ)ζ2ϵ
(115)

Similarly to the previous section, substitute (90), (91), (114), and (115) into (113) to
obtain

dL2

dτ
≤ −

4

∑
η=1

cη

[(∣∣∣eχη

∣∣∣− πχη

)2
ϕχη

]1/2
−

4

∑
η=1

kη

[(∣∣∣eχη

∣∣∣− πχη

)2
ϕχη

]2

(116)

According to the result of (116), it is obtained that L2 has the property of non-increasing,
so the boundedness of eχη , θ̃, ϑ̃2 and ζ̃2 is guaranteed. Since θ̃ = θ − θ̂, and θ are bounded
constants, θ̂ ∈ L∞. Because hre f and its derivatives are bounded, h ∈ L∞. Since α1 is a
function of bounded signals, there is α1 ∈ L∞, so γ = eγ + α1 ∈ L∞. Through similar
analysis, the boundedness of α and Q can be deduced in turn, so all closed-loop signals
are bounded.

It is now proven that the proposed control method can allow the height tracking error
to converge to a range that can be defined by the designer within a predetermined time.

With the help of (116), the following inequality holds

4

∑
η=1

kη

[(∣∣∣eχη

∣∣∣− πχη

)2
ϕχη

]2

≤ −dL2

dτ
−

4

∑
η=1

cη

[(∣∣∣eχη

∣∣∣− πχη

)2
ϕχη

]1/2
≤ −dL2

dτ
(117)
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Take η = 1 and integrate both sides of (117) to obtain∫ ∞

0

[
(|eh| − πh)

2ϕh

]2
dτ ≤ 1

k1
(−L2(∞) + L2(0)) ≤

1
k1

L2(0) (118)

which indicates that (|eh| − πh)
2ϕh ∈ L2.

Applying the Barbalat lemma yields

lim
τ→∞

(|eh(τ)| − πh)
2ϕh = 0 (119)

Therefore, the tracking error eh(τ) asymptotically approaches a prescribe interval πh
within the time τ of the infinite domain.

In turn, the adaptive controller in the original nonlinear height subsystem (41) is
designed. According to the inverse transformation of time scale, τ in the control law in
Section 3.3 is replaced by t, so the prescribe time control is realized through the mapping
function from the perspective of time scale. Similarly, the auxiliary control law v2(t) and
the actual control input δej(t) are designed as follows:

v2(t) = −θ̂ρ4 − c4sgQ
(
eQ
)
− k4

(∣∣eQ
∣∣− πQ

)3sgQ
(
eQ
)
+

0.275λ(τ(t))gQ(τ(t))ϵζ̂2(∣∣eQ
∣∣− πQ

)
ϕQsgQ

(
eQ
)

− 1
4
(∣∣eQ

∣∣− πQ
)
sgQ

(
eQ
)(∂α2

∂θ̂

)2
−
(
λ(τ(t))gα(τ(t))

∣∣eQ
∣∣− πQ

)2∣∣eQ
∣∣− πQ

sgQ
(
eQ
)

+ λ(τ(t))gQ(τ(t))ζ̂2 tanh
((∣∣eQ

∣∣− πQ
)
ϕQsgQ

(
eQ
)
/ϵ
)
− γ2ρ4(h̄4 + h̄3)

(120)

δej(t) = −
(∣∣eQ

∣∣− πQ
)
ϕQsgQ

(
eQ
)
ϑ̂2

2v2
2(τ(t))

λ(τ(t))gQ(τ(t))
√(∣∣eQ

∣∣− πQ
)2

ϕ2
QsgQ

2
(
eQ
)
ϑ̂2

2v2
2(τ(t)) + σ2

2

− σ2(∣∣eQ
∣∣− πQ

)
ϕQsgQ

(
eQ
)
λ(τ(t))gQ(τ(t))

(121)

where the parameter adaptive updating law is

˙̂θ(t) = Proj(γh̄4(t)), θ̂(0) ∈ Ωθ (122)

˙̂ζ2(t) = r
(∣∣eQ

∣∣− πQ
)
ϕQsgQ

(
eQ
)
λ(τ(t))gQ(τ(t)) tanh

((∣∣eQ
∣∣− πQ

)
ϕQsgQ

(
eQ
)
/ϵ
)

+ 0.275rλ(τ(t))gQ(τ(t))ϵ
(123)

˙̂ϑ2(t) = Γ
(∣∣eQ

∣∣− πQ
)
ϕQsgQ

(
eQ
)
v2(τ(t)) (124)

Similarly to the former proof process, consider the following Lyapunov function

V2(t) = Ve
4 (t) + Vθ

2 (t) + Vϑ
2 (t) + Vζ

2 (t) (125)

where Vθ
2 (t) =

1
2γ θ̃2(t), Vϑ

2 (t) =
s2
2Γ ϑ̃2

2(t), Vζ
2 (t) =

1
2r ζ̃2

2(t).
Along the same lines, we can draw a conclusion

dV2
dt

≤ −
4

∑
η=1

cη

[(∣∣∣eχη

∣∣∣− πχη

)2
ϕχη

]1/2
−

4

∑
η=1

kη

[(∣∣∣eχη

∣∣∣− πχη

)2
ϕχη

]2

(126)

Due to the use of the time scale coordinate mapping method, the prescribe time
t ∈ [0, TP) of the finite field is mapped to the time τ ∈ [0,+∞) of the infinite field,
as obtained from Equations (117)–(119)

lim
t→TP

|eh(t)| ≤ πh (127)
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Therefore, the actual height error eh(t) can converge to the interval πh defined by the
designer within a prescribe time TP.

Next, it is proven that all state variables χη will not exceed the set of constraints

Ωχη :=
{

χη ∈ Rn :
∣∣χη

∣∣ < kcη

}
.

Since lim
t→TP

|eh(t)| ≤ πh and πh can be designed in advance, if πh = kb1 ≤ kc1 − Y0 is

defined, it can be inferred that t → TP. Due to the boundedness of the Lyapunov function
V2(t), lim

t→TP

∣∣∣eχη (t)
∣∣∣ ≤ πχη can be obtained. Based on the conclusion of α1 ∈ L∞, there must

be a normal number ᾱ1 such that |α1| ≤ ᾱ1, and if πγ = kb2 ≤ kc2 − ᾱ1 is defined, there is
|γ(t)| ≤ |eγ(t)|+ |α1| ≤ πγ + ᾱ1 ≤ kc2 . Using the similar approach, predefining the value
of πχη by the designer, the conclusion of

∣∣χη

∣∣ < kcη , η = 1, 2, 3, 4 can be fully guaranteed,
that is, none of the state variables χη will exceed the set of constraints.

At this point, the proof of Theorem 2 was completed.

5. Simulation Results and Analysis

In this section, the simulation results of hypersonic vehicle are given to verify the
effectiveness of the proposed controller.

For the longitudinal dynamic model, the initial state is set as velocity V(0) = 7700 ft/s,
altitude h(0) = 88,000 ft, initial velocity error eV(0) = 1 ft/s, altitude error eh(0) = 2 ft/s,
track angle γ(0) = 0 rad, angle of attack α(0) = 0.0284926 rad, pitch angular veloc-
ity Q(0) = 0 rad/s, and elastic state quantities η1(0) = 0.97008, η2(0) = 0.796696 and
η̇1(0) = η̇2(0) = 0. The reference trajectories Vre f and hre f are generated by a second-order

filter
Vre f (s)
Vc(s)

=
hre f (s)
hc(s)

= 0.032

s2+2×0.95×0.03s+0.032 , where Vc = 1000 ft/s and hc = 3000 ft. The pa-
rameters of the controller are set to cV = 2, kV = 5, γ = 1, σ1 = 0.1; c4 = 2, kh = 55,
σ2 = 0.1.

The set scene requires that the tracking error converge to the prescribe range
|eV(t)| ≤ 0.02 at the prescribe time TP = 20 s, and the height tracking error converge
to the prescribe range |eh(t)| ≤ 0.1 at the prescribe time TP = 25 s. The analog actuator
starts to fail in the 100th second, and the failure parameter is set to ρ1

jh = ρ2
jh = 0.8, ψ1

jh = 0.1,

ψ2
jh = 2/57.3 rad. In order to prove the superiority of the proposed method, it is compared

with the traditional control scheme, where PCs represents the proposed control scheme
and CCS represents the traditional control scheme.

The simulation results are shown in Figures 2–7. From Figures 2 and 3, it can be seen
that, even considering the actuator fault, the speed and height tracking errors converge to
the prescribe range within the prescribe time. In addition to the prescribe time tracking
performance, it can also be verified from Figures 2 and 3 that, even if an unknown actuator
fault occurs, the speed and height have strong robustness to the tracking of its instructions,
will not change greatly and the tracking error can quickly converge to the range prescribed
by the designer. Figure 4 shows the three rigid body state quantities γ, α, and Q of HSV.
The simulation results show that the state signals are bounded. Figures 5 and 6, respectively,
depict the corresponding curves of the adaptive parameters of the HSV speed subsystem
and height subsystem. It can be seen that θ̂, θ̂V , ζ̂1, ζ̂2, ϑ̂1 and ϑ̂2 are bounded in the process
of system control. Figure 7 describes the control input signals Φ and δe of the designed
HSV and the flexible state variables ηi and i = 1, 2, it can be concluded that the signals
are bounded.



Drones 2024, 8, 295 23 of 28

0 0.1 0.2 0.3 0.4 0.5 0.6
7699.8

7700

7700.2

0 50 100 150 200 250 300

7600

7800

8000

8200

8400

8600

8800

0 0.1 0.2 0.3 0.4 0.5 0.6
7699.8

7700

7700.2

7700.4

0 50 100 150 200 250 300

Time [s]

-0.5

-0.4

-0.3

-0.2

-0.1

0

0.1

0 0.5 1 1.5 2 2.5 3 3.5 4 4.5 5
-0.05

0

0.05

0.1

0.15

0.2

0.25

299 299.1 299.2 299.3 299.4 299.5 299.6 299.7 299.8 299.9 300

-3

-2

-1

0

1
10-5

Figure 2. Speed tracking results with the actuator fault of HSV.
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Figure 3. Height tracking results with the actuator fault of HSV.
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Figure 4. Response curve of HSV in rigid state γ, α, and Q.

Figure 5. Adaptive parameters θ̂V , ϑ̂1, and ζ̂1 of HSV speed subsystem.
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Figure 6. Adaptive parameters θ̂, ϑ̂2, and ζ̂2 of HSV height subsystem.

Figure 7. Actual fuel equivalent ratio Φ, elevator deflection angle δe, and flexibility state quantity ηi

of HSV.
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6. Discussion

Compared with the traditional control scheme, the proposed control scheme can meet
the different tracking performance requirements, has faster convergence speed and higher
convergence accuracy, and better solves the adaptive prescribe time tracking problem with
actuator failure. In addition, it is noted that there is no constraint on the tracking error at
the beginning of the system performance. This means that, compared with the existing
error constraint implementation schemes, the proposed control algorithm does not need to
know the initial tracking conditions in advance, and can also achieve the prescribe time
tracking performance. Additionally, the selection of actuator fault parameters is based
on an appropriate value. If the fault parameters are too large, greater control energy is
required and even system stability cannot be ensured. If the fault parameters are too small,
the impact of the fault can be ignored, which cannot reflect the progressiveness of the
proposed method. Due to the design of two adaptive parameters to estimate unknown
faults, the parameters can be adjusted online to achieve adaptive fault-tolerant control when
faults occur, thereby enhancing the robustness of the actual flight control system. According
to the tracking curve of the speed subsystem, it can be seen that the analog actuator starts to
fail in the 100th second. At this time, traditional control methods cannot guarantee that the
tracking error converges to the prescribed range of 0.02, and the maximum tracking error
even exceeds 0.25 with a chattering phenomenon that occurs. However, the control method
proposed in the article can ensure that the tracking error is within the required range.

7. Conclusions

In this paper, the adaptive fault-tolerant tracking control of hypersonic vehicle with
prescribe time and tracking error is studied. Firstly, a time scale coordinate mapping
function is introduced and the controller is designed in the transformed infinite time
domain. An improved Lyapunov function and an improved tuning function are constructed.
When the initial tracking conditions are completely unknown, the tracking error converges
in the range that can be defined by the designer combined with the Barbalat lemma. At the
same time, the online parameter estimation is designed to ensure the adaptive fault-tolerant
control of the system. On this basis, it is ensured that the actual tracking errors of speed,
altitude, track angle, angle of attack, and pitch rate can converge to the range that can be
defined in advance by the designer within the prescribe time. Simulation results verify
the effectiveness of the method. The control scheme effectively solves the limitation of the
unknown prior knowledge of the initial error, and meets the specific needs of the actual
scene. In future research directions, as the system is based on a universal prescribe time
architecture, this control strategy is also applicable to other vehicle models, including wing
flying aircraft. In addition, this paper focuses on the control of a single aircraft, further
research will expand it to the formation control of multiple aircraft.
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