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Abstract: Compared with traditional control methods, moving mass control (MMC) enhances the
aerodynamic efficiency and stealth performance of fixed-wing unmanned aerial vehicles (FWUAVs),
thereby facilitating their broader application in military and civilian fields. Nevertheless, this ap-
proach increases system complexity, nonlinearity, and coupling characteristics. To address these
challenges, a novel attitude controller is proposed using adaptive global fast terminal sliding mode
(GFTSM) control. Firstly, a dynamic model is established based on aerodynamics, flight dynamics,
and moving mass dynamics. Secondly, to improve transient and steady-state responses, prescribed
performance control (PPC) is adopted, which enhances the controller’s adaptability for mass-actuated
aircraft. Thirdly, a fixed-time extended state observer (FTESO) is utilized to solve the inertial coupling
issue caused by mass block movement. Additionally, the performance of the entire control system is
rigorously proven through the Lyapunov function. Finally, numerical simulations of the proposed
controller are compared with those of PID and linear ADRC in three different conditions: ideal
conditions, fixed aerodynamic parameters, and nonlinear aerodynamic parameter changes. The
results indicate that the controller effectively compensates for the system’s uncertainty and unknown
disturbances, ensuring rapid and accurate tracking of the desired commands.

Keywords: moving mass control; attitude control; adaptive global fast terminal sliding mode;
parameter perturbation

1. Introduction

FWUAVs, with their unique advantages of a simple structure, longer flight range,
and faster flight speed, have been widely utilized in military and civilian fields such
as battlefield surveillance, environmental monitoring, and forest fire prevention [1,2].
Currently, the control strategy for FWUAVs primarily focuses on rudder surface control
schemes and propeller differential direct force control schemes. However, the traditional
aerodynamic surface control scheme has encountered a series of issues in its practical
application. In particular, when a large number of movable aerodynamic surfaces are
deflected, the combined effect of lift and wing weight leads to a significant change in
airfoil camber. This not only increases flight drag and reduces aerodynamic efficiency but
also impacts the flight performance and stealth design of FWUAVs. Although propeller
differential control is another good scheme for controlling FWUAVs, its complex thrust
distribution, and high energy consumption characteristics have become bottlenecks, which
restrict its widespread application.

Aiming at resolving the above problems, the MMC scheme has become a feasible
alternative to address the control challenges faced by FWUAVs. This control method allows
for precise control of the aircraft’s flying attitude by making modifications to its center
of mass. As a result, it improves aerodynamic efficiency, reduces the complexity of wing
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construction, enhances stealth performance, and dramatically reduces energy consumption.
Therefore, MMC has significant potential for extensive use in the area of FWUAVs.

Although MMC technology has been widely used in reentry vehicles [3], hypersonic
vehicles [4], underwater vehicles [5], satellites [6], near-space vehicles [7], and other fields,
research in the field of FWUAVs is still relatively limited. In the context of FWUAVs, MMC
technology provides new challenges and opportunities. Due to the movement of mass
blocks, the dynamic system of FWUAVs becomes more complicated, and the characteristics
of time-varying, strong coupling, and strong nonlinearity become more significant. In
addition, factors such as aerodynamic parameter perturbation and unmodeled system
dynamics also put forward higher requirements for controller design.

Various strategies have been presented to handle aircraft control challenges, including
feedback linearization [8], adaptive backstepping [9], adaptive super-twisting [10], model
predictive methods [11], etc. Many studies have demonstrated that controllers based on
linearized models can be applied to MMC systems to some extent. Rogers [12] studied the
control of an internal moving mass system based on a missile’s 7-DOF model, ignoring
the nonlinear terms and disturbances in the missile’s kinetic model. Wang [13] obtained
the transfer function of the roll channel by simplifying the nonlinear model of a single-
mass-actuated reentry vehicle. Additionally, Wang constructed the controller using the
conventional coefficient technique. Erturk et al. [14,15] developed a linear gain scheduling
controller to achieve attitude control in a mass-actuated FWUAV. These investigations
definitively reveal the abilities of mass-actuated vehicles. However, due to the uncer-
tainty of aerodynamic parameters and the nonlinear characteristics of system dynamics,
linear control methods still face many difficulties in dealing with accurate control of MMC
systems. In order to overcome such limitations, the design of a nonlinear controller has
become the focus of researchers. Menon et al. [16] designed a finite-horizon, robust in-
tegrated guidance and control system for a moving-mass actuated kinetic warhead by
using feedback linear dynamics and generated a nonlinear feedback solution by using a
multi-stepping algorithm. Gao et al. [17] designed an attitude tracking control system for a
reentry warhead by combining sliding mode control theory with the feedback lineariza-
tion technique. Although feedback linearization makes up for the faults of linearization
approaches to a certain extent, accurate dynamic modeling is essential to maintaining the
nonlinear dynamic characteristics of the system. Furthermore, adaptive control methods
have also been developed for MMC systems, such as adaptive backstepping [18] and L1
adaptive control [19]. Gao et al. [20] introduced an adaptive control technique based on
immersion and invariance theory that successfully followed the reference angle of attack
instruction. Chen et al. [21] designed an adaptive controller with NussBaum gain based
on the backstepping approach to assure the asymptotic stability of the closed-loop system.
Although these methods can address nonlinear problems to some extent, their effectiveness
in handling unmodeled dynamics and external disturbances is limited.

For nonlinear systems, the formulation of the model significantly influences the con-
vergence time in finite time, which varies with different initial conditions. The fixed-time
control technique emerges as a viable option for precisely determining convergence time
independent of initial conditions. A scheme combining fixed-time control and sliding
mode control has been designed and applied. Saim Ahmed et al. [22] proposed an adap-
tive fractional order sliding mode controller (AFtNTSM) for the fixed-time control and
stability of a nonlinear uncertain disturbance manipulator. AFtNTSM’s convergence time
is independent of the initial environment and can be accurately evaluated. An adaptive
fixed-time fractional integral control method is proposed for externally disturbed Euler–
Lagrange systems in reference [23]. This method combines fractional calculus with integral
sliding mode control and has fast convergence, smooth non-singular control inputs and
timing stability. Saim Ahmed [24] designed an adaptive fixed-time control strategy for
nonlinear systems with external disturbances. The fixed-time terminal sliding mode control
(FxSMC) technique is introduced, offering rapid convergence, smooth control inputs, and
fixed-time stability. Reference [25] proposed a time-delay estimation scheme (TDE) for
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nonlinear robotic systems with uncertainties and disturbances, employing fractional-order
fixed-time sliding mode control (TDEFxFSMC) and their results show that the TDEFxFSMC
scheme is effective and has a fast convergence speed. It is evident that the combination of
fixed-time control technology and sliding mode control technology is widely employed for
certain nonlinear systems, demonstrating significant advantages in addressing nonlinear
uncertainties and external disturbances.

Given this, this paper performs a thorough study on the dual-channel mass-actuated
FWUAV, and a mass block is employed in the lateral and longitudinal channels to, respec-
tively, replace the UAV’s ailerons and elevators to achieve delicate control of the UAV’s
attitude. Based on the Lagrange equation in the quasi-coordinate, a dynamic model is estab-
lished based on aerodynamics, flight dynamics, and moving mass dynamics, which offers
a strong theoretical foundation for the subsequent controller design. In order to improve
the adaptability and anti-interference ability of the system, an adaptive GFTSM controller
is developed in this paper. By introducing PPC theory, the controller can ensure the system
has good transient and steady-state performance, so as to improve its adaptability on
a mass-actuated aircraft. Aimed at the inertial coupling problem caused by mass block
movement, a FTESO is introduced in this paper, which can rapidly and accurately observe
and eliminate the uncertainty of the system in a short time and effectively compensate for
the influence of factors such as aerodynamic parameter perturbation and system unknown
terms. Then, the stability of the closed-loop system is analyzed using Lyapunov theory. The
controller is finally simulated and compared with PID and linear ADRC. The simulation
results demonstrate that the controller given in this study has outstanding performance un-
der ideal conditions, fixed-parameter perturbation, and nonlinear parameter perturbation,
and its effectiveness in practical application is verified.

The main contributions of this paper can be summarized as follows:
(1) Based on the Lagrange equation in quasi-coordinate form, a complete dynamics

model of the mass-actuated FWUAV is established to describe the flight state of the aircraft.
(2) A FTESO is proposed to monitor and eliminate the uncertainty and total distur-

bance of the dual-channel mass-actuated FWUAV system, ensuring rapid and accurate
response and tracking of the flight target attitude.

(3) An adaptive GFTSM controller is proposed to prevent chatter generated by sliding
mode switching. Combined with PPC, it limits the sliding mode surface, improving
controller robustness, and anti-interference capability and prove more adaptable to mass-
actuated FWUAVs.

2. Mathematical Model and Dynamic Characteristics
2.1. MMC Strategy

This section presents a FWUAV utilizing MMC technology. Figure 1 depicts the
fundamental layout of a mass-actuated FWUAV. There are two masses, block 1 and block
2, positioned in the fuselage and wing, respectively, with one block in the longitudinal
direction and the other in the lateral direction. The displacement of block 1 produces
the pitching moment that induces a pitching motion in the UAV, effectively replacing the
function of the elevator. The displacement of block 2 provides the rolling moment that
steers the UAV into a rolling movement, taking the place of the ailerons. The sliding rails
of the moving mass are parallel to the aircraft coordinate system’s x and y axes. This paper
focuses on the control method of a mass-actuated FWUAV without considering the design
details of the moving mass structure.
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Figure 1. Reference frame configuration of the mass-actuated FWUAV.

2.2. Motion Model

This section considers the mass-actuated FWUAV proposed in this paper as a multi-
rigid body system. The mass of each mass point on the body of the UAV (excluding the
block) is denoted as m0. The masses of each mass point on the two blocks are defined
as m1 and m2, respectively. The inertial coordinate system is fixed to the Earth, which is
represented by O0X0Y0Z0, while the unit vector X0 points due north, Y0 points due east,
and Z0 points towards the center of the Earth or straight down. The body coordinate system,
denoted by ObXbYbZb, has its origin at the center of mass of the UAV body (excluding the
block). Xb points towards the head of the aircraft, Yb points towards the right wing, and
Zb points towards the belly of the aircraft.

The position vector of the origin Ob of the body coordinate system in the inertial
coordinate system is defined as b0b =

[
X0b, Y0b, Z0b

]
. The Euler angle, with respect to

the inertial coordinate system O0X0Y0Z0, is denoted by Θ0b =
[
ϕ0b, θ0b, ψ0b

]
, and the

generalized coordinate is defined as q = [q1, q2, q3, q4, q5, q6] =
[

X0b, Y0b, Z0b, ϕ0b, θ0b, ψ0b
]
,

giving
.
q =

[
.
b

0b
,

.
Θ

0b
]

. The velocity and angular velocity vectors in the body coordinate

system are defined as vb = [u, v, w] and ωb0 = [p, q, r], respectively. The array of sensors is
described as

..
y =

[ .
vb,

.
ω

b0
]
, then

.
y =

[
vb, ωb0

]
. Their relationship is as follows:

.
q = H

.
y (1)

H =


(

Ab0
)T

0

0
(

Db0
)T

 (2)

where Ab0 =

 cθcψ cθsψ −sθ

(−cϕsψ + sϕsθcψ) (cϕcψ + sϕsθsψ) sϕcθ

(sϕsψ + cϕsθcψ) (−sϕcψ + cϕsθsψ) cϕcθ

 is the rotation matrix,

Db0 =

1 0 − sin θ
0 cos ϕ sin ϕ cos θ
0 − sin ϕ cos ϕ cos θ

 is the transformation matrix, and cx ≜ cos x and

sx ≜ sin x.
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2.3. Dynamic Model

The Lagrange equation in quasi-coordinate form can be utilized to express the flight
state of a mass-actuated fixed-wing UAV.[

d
dt

(
∂T
∂

.
y

)
− ∂T

∂
.
y

HT .
H − ∂T

∂q
H
]T

= F + F (3)

The total kinetic energy of the UAV is represented by T, while F represents the total
force acting on the UAV. F, on the other hand, represents the total constraint force.

Point P is selected on the UAV. ρb
k represents the position vector of point P in the body

coordinate system, and its mass is mk(k = 0, 1, 2).
The position vector of point P in the inertial coordinate system can be written as follows:

r0
k = b0b + A0bρb

k (4)

The derivation gives:

.
r0

k =
.
b

0b
+

.
A

0b
ρb

k + A0b .
ρ

b
k =

.
b

0b
− A0bρ̃b

kωb0 + A0b .
ρ

b
k (5)

where (~) represents an operator that converts a vector to its antisymmetric matrix repre-
sentation (i.e., x̃y = x × y ∀x, y ∈ R3).

Then, the total kinetic energy of the UAV can be represented as follows:

T =
1
2

[∫
Vb

ρ0

( .
r0

0

)T .
r0

0dVb +
∫

V1

ρ1

( .
r0

1

)T .
r0

1dV1 +
∫

V2

ρ2

( .
r0

2

)T .
r0

2dV2

]
(6)

Substituting Equations (2) and (6) into Equation (3) yields:

F + F =

[
Mb −Sb
Sb Jb

]
..
y +

Mbω̃b0 −
(

ω̃b0Sb + 2
.
Sb

)
Sbω̃b0 ω̃b0

(
Jb − 2Σρ̃b

k

.
ρ̃

b
k

) .
y +

[
Σmk

..
ρ

b
k

Σmkρ̃b
k

..
ρ

b
k

]
(7)

As there are no constraints on the coordinates y, the generalized constraint force is
F = 0, where ω̃b0 is the antisymmetric matrix:

ω̃b0 =

 0 −r q
r 0 −p
−q p 0

 (8)

Mb = 1
Nb

∑
k=1

mk (9)

Sb =
Nb

∑
k=1

mkρ̃b
k (10)

Jb = −
Nb

∑
k=1

mkρ̃b
k ρ̃b

k (11)

The total external force on the left side of Equation (7) may be separated into gravity,
aerodynamic force, and engine thrust.

F =

[
FG
MG

]
+

[
Faero
Maero

]
+

[
FT
MT

]
(12)

The terms in the above equation may be shown as FG = MbAb0G, MG = SbAb0G,
FT = Fmotor, and MT = 0, where G = [0, 0, g] and g is the acceleration of gravity.
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In the body coordinate system, Faero represents the aerodynamic force. However, it is
more convenient to express the aerodynamic force in the velocity coordinate system. The
relationship between the two can be expressed as follows:

Faero = Abwfaero (13)

where Abw =

cos β cos α − sin β cos α − sin α
sin β cos β 0

cos β sin α − sin β sin α cos α

.

faero is the aerodynamic force in the velocity coordinate system. α and β are the angles
of attack and sideslip. We define X, Y, and Z as drag, lift, and lateral forces, respectively.cx0,
cx1, cx2, cx3, cy0, cy1, cy2, cy3, cβ

z , mz0, mα
x, mβ

y , mp
x , mq

y, and mr
z are the relevant aerodynamic

coefficients, qair =
1
2 ρairV2

w is atmospheric pressure, where ρair and Vw are the atmospheric
density and airspeed, respectively, while, c and S are the mean aerodynamic chord length
and the wing reference area, respectively. Ma is the Mach number.

Then, according to the principles of aerodynamics, Faero and Maero can be expressed as:

Faero = Abw

−X
Y
Z

 = Abw

−
(
cx0 + cx1α2 + cx2ecx3 Ma)
cy0 + cy1α + cy2ecy3 Ma

cβ
z β

qairS (14)

MB =

MBx
MBy
MBz

 =

 mp
x pc/(2Vw)

mβ
y β + mq

yqc/Vw
mz0 + mα

z α + mr
zrc/Vw

qairSc (15)

2.4. Open-Loop Simulation

The block is moved in a prescribed manner to observe the dynamic response of the
UAV dynamics model. In reference [26], the effects of different deformation rates on the
roll and pitch channels are studied. The motion forms of the mass blocks in the pitch and
roll channels are illustrated in Figures 2 and 3, respectively.

Figure 2. Sliding block motion in pitch channel. (a) The displacement of the block in the pitch channel.
State 1 shows the block moving from its initial position to a 0.2 m position within 2 s, indicated by a
solid blue line. State 2 shows the block moving from its initial position to a 0.2 m position within 5 s,
indicated by a solid green line; (b) The corresponding velocities for these two states.
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Figure 3. Sliding block motion in roll channel. (a) The displacement of the block in the roll channel.
State 1 shows the block moving from its initial position to a 0.2 m position within 2 s, indicated by a
solid blue line. State 2 shows the block moving from its initial position to a 0.2 m position within 5 s,
indicated by a solid green line; (b) The corresponding velocities for these two states.

The Figure 4 displays the open-loop dynamic responses of each mass block when
executing commands. The initial condition is for the vehicle to fly straight and level in
a static standard environment at an initial speed of 5 m/s. The two blocks individually
reach the designated place in the motion form of the above figures. In this simulation, it
is discovered that when the mass block reaches the prescribed point at a faster speed, the
timing of roll angle change is early. The pitch channel is less obvious. The velocity of the
mass blocks has minimal impact on the pitch channel, but it significantly influences the
roll channel.

Figure 4. Open−loop responses of two channels. (a) The change of pitch angle under two states in
the pitch channel; (b) The change of roll angle under two states in the roll channel.

3. Design of the Controller

The current section presents a complete explication of the design process for adaptive
GFTSM control based on PPC methodology while also introducing the design of the FTESO.
The primary control objective is to achieve precise attitude control in the presence of
significant coupling, nonlinearity, system uncertainty, and external disturbances. Figure 5
displays the whole control approach applied for the mass-actuated FWUAV.
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Figure 5. Proposed flight control structure.

3.1. Design of FTESO
3.1.1. Preliminaries

Prior to designing the FTESO, some definitions and lemmas must first be introduced.
Assuming that the following system exists:

.
x = f (x(t)), x ∈ Rn, x(0) = x0 (16)

where f : Rn → Rn represents a nonlinear function.

Definition 1 ([27]). A sufficient condition to ensure finite-time stability of Equation (16) is
that the initial origin of the system is Lyapunov stable, then there exists a convergence time
function Tf : Rn → Rn such that for every x0 ∈ Rn, it is concluded that the x(t, x0) of Equation
(16) satisfies limt→Tf (x0)

x(t, x0) = 0.

Definition 2 ([27,28]). A sufficient condition to ensure that Equation (16) is stable in fixed time is
that it is globally stable in finite time and converges to the origin within the bounded convergence
time T(x0)

. Then, there is a positive constant Tm such that T(x0)
satisfies T(x0)

< Tm.

Lemma 1 ([29]). If there is a continuous function V(x) : D → R and it is positive and infinite,
then there will also be real numbers d and κ that satisfy d > 0 and κ ∈ (0, 1) such that:

.
V(x) + d(V(t))κ ≤ 0, x ∈ U\{0} (17)

where U ⊂ D is an open neighborhood.

Then, the origin of System (16) is finite-time stable, and the continuous settling time
function Tf satisfies:

Tf ≤
(V(x))(1−κ)

d(1 − κ)
(18)

In addition, if D = Rn, V is appropriate and
.

V is negative on Rn\{0}, hence, the
origin of System (16) is a globally finite-time stable equilibrium.
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Lemma 2 ([27,30]). Consider the following system:

.
z1 = z2 − k1sigα1(z1)− κ1sigβ1(z1).
z2 = z3 − k2sigα2(z1)− κ2sigβ2(z1)
...
.
zn−1 = zn − kn−1sigαn−1(z1)− κn−1sigβn−1(z1).
zn = −knsigαn(z1)− κnsigβn(z1)

(19)

where αi ∈ (0, 1), βi > 1(i = 1, · · · , n) and satisfies αi = iα − (i − 1), βi = iβ − (i − 1)
(i = 1, · · · , n), α ∈ (1 − ε, 1), β ∈ (1, 1 + υ). ε and υ are sufficiently small positive numbers.
The observer gains ki, κi (i = 1, · · · , n) form the following Hurwitz matrixes:

A1 =


−k1 1 0 · · · 0
−k2 0 1 · · · 0

...
−kn−1 0 0 · · · 1
−kn 0 0 · · · 0

, A2 =


−κ1 1 0 · · · 0
−κ2 0 1 · · · 0

...
−κn−1 0 0 · · · 1
−κn 0 0 · · · 0

.

System (19) is fixed-time stable, and the fixed time is as follows:

T ≤ λ
ρ
max(P1)

r1ρ
+

1
r2σYσ

(20)

where ρ = 1 − α, σ = β − 1, r1 = λmin(Q1)/λmax(P1), r2 = λmin(Q2)/λmax(P2), 0 < Y ≤
λmin(P2). P1, Q1, P2, and Q2 are symmetric positive definite and satisfy P1A1 + AT

1 P1 = −Q1
and P2A2 + AT

2 P2 = −Q2.

Assumption 1. fu is continuously differentiable with respect to time and satisfies that
| fu| ≤ Du1 and

.
f u ≤ Du2, where Du1 and Du2 are known positive constants.

3.1.2. Design of the Observer

Using the pitch channel of the mass-actuated FWUAV as an example and taking into
account the unknown functions and model deviations of the system, including disturbance
and coupling terms, the dynamic equation can be rewritten as:

.
x1 = x2.

x2 = x3 + bu
.
x3 =

.
f u

(21)

where fu is the unknown function and lumped disturbance of the system, and the control
parameter b can be obtained through experience. u represents the control input. The
relevant variables of the UAV dynamics equation transformed into Equation (21) are
provided in Appendix A.

It can be seen that the initial dynamics of the system are approximated by the second-
order integral system, which is perturbed by the total disturbance. The main issue is to
estimate and eliminate the total disturbance to prevent the system from deviating from the
expectation. It can be seen from Equation (21) that fu is regarded as a system state variable
x3 = fu.
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Based on the FTESO presented in reference [27], the FTESO of this paper can be
described as follows: 

e1 = z1 − x1
.
z1 = z2 − k1⌊e1⌋a1 − m1⌊e1⌋b1

.
z2 = z3 − k2⌊e1⌋a2 − m2⌊e1⌋b2

.
z3 = −k3⌊e1⌋a3 − m3⌊e1⌋b3 + Ksgn(e1)

(22)

We define ⌊x⌋k = |x|ksgn(x), where k ∈ R and sgn(·) is the sign function. ai ∈ (0, 1),
bi > 1, i = 1, 2, 3, and it satisfies a1 = a, a2 = 2a − 1, a3 = 3a − 2, b1 = b, b2 = 2b − 1,
b3 = 3b − 2 ki and mi, (i = 1, 2, 3) represent the observer gains, respectively. The observa-
tion error of the FTESO can be expressed as:

e1 = z1 − x1
e2 = z2 − x2
e3 = z3 − fu

(23)

The relationship can be represented as follows:
.
e1 = e2 − k1⌊e1⌋a1 − m1⌊e1⌋b1

.
e2 = e3 − k2⌊e1⌋a2 − m2⌊e1⌋b2

.
e3 = −k3⌊e1⌋a3 − m3⌊e1⌋b3 − Ksgn(e1) +

.
f u

(24)

The following theorem is given and proven:

Theorem 1. For any channel of FWUAV attitude control, taking the pitch channel as an example,
if a fixed-time extended state observer such as Equation (22) is designed, there will be constants
ai ∈ (0, 1), bi > 1, (i = 1, 2, 3) and the appropriate observer gain parameters ki, mi(i = 1, 2, 3),
and the state variables x1 and x2 can be observed by z1 and z2 within a fixed time. The observed
error of the total disturbance can converge to the neighborhood of the origin in a fixed time.

Proof of Theorem 1. According to the error model presented in Equation (24), the following
observer equation can be obtained:


.
e1 = e2 − k1⌊e1⌋a1
.
e2 = e3 − k2⌊e1⌋a2

.
e3 = −k3⌊e1⌋a3

(25)

Define ξ =
[
e1/a1

1 , e1/a2
2 , e1/a3

3

]
∈ R3, e(t) = [e1, e2, e3], then there is a symmetric

positive definite matrix Q1 ∈ R3×3 and P1 such that:

AT
1 P1 + P1A1 = −Q1 (26)

where A1 is the Hurwitz matrix and yields A1 =

−k1 1 0
−k2 0 1
−k3 0 0

.

From the above series of definitions,
.
e(t) = A1e(t) can be obtained, for which

V(e(t)) = eTP1e is selected as the Lyapunov function, and
.

V(e(t)) = −eTQ1e < 0 is
easily obtained. We can conclude from reference [27] that if a ∈ (1 − ε1, 1) is chosen for
a sufficiently small ε1 > 0, there exists a Lyapunov function V1(ξ) = ΩTP1Ω > 0 and
.

V1(ξ) = ξT(AT
1 P1 + P1A1

)
ξ = −ξTQ1ξ ≤ 0 is satisfied. Additionally,

.
V1(ξ) satisfies:

.
V1(ξ) ≤ −λmin(Q1)

λmax(P1)
Va

1 (ξ) (27)
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where λmax(P1) is a positive number, representing the largest eigenvalue of P1, and
λmin(Q1) is a positive number representing the smallest eigenvalue of Q1. By Lemma 1,
System (25) is finite-time stable and the settling time is:

T1 f ≤
λmax(P1)

λmin(Q1)(1 − a)
V1−a

1 (ξ) (28)

Examine the second part of Equation (24) below:
.
e1 = e2 − m1⌊e1⌋a1
.
e2 = e3 − m2⌊e1⌋a2

.
e3 = −m3⌊e1⌋a3

(29)

The Hurwitz matrix A2 can be written as A2 =

−m1 1 0
−m2 0 1
−m3 0 0

.

The linear system
.
e(t) = A2e(t) is asymptotically stable and V2(e(t)) = eTP2e is a

Lyapunov function for this system.
P2 is symmetric positive definite and satisfies

AT
2 P2 + P2A2 = −Q2 (30)

where Q2 is also symmetric positive definite. Hence,
.

V2(e(t)) satisfies

.
V2(e(t)) = −eTQ2e < 0 (31)

Rayleigh’s inequalities and relation (29) imply that V2(e(t)) ≤ λmax(P2)∥e∥2 and
.

V2(e(t)) ≤ −λmin(Q2)∥e∥2, therefore,
.

V2(e(t)) ≤ − λmin(Q2)
λmax(P2)

V2(e(t)).

Define ξ2 =
[
e1/b1

1 , e1/b2
2 , e1/b3

3

]
∈ R3, if b ∈ (1, 1+ ε2) is chosen for a sufficiently small

ε2 > 0, there exists a Lyapunov function V2(ξ2) = ξ2
TP2ξ2 and

.
V2(ξ2) = ξ2

T(AT
2 P2 +P2A2

)
ξ2 = −ξ2

TQ2ξ2 < 0 is satisfied. Therefore, System (22) is asymptotically stable. The right
side of the system (22) is a homogeneous vector field of degree ϖ2 = b − 1 > 0 with respect
to dilations b1 = b, b2 = 2b − 1, b3 = 3b − 2. According to reference [27], if b is sufficiently
close to 1, the full-time derivative of the Lyapunov function V2(ξ2) is homogeneous in e1, e2, e3
of degree 1 + ϖ2 with respect to the same weights b1 = b, b2 = 2b − 1, and b3 = 3b − 2. By
Lemma 1, the following inequality can be obtained

.
V2(ξ2) ≤ −λmin(Q2)

λmax(P2)
Vb

2 (ξ2) (32)

In summary, for the observer,
.
e1 = e2 − k1⌊e1⌋a1 − m1⌊e1⌋b1

.
e2 = e3 − k2⌊e1⌋a2 − m2⌊e1⌋b2

.
e3 = −k3⌊e1⌋a3 − m3⌊e1⌋b3

(33)

According to the Lemma 2, it can be concluded that the boundary time for the observer
error to converge to 0 is

TB = λ
ρ
max(P1)

r1ρ + 1
r2σYσ

= λmax
(2−a)(P1)

λmin(Q1)(1−a) +
λmax(P2)

λmin(Q2)(b−1)∆b−1

(34)
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When t = TB, e1 = 0, and e1 remain 0 in future time. Also, for t ≥ TB, e1 = e2 = e3 = 0,
and

.
e1 = 0. This shows that the following equation guarantees [31]:

.
e3 = Ksgn(e1)−

.
f u = 0, t ≥ TB (35)

However, e3 is not strictly equal to 0 due to fu. When the sufficiently small conver-
gence domain e3|↕, we can have that if e3 > 0, then

.
e3 ≤ −K + Du2, and if e3 < 0, then

.
e3 > K − Du2. K satisfies K > Du2.

It is readily obtained that

.
e3 ≥ Ksgn(e1)− Du2 (36)

Thus, by integrating Equation (36) over time, it can be obtained that

e3≥ (K − Du2)·Tfu

e3|↕≥ (K − Du2)·Tfu

e3|↕
K − Du2

≥ Tfu

(37)

Therefore, the upper bound of the FTESO convergence time in this channel is:

T = TB + Tfu (38)

Theorem 1 is proved. □
When the appropriate observer parameter a, b, ki, mi, (i = 1, 2, 3) is selected, the system

state variable xi(i = 1, 2, 3) can be well estimated by zi(i = 1, 2, 3), especially z3 ≈ x3.

3.2. Design of AGFTSMC Based on PPC

After catching the estimated value z3 for the unknown disturbance, an adaptive
GFTSM controller based on PPC is created in this section by combining the adaptive control
theory and the sliding mode control theory for the mass-actuated FWUAV. The primary
purpose is to create an appropriate control law so that the following tracking demands
are satisfied:

1. lim
t→∞

ex = lim
t→∞

(x − xd) = 0;

2. The closed-loop system remains stable.

3.2.1. GFTSM Control Strategy

Since the major control purpose of this paper is attitude tracking control of the mass-
actuated FWUAV system, the attitude angle errors between the real states x1 of the system
and the expected value xd are specified as:

e(t) = x1 − xd (39)

Define f (x, t) as a known smooth function in the system, d(x, t) is the unmodeled
function and the external disturbance of the system, the control parameter θb can be
obtained through experience, and |d(x, t)| ≤ L (L > 0), then rewrite Equation (21) as:

.
x1 = x2.
x2 = f (x, t) + θbu + z3
y = x1

(40)

To ensure the convergence of the trajectory-following errors stated above, the sliding
mode surface is formulated as:

s(t) =
.
e(t) + α0e(t) + β0e(t)q0/p0 (41)
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where α0, β0 are positive constants, and p0, q0(q < p) are positive odd numbers.

3.2.2. PPC Section

This section seeks to optimize the transient and steady-state response performance to
assure convergence of the GFTSM surface to a preset region. For this objective, the PPC
approach is employed, which has the following performance characteristics:{

−δρ(t) < s(t) < ρ(t), s(0) ≥ 0
−ρ(t) < s(t) < δρ(t), s(0) < 0

(42)

where 0 ≤ δ ≤ 1 is the tuning coefficient, and the function ρ(t) denotes a differentiable,
bounded, and strictly positive definite decreasing function, which is presented as follows:

ρ(t) = (ρ0 − ρ∞)e−lt + ρ∞ (43)

where ρ0, ρ∞ (ρ0 > ρ∞) and l are positive constants. l indicates the lower bound of the rate
at which the tracking error converges. The controller is rewritten based on the transformed
error to ensure the smooth implementation of the prescribed performance. Therefore, the
error transformed function can be expressed as follows:

s(t) = T(ε(t))ρ(t) (44)

T(ε(t)) =
δeε(t) − δ

eε(t) + 1
(45)

where function T(ε) is a smooth and strictly positive, satisfying δ ≤ T(ε) ≤ δ and the
conditions outlined below must be met by both δ and δ.

(
−δ, δ

)
=

{
(−δ, 1), if s(0) ≥ 0
(−1, δ), if s(0) < 0

(46)

Hence, the homeomorphic mapping function can be written as:

ε(t) = ln
(

s(t) + δρ(t)
δρ(t)− s(t)

)
(47)

Derivation of the above transformed sliding mode surface is obtained as:

.
ε(t) =

(
δ + δ

(δρ(t) + s(t))
(
δρ(t)− s(t)

))(ρ(t) .
s(t)− .

ρ(t)s(t)
)

(48)

where

H =
δ + δ

(δρ(t) + s(t))
(
δρ(t)− s(t)

) (49)

3.2.3. Adaptive Control Component

To enhance the dynamic response of the system and ensure its steady-state perfor-
mance and anti-interference ability, it is more convenient to determine the gain of the
sliding mode reaching law and reduce the complexity of control parameter adjustments.
Therefore, an adaptive law is designed to replace the λs:

.
λ̂a =

 ϖτa
−σa
(
|ε(t)|+ ηae−|ε(t)|

)
σa, λ̂a > µ

ϖτa
−σa
(
|ε(t)|+ ηae−|ε(t)|

)
, else

(50)

where σa = sgn(∥ε(t)∥∞ − εa). λ̂a is the observed value of λs. ϖ, τa, and ηa are all gains
and are all positive. µ > 0, and it is a small normal number. It is used to guarantee that
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λs > 0. ϖ and τa jointly control the adjustment speed of the adaptive law. The larger ϖ is,
the smaller τa is, and the faster the adjustment speed is. εa controls the final neighborhood
of the transformed sliding mode surface ε(t).

Based on the concept of sliding mode control input, the GFTSM control law can be
constructed as:

u = ueq + usw

ueq = 1
Hρ(t)θb

[
Hρ(t)

[
f (x, t)− ..

xd − α0
.
e(t)− β0

d
dt e(t)q0/p0

]
− H

.
ρ(t)s(t)

]
usw = 1

Hρ(t)θb

[[
λss(t) + γss(t)q/p

]
Hρ(t)

] (51)

{
u = θbN(ks)u.
ks = cs(t)Hρ(t)θbu

(52)

where λs, γs, c > 0. p and q are positive odd numbers and satisfy q < p. γs = L∣∣∣s(t)q/p
∣∣∣ +

ηs, ηs > 0.

3.2.4. Stability Analysis of the Controller

The following definitions and lemmas are offered to facilitate the demonstration of
stability.

Definition 3 ([32]). If the function N(x) satisfies the following conditions, then N(x) is a
Nussbaum function and satisfies the following two-sided property.

lim
ks→±∞

sup
1
ks

∫ ks
0 N(s)ds = ∞

lim
ks→±∞

inf
1
ks

∫ ks
0 N(s)ds = −∞

(53)

According to the Nussbaum function definition, define the Nussbaum function as:

N(ks) = ks
2 cos(ks) (54)

where ks is a real number.

Lemma 3 ([33])). If V(t) and ks(·) are smooth functions on ∀t ∈
[
0, t f

)
,V(t) ≥ 0,N(·) is a

smooth function N, and θ0 is a non-zero constant, if they satisfy:

V(t) ≤
∫ t

0
{θ0N[ks(τ)] + 1}

.
ks(τ)dτ + const, ∀t ∈

[
0, t f

)
(55)

then V(t), ks(t) and
∫ t

0 {θ0N[ks(τ)] + 1}
.
ks(τ)dτ is upper bounded in ∀t ∈

[
0, t f

)
.

Lemma 4 ([34]). If f ,
.
f ∈ L∞ and, f ∈ Lp, p ∈ [1, ∞) ,then when t → ∞ , f (t) → 0 .

Lemma 5 ([35]). Given a nonlinear uncertain system (40) with a sliding mode surface (41), the
parameter λa has an upper bound, i.e., there exists a positive value λ∗ so that λa < λ∗, ∀t > 0.

Theorem 2. The flight controllers, represented by Equations (51) and (52), are designed based
on the dynamics model of the mass-actuated fixed-wing UAV mentioned above. The proposed
controllers keep the nonlinear system asymptotically stable.
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Proof of Theorem 2. Construct a Lyapunov function as follows:

V =
1
2

ε(t)2 +
1

2h
λ̃2

a (56)

where λ̃a = λ̂a − λ∗ and λ∗ is the upper bound of λ̂a; that is, λ̃a < 0.

The time derivative of V with respect to the Lyapunov function (56) is obtained:

.
V = ε(t)

.
ε(t) +

1
h

λ̃a

.
λ̃a (57)

The following is the first derivative of Equation (39) with respect to time, to obtain:

.
e(t) =

.
x1 −

.
xd (58)

Then, by taking the time derivative from Equation (58) and substituting Equation (40)
into it, we can obtain:

..
e(t) =

..
x1 −

..
xd = f (x, t) + θbu + z3 −

..
xd (59)

Take a time derivative of Equation (41) and obtain:

.
s(t) =

..
e(t) + α0

.
e(t) + β0

q0

p0

.
e(t)e(t)q0/p0−1 (60)

Substitute Equation (59) into (60) to obtain:

.
s(t) = f (x, t) + θbu + z3 −

..
xd + α0

.
e(t) + β0

q0

p0

.
e(t)e(t)q0/p0−1 (61)

Substituting Equation (61) into (48) leads to:

.
ε(t) =

[
δ+δ

(δρ(t)+s(t))(δρ(t)−s(t))

]
·
[
ρ(t)

[
f (x, t) + θbu + z3 −

..
xd + α0

.
e(t) + β0

q0
p0

.
e(t)e(t)q0/p0−1

]
− .

ρ(t)s(t)
] (62)

With auxiliary variable (49), Equation (62) can be rewritten and organized as:

.
ε(t) = H

(
ρ(t)

[
f (x, t) + θbu + z3 −

..
xd + α0

.
e(t) + β0

q0
p0

.
e(t)e(t)q0/p0−1

]
− .

ρ(t)s(t)
)

= Hρ(t)
[

f (x, t)− ..
xd + α0

.
e(t) + β0

q0
p0

.
e(t)e(t)q0/p0−1

]
− H

.
ρ(t)s(t)

+Hρ(t)θbu + Hρ(t)z3

(63)

Now, substitute Equation (63) into Equation (57) and obtain the following result:

.
V = ε(t)

[
Hρ(t)

[
f (x, t)− ..

xd + α0
.
e(t) + β0

q0
p0

.
e(t)e(t)q0/p0−1

]
− H

.
ρ(t)s(t) + Hρ(t)θbu

]
+ε(t)Hρ(t)z3 +

1
h λ̃a

.
λ̃a

(64)

Substituting Equation (52) into Equation (64), the following is obtained:

.
V = ε(t)

[
Hρ(t)

[
f (x, t)− ..

xd + α0
.
e(t) + β0

q0
p0

.
e(t)e(t)q0/p0−1

]
− H

.
ρ(t)s(t) + Hρ(t)z3

]
+ε(t)Hρ(t)θbN(ks)u + 1

c

.
ks − ε(t)Hρ(t)θbu + 1

h λ̃a

.
λ̃a

(65)
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Substituting Equation (51) into Equation (65) yields:

.
V = ε(t)Hρ(t)

[
f (x, t)− ..

xd + α0
.
e(t) + β0

q0
p0

.
e(t)e(t)q0/p0−1

]
− ε(t)H

.
ρ(t)s(t)

+ε(t)Hρ(t)z3 + ε(t)Hρ(t)N(ks)θbu + 1
c

.
ks

−ε(t)Hρ(t)
[

f (x, t)− ..
xd + α0

.
e(t) + β0

q0
p0

.
e(t)e(t)q0/p0−1

]
−ε(t)Hρ(t)

(
λss(t) + γss(t)q/p

)
+ ε(t)H

.
ρ(t)s(t) + 1

h λ̃a

.
λ̃a

(66)

Combined with Equation (52), Equation (66) is simplified as follows:

.
V =

1
c

θbN(ks)
.
ks +

1
c

.
ks − ε(t)Hρ(t)

(
λss(t) + γss(t)q/p

)
+

1
h

λ̃a

.
λ̃a (67)

Considering the two cases |s(t)| > εa and |s(t)| ≤ εa, when |s(t)| > εa, σa = 1, and
assuming h = τa

ϖ , the following derivation process can be obtained:

.
V = 1

c θbN(ks)
.
ks +

1
c

.
ks − ε(t)Hρ(t)

[
λss(t) + γss(t)q/p + z3

]
+ 1

h λ̃a

.
λ̃a

= 1
c θbN(ks)

.
ks +

1
c

.
ks − ε(t)Hρ(t)

[
λss(t) + γss(t)q/p + z3

]
+ 1

h λ̃a

.
λ̃a

= 1
c θbN(ks)

.
ks +

1
c

.
ks − ε(t)Hρ(t)

[
λss(t) + γss(t)q/p + z3

]
+ 1

h λ̃aϖτa
−σa
(
|ε(t)|+ ηae−|ε(t)|

)
σa

= 1
c θbN(ks)

.
ks +

1
c

.
ks − ε(t)Hρ(t)

[
λss(t) + γss(t)q/p + z3

]
+λ̃a

(
|ε(t)|+ ηae−|ε(t)|

)
(68)

Combining Equations (42), (47), and (49) can be derived as:

.
V = 1

c θbN(ks)
.
ks +

1
c

.
ks

−ε(t)Hρ(t)
[
λss(t) + γss(t)q/p + z3

]
+ λ̃a

(
|ε(t)|+ ηae−|ε(t)|

)
= ln

(
s(t)+δρ(t)
δρ(t)−s(t)

)
Hρ(t)

[
−λss(t)− γss(t)q/p − z3

]
+λ̃a

(
|ε(t)|+ ηae−|ε(t)|

)
+ 1

c θbN(ks)
.
ks +

1
c

.
ks

≤ 2s(t)Hρ(t)
δρ(t)−s(t)

[
−λss(t)− L∣∣∣s(t)q/p

∣∣∣ s(t)q/p − ηss(t)q/p − z3

]
+λ̃a

(
|ε(t)|+ ηse−|ε(t)|

)
+ 1

c θbN(ks)
.
ks +

1
c

.
ks

≤ 2Hρ(t)
δρ(t)−s(t)

[
−λss(t)2 − L|s(t)| − ηss(t)(p+q)/p − z3

]
+λ̃a

(
|ε(t)|+ ηae−|ε(t)|

)
+ 1

c θbN(ks)
.
ks +

1
c

.
ks

≤ 2Hρ(t)
δρ(t)−s(t)

[
−λss(t)2 − ηss(t)(p+q)/p

]
+ λ̃a

(
|ε(t)|+ ηae−|ε(t)|

)
+ 1

c θbN(ks)
.
ks +

1
c

.
ks

(69)

Integrating both sides of the equation yields:

V(t)− V(0) ≤
∫ t

0
1
c

θbN(ks(τ))
.
ks(τ)dτ +

∫ t
0

1
c

.
ks(τ)dτ

−
∫ t

0

[
2Hρ(t)

δρ(t)− s(t)

[
λss(t)2 + ηss(t)(p+q)/p

]
− λ̃a

(
|ε(t)|+ ηae−|ε(t)|

)]
dτ

(70)

2Hρ(t)
δρ(t)−s(t)

[
−λss(t)2 − ηss(t)(p+q)/p

]
+ λ̃a

(
|ε(t)|+ ηae−|ε(t)|

)
is defined as S for later

discussion.
Lemma 3 states that, V(t)− V(0) +

∫ t
0 Sdτ is restricted, then S and

∫ t
0 Sdτ are limited.

According to Lemma 4, when t → ∞ , s(t) → 0 , thus e(t) → 0 ,
.
e(t) → 0 .

The proof of Theorem 2 is complete. □
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4. Numerical Simulation Results and Analysis

The effectiveness and robustness of the adaptive GFTSM controller based on the
FTESO and PPC is proven through simulation in this section. Three different situations are
offered for analysis:

Case 1: The ideal condition, where the FWUAV system has no parameter perturbation;
Case 2: The FWUAV experiences aerodynamic parameter perturbations, which lead to a
20% increase in lift and drag coefficient uncertainty and a 20% decrease in lateral force
coefficient uncertainty;
Case 3: The FWUAV is susceptible to perturbations caused by wind in certain circumstances,
resulting in nonlinear variations for the lift, drag, and lateral force coefficients, and the
range of variations is 20%.

Case 1 is considered the fundamental reference. The initial attitude angle of the FWUAV
is Θ0b = (ϕ0b, θ0b, ψ0b) = (0, 0, 0) and the target attitude angle is Θ0b = (ϕ0b, θ0b, ψ0b) =
(36◦/π, 36◦/π, 0). The mass-actuated FWUAV system is simulated using PID and LADRC and
then compared with the control method described in this paper. The table below illustrates the
major parameters of the mass-actuated fixed-wing UAV.

The fundamental characteristics of the research subject in this paper are presented in
Table 1.

Table 1. Basic parameters of the FWUAV.

Parameter Value

Total mass 12 kg
Reference wing area value 0.6 m2

Mass block in wing 1 kg
Mass block in fuselage 1 kg

Moment of inertia (without moving mass)

Jxx = 0.8244 kg·m2

Jyy = 1.135 kg·m2

Jzz = 1.759 kg·m2

Jxz = 0.1204 kg·m2

Span 4 m
Mean aerodynamic chord 0.1 m

As illustrated in Figure 6, the adoption of the controller proposed in this paper ensures
that the response of the system’s sliding mode surface is strictly confined within the
specified range and enables the system state to quickly converge to the neighborhood of
the sliding mode surface. The red dotted line represents the response of the controller’s
sliding mode surface function, while the black solid line indicates the upper and lower
limits of the sliding mode surface function.

Figure 6. Response curves of sliding mode surface s. (a) The sliding mode surface responses for the
pitch angle; (b) The sliding mode surface responses for the roll angle; (c) The sliding mode surface
responses for the sideslip angle.



Drones 2024, 8, 305 18 of 27

The flight results of each control method are displayed below. The red solid line shows
the simulation results of the new adaptive GFTSM control approach described in this paper.
The algorithm parameters are shown inTable 2. The green solid line represents the LADRC
control method and the blue solid line represents the PID control method.

Table 2. Main controller parameters proposed in this paper.

Parameter Roll Channel Pitch Channel Yaw Channel

θb 8.64 8.64 8.64
α0 18 16 10
β0 5 5 5
p0 9 99 99
q0 7 97 97
p 5 9 9
q 3 7 7
ηs 0 5 50
L 0 0.9 0.1
ϖ 80 250 80
τa 0.001 0.001 0.001
εa 0.0005 0.0005 0.0001
ηa 0.6 0.5 0.2

The change in attitude angle over time in Case 1 is depicted in Figure 7. It can be
seen that the controller presented in this paper can converge to the target value within
2.5 s in the pitch channel, while the traditional LADRC and PID reach stability within 3.2 s
and 12 s, respectively, and it is obvious that the controller presented in this paper has less
overshoot than the other three control methods. And, the control method developed in this
paper ensures rapid convergence speed and low overshoot in the roll channel. Moreover,
both LADRC and the novel controller experience a certain chatter when the sideslip angle
converges to 0 in a short period during the convergence process, but the maximum range
of buffeting is in the order of 10−3, so the effect is equivalent. It can be inferred that the
controller proposed in this study has a faster response, smaller tracking error, and can
perform fast and steady tracking of reference signals.

Figure 7. Attitude angle response curves in Case 1. (a) Pitch angle variations for the three methods;
(b) Roll angle variations for the three methods; (c) Sideslip angle variations for the three methods.

Figure 8 shows the tracking error of the desired trajectory. The accuracy of the three
control methods can be compared, and it is evident that the developed control method
has superior accuracy. The response curves of attitude angular velocities are illustrated
in Figure 9. The attitude control signals are depicted in Figure 10. Figure 11 displays the
adaptive parameter simulations for pitch angle, roll angle, and sideslip angle in Case 1.



Drones 2024, 8, 305 19 of 27

Figure 8. Tracking errors of the (a) pitch angle, (b) roll angle and (c) sideslip angle in Case 1.

Figure 9. Response curves of (a) pitch angular velocity, (b) roll angular velocity, and (c) sideslip
angular velocity in Case 1.

Figure 10. Attitude control signals for (a) pitch channel, (b) roll channel, and (c) yaw channel in
Case 1.
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Figure 11. Simulations of adaptive parameters for (a) pitch angle, (b) roll angle, and (c) sideslip angle
in Case 1.

The variations in attitude angles, tracking errors, attitude angular velocities, and
control inputs under Case 2 are illustrated in Figures 12–15, accordingly. As revealed in
Figure 12, the overshoot of pitch angle utilizing the proposed controller is comparable to
that of LADRC, but with a significantly faster convergence rate. This advantage is also
visible in the comparison of roll angle and side slip angle. Figure 16 presents the adaptive
parameters for pitch angle, roll angle, and sideslip angle in Case 2.

Figure 12. Attitude angle response curves in Case 2. (a) Pitch angle variations for the three methods;
(b) Roll angle variations for the three methods; (c) Sideslip angle variations for the three methods.

Figure 13. Tracking errors of (a) pitch angle, (b) roll angle and (c) sideslip angle in Case 2.



Drones 2024, 8, 305 21 of 27

Figure 14. Response curves of (a) pitch angular velocity, (b) roll angular velocity, and (c) sideslip
angular velocity in Case 2.

Figure 15. Attitude control signals for (a) pitch channel, (b) roll channel, and (c) yaw channel in
Case 2.

Figure 16. Simulations of adaptive parameters for (a) pitch angle, (b) roll angle, and (c) sideslip angle
in Case 2.

In Figure 17, the changes in attitude angles are indicated under Case 3. The tracking
errors are illustrated in Figure 18, while the attitude angular velocities are shown in
Figure 19. Additionally, the control input variations are presented Figure 20 for the same
working conditions. Due to the influence of nonlinear disturbance, the attitude angle
tracking performance of PID and LADRC deteriorates, leading to increased amplitude of
curve fluctuations. However, with the support of FTESO and adaptive law, the suggested
controller is still able to perform speedy and precise target signal tracking. This clearly
demonstrates the excellent stability and robustness of the controller designed in this paper.
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Figure 17. Attitude angle response curves in Case 3. (a) Pitch angle variations for the three methods;
(b) Roll angle variations for the three methods; (c) Sideslip angle variations for the three methods.

Figure 18. Tracking errors of (a) pitch angle, (b) roll angle and (c) sideslip angle in Case 3.

Figure 19. Response curves of (a) pitch angular velocity, (b) roll angular velocity, and (c) sideslip
angular velocity in Case 3.
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Figure 20. Attitude control signals for (a) pitch channel, (b) roll channel, and (c) yaw channel in
Case 3.

Simulation curves of the adaptive parameters for the proposed FWUAV in each
channel in Case 3 are depicted in Figure 21. It is evident from Figure 11, Figure 16, and
Figure 21 that the curves converge rapidly and maintain stability.

Figure 21. Simulations of adaptive parameters for (a) pitch angle, (b) roll angle, and (c) sideslip angle
in Case 3.

The proposed controller’s effectiveness and robustness were verified based on the
provided flight trajectory. Figure 22 shows the target flight path.

Figure 22. Target flight path.

The tracking results of the proposed controller for the attitude angle obtained from the
flight trajectory are shown in Figures 23–25. It is evident that adaptive GFTSM controller
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based on FTESO and PPC can reliably track the target signal under the required condi-
tions, with good steady-state accuracy and dynamic characteristics, regardless of linear
and nonlinear parameter perturbations. This demonstrates the excellent robustness and
effectiveness of the controller.

Figure 23. Response curves for tracking a desired trajectory under Case 1, 2, and 3.

Figure 24. Response curves for tracking a desired trajectory under Case 1, 2, and 3.

Figure 25. Response curves for tracking a desired trajectory under Case 1, 2, and 3.

5. Conclusions

This paper introduces a novel controller utilizing an adaptive GFTSM controller for
a complicated system consisting of a dual-channel mass-actuated FWUAV. The proposed
controller enhances the system’s robustness and anti-interference capabilities. Employing
the PPC theory guarantees both the transient and steady-state responses of the system. To
lessen the effect of mass movement on inertial coupling, a FTESO is utilized to quickly
and accurately track and eliminate the unknown term that this phenomenon creates. The
stability of the closed-loop system is confirmed using Lyapunov stability analysis. The
Simulink simulation results yielded the following conclusions:

1. The control method presented in this paper displays strong robustness and the ability
to quickly and stably track the target signal;

2. The controller in this paper is compared with PID and LADRC controllers, and the
results demonstrate that the controller designed in this paper is superior to the latter
two in signal tracking;
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3. To validate the effectiveness and robustness of the proposed controller in this paper
for the target flight path, three operating conditions are described. The results reveal
that the controller displays high steady-state accuracy and dynamic responsiveness
under all three working circumstances, indicating its effectiveness and robustness.
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Appendix A

The detailed expressions of the matrixes in Equation (21) are presented as follows. In
Equation (21), x3 = x3i, b = bii, and u = ui, (i = 1, 2, 3, 4, 5, 6).
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