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Abstract

:

Detecting cracks during structural health monitoring is crucial for ensuring infrastructure safety and longevity. Using drones to obtain crack images and automate processing can improve the efficiency of crack detection. To address the challenges posed by the limited computing resources of edge devices in practical applications, we propose CrackScopeNet, a lightweight segmentation network model that simultaneously considers local and global crack features while being suitable for deployment on drone platforms with limited computational power and memory. This novel network features a multi-scale branch to improve sensitivity to cracks of varying sizes without substantial computational overhead along with a stripe-wise context attention mechanism to enhance the capture of long-range contextual information while mitigating the interference from complex backgrounds. Experimental results on the CrackSeg9k dataset demonstrate that our method leads to a significant improvement in prediction performance, with the highest mean intersection over union (mIoU) scores reaching 82.12%, and maintains a lightweight architecture with only 1.05 M parameters and 1.58 G floating point operations (FLOPs). In addition, the proposed model excels in inference speed on edge devices without a GPU thanks to its low FLOPs. CrackScopeNet contributes to the development of efficient and effective crack segmentation networks suitable for practical structural health monitoring applications using drone platforms.
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1. Introduction


Cracks serve as early indicators of structural damage in buildings, bridges, and roads, making their detection vital for structural health monitoring. Analyzing the morphological characteristics, positional information, and extent of internal damage in cracks allows for accurate safety assessments of buildings and infrastructure [1,2]. Timely detection and repair of cracks not only reduces maintenance costs but also prevents further structural deterioration, ensuring safety and durability [3,4].



Traditional crack detection methods such as visual inspections and manual evaluations are often costly and inefficient, relying heavily on the expertise of inspectors, which can lead to subjective and inconsistent results [5]. Therefore, the development of objective and efficient automated crack detection methods have become a significant trend in this field. Various sensor-based methods for automatic or semi-automatic crack detection have been proposed, including crack meters, RGB-D sensors, and laser scanners [6,7,8]. Although these sensors are accurate, they are expensive and challenging to deploy on large scales.



Advancements in computer vision technology have popularized image-based crack detection methods due to their long-distance, non-contact, and cost-effective nature. Traditional visual detection methods such as morphological image processing [9,10], filtering [11,12] and percolation models [13] are simple to implement and computationally light, but suffer from limited generalization performance. Environmental noise such as debris around cracks further complicates detection in practical engineering environments.



Recently, deep learning-based semantic segmentation algorithms have significantly improved the accuracy and stability of image recognition in noisy environments. These algorithms excel at locating and labeling crack pixels, providing comprehensive information on crack distribution, width, length, and shape [14]. Nevertheless, general models for understanding scenes often fail to capture the unique features of cracks, which are typically thin, long, and irregularly shaped [15,16]. Cracks typically span entire images while constituting only a small fraction of the pixel area, necessitating models with the ability to capture long-range dependencies between pixels. While self-attention mechanisms do well in aggregating long-distance contextual information [17,18,19], they come with high computational costs that limit their detection speed. Additionally, cracks exhibit uneven distribution along with significant size variations, necessitating multiscale feature extraction [20,21,22]. Although methods such as DeepLabV3+ [23] and SegNext [24] are able to capture multiscale information, they are computationally intensive and costly for large images.



The use of unmanned aerial vehicles (UAVs) for crack monitoring has become prevalent due to their flexibility, cost effectiveness, and ability to efficiently cover both large and difficult to access areas [25]. However, the computational resources available on edge devices are typically limited and often lack high-power GPUs, making it crucial to deploy lightweight models that can perform processing and analysis while incurring low latency [26]. Researchers have proposed lightweight networks that reduce computational costs by minimizing deep downsampling, reducing channel numbers, and optimizing convolutional design; however, reducing the subsampling stages can lead to models with insufficient receptive fields for covering large objects, as seen with ENet [27]. Bilateral backbone models partially address this issue; for instance, BiSeNet [28] adds a context path with fewer channels, while HrSegNet [29] maintains high-resolution features while adjusting parameters to reduce channels. Unfortunately, these two-branch structures increase computational overhead, and reducing the channels can hinder the ability of the model to learn relational features.



Furthermore, several challenges affect the design of lightweight models for surface crack segmentation: (1) existing methods increase computational complexity by incorporating large kernel convolutions, multiple parallel branches, and feature pyramid structures to handle various object sizes and shapes; (2) diverse crack image scenes and complex backgrounds limit feature extraction by lightweight models, making it difficult to learn effective information from limited datasets; and (3) the subtle differences between cracked and normal areas introduces complications during segmentation. While adding multiple skip connections and auxiliary training branches can improve accuracy, this leads to increased memory overhead.



To address the aforementioned challenges, we propose CrackScopeNet, a lightweight segmentation network optimized for structural surface cracks. It features an optimized multiscale branching architecture and a carefully designed stripwise context attention (SWA) module. Figure 1 presents a comparison on the CrackSeg9k dataset between traditional and lightweight crack-specific semantic segmentation networks and our segmentation approach in terms of their mean intersection over union (mIoU), model floating point operations (FLOPs), and number of parameters. The figure clearly illustrates that our method outperforms all shown models while having substantially fewer FLOPs and parameters. This is due to the initial design consideration capturing the local context information around small cracks as well as the remote context information, allowing the model to identify complete cracks while mitigating background interference.



Initially, in the local feature extraction stage we divide the channel data and perform three convolution operations with different convolution kernel sizes to obtain the local context information of cracks. Subsequently, we utilize a combination of strip pooling and one-dimensional convolution to capture remote context information without compressing channel features. Finally, we construct a lightweight multiscale feature fusion module to aggregate shallow detail and deep semantic information. In these modules, we employ depth-separable convolution, dropout, and residual connection structures to prevent overfitting, gradient disappearance, and gradient explosion problems, resulting in a lightweight neural network that is adaptable to crack detection.



In summary, our main contributions are as follows.



(1) We propose a novel crack image segmentation model called CrackScopeNet designed to meet the requirements of structural health monitoring. The model effectively extracts information at multiple levels during the downsampling stage and fuses key features during the upsampling stage.



(2) We introduce a lightweight multiscale branch module and stripwise context attention module designed to align with the morphological characteristics of fractures. These components effectively capture rich contextual information while minimizing computational costs. Compared to the previous HrSegNetB48 lightweight crack segmentation model, our approach achieves savings of approximately 5.2 times in memory and improves inference speed by 1.7 times.



(3) CrackScopeNet demonstrates state-of-the-art performance on the CrackSeg9k dataset, and exhibits excellent transferability to small datasets in specific scenarios; additionally, the model has a low inference delay on resource-constrained drone platforms, making it ideal for outdoor crack detection through computer vision. This ensures that drone platforms can perform rapid crack detection and analysis, enhancing the efficiency and effectiveness of structural health monitoring.



To facilitate further research and application, the code for this work is available on GitHub (at https://github.com/ttkingzz/CrackScopeNet, accessed on 5 July 2024).




2. Related Work


Deep learning-based semantic segmentation has significantly advanced crack detection. Cutting edge research in this field primarily explores three key areas: achieving higher recognition accuracy, increasing inference speed, and developing more efficient attention mechanisms. This section discusses related work in crack segmentation across these three aspects.



2.1. High-Accuracy Models


Recent advancements in semantic segmentation have been driven by efficient feature fusion and powerful feature extraction techniques. U-Net [30] has excelled in the medical domain by using skip connections to integrate feature maps at different scales, while PSPNet [31] employs atrous convolutions to capture multiscale context.



To enhance performance further, researchers have introduced transformer-based models. ViT [17] adapts the transformer architecture to image segmentation by processing image patches as sequences, leveraging self-attention to capture the global dependencies crucial for precise segmentation. SegFormer [19] uses hierarchical transformers for multiscale feature extraction as well as integrating features with the multilayer perceptron (MLP) decoder, eliminating positional encoding, and enhancing robustness.



Researchers have also explored the benefits of using larger convolutional kernels; ConvNeXt [32] integrates modern CNN design with 7 × 7 convolutions to enhance feature representation and efficiently capture long-range dependencies, while RepLKNet [33] uses 31 × 31 convolutions to capture extensive spatial information and re-parameterizes kernels for efficient inference, thereby leveraging large receptive fields with minimal computational cost.



However, these models often require significant parameter counts and computational resources to capture multiscale features. As a result, most tend to have large sizes and slow inference speeds, hindering their practical application.




2.2. Lightweight Models


Traditional semantic segmentation models often require substantial computational resources, with some models demanding tens of billions of operations per second, potentially exceeding the computational capabilities of edge platforms. Consequently, recent research has focused on designing lightweight neural networks that achieve real-time performance.



ENet [27] employs smaller-sized feature maps with fewer channels in the early layers of the network, and also reduces downsampling rates; however, this approach prioritizes speed over accuracy. While dilated convolutions can be used to achieve a larger receptive field, there is still a loss of spatial detail, especially in boundary areas. To compensate for the loss of detail, a dual-branch approach can be adopted to capture both low-level detail and high-level semantic information. BiSeNet [28] utilizes a spatial path to maintain the spatial dimensions of the original image, capturing rich spatial information, while a context path quickly performs downsampling to acquire global semantic information. HrSegNet [29] maintains a backbone branch with an unchanged scale, aiming to preserve spatial details, and introduces a semantic guidance branch to provide deep semantic information to the main branch. Although dual-branch network structures address both detail and semantic information, and can achieve real-time inference with GPU acceleration, the additional branches result in increased parameter count and computational demand. Therefore, deploying such models on drone platforms without high-performance GPUs is not feasible.



The TopFormer [34] model combines the CNN and transformer architectures to balance local feature extraction and global context understanding, achieving reduced computational complexity through a lightweight design. The SeaFormer [35] model employs simplified transformer modules and innovative attention mechanisms to prioritize important features, further enhancing model efficiency. Although these models significantly reduce the computational load and parameter count in the transformer, they require extensive datasets for training, which is not applicable to the field of crack detection.




2.3. Attention Mechanism


Attention mechanisms have gained widespread recognition in the field of computer vision due to their ability to effectively enhance the performance of deep neural networks. The squeeze-and-excitation (SE) attention mechanism was the first to successfully introduce channel attention into neural networks; this approach using 2D global pooling to compress spatial dimensions into channel dimensions [36], facilitating enhanced feature learning. Subsequently, attention mechanisms have made significant progress in two directions: (1) aggregating only the channel features, and (2) combining channel features with spatial features. Specifically, a convolutional block attention module (CBAM) utilizes both average pooling and max pooling to integrate features from the channel and spatial dimensions [37]. Coordinate attention (CA) is an attention mechanism designed to improve the focus on important regions while retaining precise positional information [38]. Unlike traditional attention mechanisms, CA splits attention into a coordinate stage and spatial stage.



Unfortunately, existing attention mechanisms either lack long-range dependencies or reduce the number of channels during channel feature extraction in order to minimize parameters, which may lead to the loss of channel information.





3. Methods


To achieve a high-performance lightweight crack segmentation model, we introduce CrackScopeNet, which is characterized by two main features: (1) partitioning the feature map channels for convolutions at different scales to extract local multiscale information without incurring excessive computational overhead, and (2) reducing the downsampling rate to 1/16 without using additional auxiliary branches, instead incorporating a stripwise attention mechanism tailored to crack morphology in order to capture long-range dependencies.



3.1. Model Overview


We meticulously design feature extraction and global context attention modules based on crack morphological information, which we collectively name CrackScopeNet. As shown at the top of Figure 2, our proposed model adopts a simple encoder–decoder structure similar to most previous works [19,23]. It comprises a feature encoder and a feature decoder. In the encoder, the crack image is input into the network, passing through three feature extraction stages to capture detailed and deep semantic information. Each stage comprises a downsampling convolution layer and a series of CrackScope (CS) modules, each containing a multiscale branch and an SWA module. The decoder gradually restores the crack features to the original resolution, merging different levels of feature information through the feature fusion module to produce an output with rich spatial and textural features. The detailed configuration of CrackScopeNet is listed in Table 1.




3.2. Feature Extraction


Inspired by previous advanced works [24,32], we adopt a backbone structure similar to ViT [17] for the block design at each feature extraction stage. As illustrated in Figure 2a, each CS block consists of two residual-connected submodules connected via residual connections, namely, the CS module and MLP module. To prevent overfitting during training, we incorporate a dropout layer in each submodule. The CS module comprises a multiscale branch module and a stripwise context attention (SWA) module. This section focuses on the multiscale features, while the SWA is introduced in the next section.



Unlike general object segmentation, crack segmentation targets the identification and localization of crack areas with various shapes. Due to different development times and external influences, coarse cracks are often accompanied by fine cracks. To address the challenge of varying crack proportions in different regions, we introduce CS modules to capture multiscale texture features, using receptive fields with kernel sizes of 3 × 3, 5 × 5, and 7 × 7, respectively.



When extracting multiscale information with a branching structure, the FLOPs increase exponentially with the number of branches and size of the convolution kernels. For regular convolution computation, given output spatial dimensions   W ∗ H  , input channels   C  i n   , output channels   C  o u t   , and a convolution kernel of size    k m  ∗  k n   , the FLOPs calculation formula is expressed as follows:


  F L O P s = W ∗ H ∗  C  i n   ∗  C  o u t   ∗  k m  ∗  k n  .  



(1)







As shown in Figure 2b, to reduce computational overhead, we adjust the input and output channels as well as the convolution kernel sizes for the multiscale branches. First, we divide the input features into three parts along the channels, allocating half the channels to the branch with the smallest kernel (3 × 3) and a quarter of the channels to each of the two branches with larger kernels. Among these, as in ConvNext [32], the largest convolution kernel that we use is 7 × 7. After the convolution computations are completed in the three branches, the features are then merged along the channel dimension and a 1 × 1 convolution is used to model the relationships between all channels.



However, compared to 3 × 3 convolutions, these 7 × 7 large-kernel convolutions incur more than five times the computational cost. In order to further reduce the computational cost, we employ strip convolutions in our branch design to achieve the same receptive field while being more computationally lightweight [24]. Because cracks are predominantly strip-shaped, strip convolutions are particularly effective in capturing these features. Therefore, (1 × 5, 5 × 1) and (1 × 7, 7 × 1) strip convolutions are used to replace 5 × 5 and 7 × 7 2D convolutions for capturing local contextual information. Then, we design a remote context information attention module to assist the CrackScope module in obtaining global contextual information, which is introduced below.




3.3. Stripwise Context Attention


The attention mechanism is an adaptive selection process that makes the network focus on important parts. As discussed above, the multiscale branch module in the CS module is used to extract multiscale local contextual information. Inspired by GhostNetv2 [39] and coordinate attention (CA) [38], we utilize strip pooling to capture long-distance contextual information in the spatial dimensions. In addition, we design a stripwise context attention (SWA) module and integrate it into the multiscale module. As illustrated in Figure 2c, given an input feature x with channel number c and spatial dimensions   H ∗ W  , we perform max pooling operations in both the height and width dimensions to obtain global width and height features   Z h   and   Z w  .


      Z h  =  max  0 ≤ i < W    x ( h , i )         Z w  =  max  0 ≤ j < H    x ( j , w )      



(2)







Further, to avoid the issue of compressed channel numbers that can arise in CBAM [37] and CA [38], we apply one-dimensional depthwise separable convolutions to model the relationships across different spatial dimensions and channels. The attention representations in the horizontal and vertical directions are denoted as follows:


      y h  = δ  (  F 2   (  F 1   (  F 0   (  Z h  )  )  )  )         y w  = δ  (  F 2   (  F 1   (  F 0   (  Z w  )  )  )  )      



(3)




where   F 0   is a one-dimensional depthwise separable convolution with a kernel size of 5 × 5,   F 1   is a one-dimensional convolution used to capture the inter-channel information,   F 2   is batch normalization, and  δ  is the sigmoid activation function.



Finally, the output of the attention module can be obtained by applying equation show below.


  Y = x ∗  y h  ∗  y w   



(4)








3.4. Feature Fusion


To reduce the loss of key feature information and ensure the accuracy of crack detection, we integrate the SWA module into the upsampling block for precise feature restoration and fusion. Notably, the decoder focuses primarily on fine-tuning the details of the feature map results, allowing for a relatively simple design. As such, we do not use atrous spatial pyramid pooling [31] to extract multiscale features of high-level semantic information. On the one hand, using many dilated convolutions adds unnecessary computational overhead and increases network complexity. On the other hand, our subsequent ablation experiments demonstrate that further extraction of multiscale information from feature maps does not enhance performance.



As shown in Figure 2d, the high-level semantic information is adjusted through pointwise convolution operations, after which bilinear interpolation is used to restore the feature map size for concatenation with features from the lower stages. Subsequently, in order to further fuse high-level semantic features with detailed texture features, we employ an SWA module with a shortcut connection to model feature relationships across the global space and channels while fully integrating the multiscale feature maps. Next, a small kernel convolution is used to refine the crack feature information. After multiscale fusion of the three-stage feature maps, they are fed into the segmentation head, which maps the feature map to the required segmentation output, completing the entire network computation process. Notably, to avoid the large computational overhead incurred by the decoder, we do not use transposed convolutions to learn more parameters; instead, we only select and fuse the features, resulting in a lightweight multiscale feature fusion module.




3.5. Auxiliary Branch


Inspired by the auxiliary branches in PSPNet [31], we further enhance the segmentation performance by adding three auxiliary branches in the CrackScopeNet encoder in order to improve the performance of the feature extractor during training. The auxiliary branches are used only during training and ignored during inference; thus, they do not affect the inference speed of the entire network structure. However, they provide additional gradient signals, allowing higher gradient propagation to each feature extraction stage, which helps to mitigate the gradient vanishing or exploding problem and improves the training stability of the encoder. For each auxiliary branch, we use the same segmentation head as the main branch and recover the original image size with different upsampling multiples. The total loss is the weighted sum of the binary cross-entropy losses from each segmentation head, as follows:


   L t  =  L p  + a  L 1  + b  L 2  + c  L 3   



(5)




where   L t   and   L p   represent the total loss and primary loss, respectively, while   L 1  ,   L 2  , and   L 3   are the losses of the three auxiliary branches. In this work, the weights a, b, and c are all set to 0.5.





4. Experimental Datasets and Setup


4.1. Datasets


In crack segmentation research, the limited size and number of publicly available datasets poses a challenge for comprehensive algorithm evaluation. CrackSeg9k [40] addresses this by offering a substantial dataset designed specifically for crack segmentation tasks. Despite the CrackSeg9k images being captured with cameras and smartphones, their resolution and imaging angles are similar to UAV-captured images, allowing models to generalize well to UAV-based image data.



CrackSeg9k consists of 9255 images with a resolution of 400 × 400 pixels, each labeled for cracks and backgrounds. As shown in Table 2, this dataset is merged with ten smaller sub-datasets to enhance its diversity and robustness. The resulting dataset consists of various crack types, including linear, branched, webbed, and non-crack images, with examples shown in Figure 3a, ensuring that models trained on it can generalize across different crack patterns and conditions. Notably, the creators of CrackSeg9k have corrected for label noise, boosting the dataset’s reliability.



In addition to CrackSeg9k, we also used two specific-scene crack datasets: the close-range concrete crack dataset Ozgenel [49] and the low-altitude UAV-captured highway crack dataset Aerial Track [50], allowing us to further explore the generalization abilities of CrackScopeNet. Among these, the image scenes in the Ozgenel dataset are similar to the rock crack scenes in CrackSeg9k, while the Aerial Track dataset includes post-earthquake highway crack images captured by UAVs, featuring predominantly small cracks amid significant interference. As examples, two randomly selected images from these two datasets are displayed in Figure 3b,c.



The Ozgenel dataset originally consists of 458 high-definition images (4032 × 3024 pixels) with annotated cracks collected from various buildings at Middle East Technical University. For our experiments, we cropped these images into 448 × 448 pixel blocks while ensuring a crack area of at least 1% in each block. This process yielded 2600 images, which we divided into 70% for training, 10% for validation, and 20% for testing.



The Aerial Track dataset comprises 4118 highway crack images (448 × 448 pixels) captured by UAVs after an earthquake. The dataset is divided into three parts: training, validation, and testing, with 2620, 598, and 900 images, respectively. We transferred our models trained on CrackSeg9k to these two specific tasks.




4.2. Parameter Setting


4.2.1. Training and Fine-Tuning Configurations


Our experiments used the PaddleSeg [51] framework and were performed on a desktop with an NVidia Titan V GPU (12 GB) and Ubuntu 20.04 with CUDA 10.1. To prevent overfitting, we adopted data augmentation methods such as random horizontal flipping, scaling (0.5 to 2), cropping, resizing, normalization, and random distortion to vary the brightness, contrast, and saturation with 50% probability.



For the CrackSeg9k dataset, the specific training parameters are shown in Table 3. All training was conducted from scratch without pretraining on other datasets. To manage the limited GPU memory, models with high memory usage (e.g., UNet, PSPNet) had their batch size and initial learning rate halved while keeping the number of epochs unchanged, ensuring similar training effects.



In addition to CrackSeg9k, we transferred the models to the Ozgenel [40] and Aerial Track [50] datasets. During fine-tuning, we reduced the learning rate to 0.0001, limited the epochs to 20, and adjusted the batch size to 8. The input images were cropped to 448 × 448 for Ozgenel and 512 × 512 for Aerial Track.




4.2.2. Drone Platform


This study leveraged a drone-based platform to simulate edge model deployment, focusing on real-world applications where computational resources are limited. In the field of crack monitoring, DJI drones such as the M300RTK and Mavic 2 Pro are frequently employed due to their precision, flexibility, and advanced imaging capabilities [25,26]. However, DJI platforms often restrict the deployment of proprietary algorithms directly on the edge device, necessitating the transfer of images for postprocessing, which can delay crack detection and analysis. To overcome these limitations and allow for immediate crack analysis, we opted for a Navio2-equipped drone integrated with a Raspberry Pi 4B. This choice enables the deployment of crack segmentation models directly on the onboard computing device, facilitating real-time image processing. The Raspberry Pi 4B, powered by a Broadcom BCM2711 CPU running at 1.5 GHz, offers a balance between low power consumption and adequate computational capacity, making it a suitable platform for environments where high-performance GPUs are impractical. The Navio2 flight control board, with its built-in inertial measurement unit (IMU), barometer, and GPS module, provides essential flight control functionalities while allowing for seamless integration with the Raspberry Pi. This setup allowed us to deploy crack segmentation models directly on the computing device, enabling real-time analysis as the drone captures images.



One of the key objectives of this study was to evaluate the inference latency of various models in a resource-constrained environment. To ensure a fair comparison, each model was tested by loading images from a standardized test set directly onto the Raspberry Pi. This method allows for a consistent assessment of the performance of each model under identical conditions, ensuring that the differences in inference speeds are accurately measured and free from bias. In the practical application scenarios, the workflow remained consistent with our testing phase. The drone captured images through its onboard camera, then these images were processed in real time using the same crack extraction methods developed during our experiments, with output results either stored locally or transmitted to a ground station depending on the mission requirements. This approach demonstrates how low-cost resource-constrained platforms such as the Raspberry Pi can be effectively used for timely and efficient structural health monitoring when integrated with a Navio2-equipped drone, offering a scalable solution for rapid response in diverse and often remote environments.





4.3. Evaluation Metrics


Based on previous studies [29,52], we used four metrics to comprehensively evaluate model performance: precision (  P r  ), recall (  R e  ), F1 score (  F 1  ), and mean intersection over union (  m I o U  ). These indicators are defined as follows:


  P r =    T P   T P + F P     



(6)






  R e =    T P   T P + F N     



(7)






  F 1 =    2 ∗ P r ∗ R e   P r + R e     



(8)






  m I o U = m e a n (    T P   T P + F N + F P    )  



(9)




where true positive (  T P  ) represents correctly classified crack pixels, false positive (  F P  ) represents background pixels incorrectly classified as crack categories, and false negative (  F N  ) represents cracks incorrectly identified as background.



In addition, we evaluated the computational cost and complexity of the model using the number of floating point operations (  F L O P s  ) and   P a r a m e t e r s  . We also used the average inference latency of a single image deployed on the Navio2-based drone to evaluate the inference speed of the lightweight models. A lightweight model suitable for drone platforms requires a low parameter count, low FLOPS, and low inference latency.





5. Experiment


In this section, we first conduct a comprehensive quantitative comparison between CrackScopeNet and the most advanced segmentation models in various metrics, visualize the results, and comprehensively analyze the detection performance. Subsequently, we explore the transfer learning capability of our model on crack datasets specific to other scenarios. Finally, we perform ablation studies to meticulously examine the significance and impact of each component within CrackScopeNet.



5.1. Comparative Experiments


As our primary objective is to achieve an exceptional balance between the accuracy of crack region extraction and inference speed, we compare CrackScopeNet with three types of models: classical general semantic segmentation models, advanced lightweight semantic segmentation models, and the latest models designed explicitly for crack segmentation, totaling thirteen models. Specifically, U-Net [30], PSPNet [31], SegNet [53], DeeplabV3+ [23], SegFormer [19], and SegNext [24] were selected as six classical segmentation models with high accuracy. BiSeNet [28], BiSeNetV2 [54], STDC [55], TopFormer [34], and SeaFormer [35] were chosen due to their advantages in inference speed as lightweight semantic segmentation models; notably, SegFormer, TopFormer, and SeaFormer are all transformer-based methods that have demonstrated outstanding performance on large datasets such as Cityscapes [56]. Additionally, we included two specialized crack segmentation models, U2Crack [52] and HrSegNet [29], which have been optimized for the crack detection scenario based on general semantic segmentation models.



It is important to note that in order to ensure that all models could be easily converted to ONNX format and deployed on edge devices with limited computational resources and memory, we selected the lightweight MobileNetV2 [57] and ResNet-18 [58] backbones for the DeepLabV3+ and BiSeNet models, respectively, while for SegFormer and SegNext we chose the lightweight versions SegFormer-B0 [19] and SegNext_MSCAN_Tiny [24], which are suited for real-time semantic segmentation as proposed by the authors. For TopFormer and SeaFormer, we discovered during training that the tiny versions had difficulty converging; thus, we only utilized their base versions.



Quantitative Results. Table 4 presents the performance of each baseline network and the proposed CrackScopeNet on the CrackSeg9k dataset, with the best values highlighted in bold. Analyzing the accuracy of different types of segmentation networks in the table, the larger models generally achieve higher mIoU scores than the lightweight models; specifically, compared to the classical high-accuracy models, our model achieves the best performance in terms of mIoU, recall, and F1 score, with scores of 82.15%, 89.24%, and 89.29%, respectively. Although our model’s precision (89.34%) is 1.26% lower than U-Net, U-Net has poor recall performance (−2.24%) and our model’s parameters and FLOPs are lower by 12 and 48 times, respectively.



In terms of network weight, the network proposed in this paper achieves the best balance between accuracy on the CrackSeg9k dataset and weight, as intuitively illustrated in Figure 1. Our model achieves the highest mIoU with only 1.05 M parameters and 1.58 G FLOPs, making it incredibly lightweight. Its FLOPs are slightly higher than those of TopFormer and SeaFormer, but lower than all other small models; notably, due to the small size of the crack dataset, the learning capability of lightweight segmentation networks is evidently limited, as mainstream lightweight segmentation models do not consider the unique characteristics of cracks, resulting in poor performance. The proposed CrackScopeNet architecture successfully achieves the design goal of a lightweight network structure while maintaining superior segmentation performance, making it easily deployable on resource-constrained edge devices.



Moreover, compared to the state-of-the-art crack image segmentation algorithms, the proposed method achieves an mIoU of 82.15% with fewer parameters and FLOPs, surpassing the highest-accuracy versions of the U2Crack and HrSegNet models. Notably, the HrSegNet model employs an online hard example mining (OHEM) technique during training to improve its accuracy. In contrast, we only use the cross-entropy loss function for model parameter updating without deliberately employing any training tricks to enhance performance, showcasing the significant benefits of considering crack morphology during model design.



Qualitative Results. Figure 4, Figure 5 and Figure 6 display the qualitative results of all compared models. Our method achieves superior visual performance compared to the other models. From the first, second, and third rows of Figure 4 it can be observed that CrackScopeNet and the more significant parameter segmentation algorithms achieve satisfactory results for high-resolution images with apparent crack features. In the fourth row, where the original image contains asphalt with color and texture similar to cracks, CrackScopeNet and SegFormer successfully overcome the background noise interference. This is attributed to their long-range contextual dependencies, which allow them to effectively capture the relationships between cracks. In the fifth row, the results show that CrackScopeNet exhibits robust performance even under uneven illumination conditions. This can be attributed to the design of the network structure, which considers both the local and global features of cracks while effectively suppressing noise.



Figure 5 clearly shows that the lightweight networks struggle to eliminate background noise interference, leading to fragmented segmentation results for fine cracks. This outcome is due to the limited parameters learned by lightweight models. Finally, Figure 6 presents the visualization results of the most advanced crack segmentation models. U2Crack [52], based on the ViT [17] architecture, achieves a broader receptive field that somewhat alleviates background noise, though at the cost of significant computational overhead. HrSegNet [29] maintains a high-resolution branch to capture rich and detailed features. As seen in the last two columns of Figure 6, the increased number of channels in the HrSegNet network allow more detailed information to be extracted; however, this leads to background information being misclassified as cracks. This explains the high precision and low recall results of HrSegNet. In summary, CrackScopeNet outperforms the other segmentation models, demonstrating excellent crack detection performance under various noise conditions with lower parameters and FLOPs.



Inference on Navio2-based drones. In practical applications, there remains a substantial gap between real-time semantic segmentation algorithms designed and validated for mobile and edge devices, with the latter facing challenges such as limited memory resources and low computational efficiency. To better simulate edge devices used for outdoor structural health monitoring, we explored the inference speed of the models without GPU acceleration. Notably, to ensure that all models could be deployed on the drone platform without sacrificing accuracy through pruning or compression, we avoided using storage-intensive and computationally demanding models such as UNet, SegNet, and PSPNet. We converted the models to ONNX format and tested their inference speeds on Navio2-based drones equipped with a representative Raspberry Pi 4B, focusing on comparing our proposed model with models with tiny FLOPs and parameter counts: BiSeNetV2, DeepLabV3+, STDC, HrSegNetB48, SegFormer, TopFormer, SeaFormer. The test settings were as follows: input image size of 3 × 400 × 400, batch size of 1, and 2000 testing epochs. To ensure a fair comparison, we did not optimize or prune any models during deployment, meaning that the actual inference delay in practical applications could be further reduced from these test results.



As shown in Figure 7, the test results indicate that when running on a highly resource-constrained drone platform, the proposed CrackScopeNet architecture achieves faster inference speed compared to other real-time or lightweight semantic segmentation networks based on convolutional neural networks, such as BiSeNet, BiSeNetV2, and STDC. Additionally, TopFormer and SeaFormer, which are designed with deployment on resource-limited edge devices in mind, both achieve extremely low inference latency; however, these models perform poorly on the crack datasets due to inadequate data volume. Our proposed model achieves remarkable crack segmentation accuracy while maintaining rapid inference speed, establishing its advantages over competing models.



These results confirm the efficacy of deploying the CrackScopeNet model on outdoor mobile devices, where high-speed inference and lightweight architecture are crucial for real-time processing and analysis of infrastructure surface cracks. By outperforming other state-of-the-art models, CrackScopeNet proves to be a suitable solution for addressing the challenges associated with outdoor edge computing.




5.2. Scaling Study


To explore the adaptability of our model, we adjusted the number of channels and stacked different numbers of CrackScope modules to cater to a broader range of application scenarios. Because CrackSeg9k is composed of multiple crack datasets, we also investigated the model’s transferability to specific application scenarios.



We adjusted the base number of channels after the stem from 32 to 64. Correspondingly, the number of channels in the remaining three feature extraction stages was increased from (32, 64, 128) to (64, 128, 160) in order to capture more features. Meanwhile, the number of CrackScope modules stacked in each stage was adjusted from (3, 3, 4) to (3, 3, 3); we refer to the adjusted model as CrackScopeNet_Large. First, we trained CrackScopeNet_Large on CrackSeg9k using the same parameter settings as the base version and evaluated the model on the test set. Furthermore, we used the training parameters and weights obtained from CrackSeg9k for these two models as the basis for transferring the models to downstream tasks in two specific scenarios. Images from the Ozgenel dataset, which consist of high-resolution concrete crack images similar to some scenarios in CrackSeg9k, were cropped to 448 × 448. The Aerial Track Dataset consists of low-altitude drone-captured images of post-earthquake highway cracks, a type of scene not present in CrackSeg9k; these were cropped to 512 × 512.



Table 5 presents the mIoU scores, parameter counts, and FLOPs of the base CrackScopeNet model and the high-accuracy version CrackScopeNet_Large on the CrackSeg9k dataset and the two specific scenario datasets. In this table, mIoU(F) represents the mIoU score obtained after pretraining the model on CrackSeg9k and fine-tuning it on the respective dataset. It is evident that the large version of the model achieves higher segmentation accuracy across all datasets, though with approximately double the parameters and three times the FLOPs. Therefore, if computational resources and memory are sufficient and higher accuracy in crack segmentation is required, the large version or further stacking of CrackScope modules can be employed.



For specific scenario training, whether from scratch or fine-tuning, all our models were trained for only 20 epochs. It can be seen that the models converge quickly even when training from scratch. We attribute this phenomenon to the initial design of CrackScopeNet, which considers the morphology of cracks and is able to successfully capture the necessary contextual information. For training using transfer learning, both versions of the model achieve remarkable results on the Ozgenel dataset, with mIoU scores of 90.1% and 92.31%, respectively. Even for the Aerial Track dataset, which includes low-altitude remote sensing images of highway cracks not seen in CrackSeg9k, both of our models still perform exceptionally well, achieving respective mIoU scores of 83.26% and 84.11%. These results demonstrate the proposed model’s rapid adaptability to small datasets, aligning well with real-world tasks.




5.3. Diagnostic Experiments


To gain more insights into CrackScopeNet, a set of ablative studies were conducted on our proposed model. All the methods mentioned in this section were trained with the same parameters for efficiency in 200 epochs.



Stripwise Context Attention. First, we examined the role of the critical SWA module in CrackScopeNet by replacing it with two advanced attention mechanisms, CBAM [37] and CA [38]. The results shown in Table 6 demonstrate that without any attention mechanism, merely stacking convolutional neural networks for feature extraction yields poor performance due to the limited receptive field. Next, the SWA attention mechanism based on strip pooling and one-dimensional convolution was adopted, allowing the network structure to capture long-range contextual information. Under this configuration, the model exhibited the best performance. Figure 8 shows the class activation maps (CAM) [59] before the segmentation head of CrackScopeNet. It can be observed that the model without SWA is easily disturbed by shadows, whereas with the SWA module the model can focus on the global crack areas. Next, we sequentially replaced the SWA module with the channel–spatial feature-based CBAM attention mechanism and the coordinate attention (CA) mechanism, which also uses strip pooling. While the model parameters did not change significantly, the performance declined by 0.2% and 0.17%, respectively.



Furthermore, we explored the benefits of different attention mechanisms for other models by optimizing the advanced HrSegNetB48 lightweight crack segmentation network [29]. HrSegNetB48 consists of high-resolution and auxiliary branches, merging shallow detail information with deep semantic information at each stage. Therefore, we added the SWA, CBAM, and CA attention mechanisms after feature fusion to capture richer features. Table 7 shows the performance of HrSegNetB48 with the different attention mechanisms, clearly indicating that introducing the SWA attention mechanism to capture long-range contextual information provides the most significant benefit.



Multiscale Branch. Next, we examined the effect of the multiscale branch in the CrackScope module. To ensure fairness, we replaced the multiscale branch with a convolution of a larger kernel size (5 × 5 instead of 3 × 3). The results with and without the multiscale branch are shown in Table 6. It is evident that using a 5 × 5 kernel size convolution instead of the multiscale branch, decreases the mIoU score (−0.16%) despite having more floating-point computations. This demonstrates that blindly adopting large kernel convolutions increases computational overhead without significant performance improvements. The benefits conferred by the multiscale branch were further analyzed through the CAM. As shown in the third column of Figure 8, when the multiscale branch is not used, it is obvious that the network misses the feature information of small cracks, while the model with this branch can perfectly capture the features of cracks with various shapes and sizes.



Decoder. CrackScopeNet uses a simple decoder to fuse feature information of different scales, then complete the compression of channel features and the fusion of features at different stages. At present, the most popular decoders use an atrous spatial pyramid pooling (ASPP) [23] module to introduce multi-scale information. In order to explore whether the introduction of an ASPP module could benefit to our model and investigate the effectiveness of our proposed lightweight decoder, we replaced decoder with the ASPP method adopted by DeepLabV3+ [23]. The results are shown in the last two rows of Table 6. It can be seen that the computational overhead is large because of the need to perform parallel dilated convolution operations on deep semantic information; however, the performance of the model does not improve. This shows that using multiple sets of dilated convolutions to capture multiscale feature incurs additional computational overhead while not contributing to the performance improvement of our model




5.4. Experiment Conclusions


Based on the comparative experiments conducted in previous sections, CrackScopeNet demonstrates significant advantages over both classical and lightweight semantic segmentation models in terms of performance, parameter count, and FLOPs. On the composite CrackSeg9k dataset, CrackScopeNet achieves high segmentation accuracy and shows excellent transferability to specific scenarios. Notably, it maintains a low parameter count and minimal FLOPs, which translates to low-latency inference speeds on resource-constrained drone platforms without the need for GPU acceleration. This efficiency is achieved by considering crack morphology characteristics, allowing CrackScopeNet to remain lightweight and computationally efficient. This makes it particularly suitable for deployment on mobile devices in outdoor environments. In summary, CrackScopeNet achieves a better balance between segmentation accuracy and inference speed compared to the other networks examined in this study, making it a promising solution for timely crack detection and analysis using drones in infrastructure surfaces.



However, there remain some drawbacks in this study. The inference speed and performance were not tested on other hardware platforms, such as the Snapdragon 865, which may offer different computational capabilities. Additionally, our study did not explore the potential acceleration that NPUs (Neural Processing Units) or GPUs could provide. Further investigation into how these processing units can be fully utilized could offer significant improvements in the efficiency and performance of the model.





6. Discussion


In this paper, we present CrackScopeNet, a lightweight infrastructure surface crack segmentation network specifically designed to address the challenges posed by varying crack sizes, irregular contours, and subtle differences between cracks and normal regions in real-world applications. The proposed network structure captures the local context information and long-distance dependencies of cracks through a lightweight multiscale branch and an SWA attention mechanism, respectively, and effectively extracts the low-level details and high-level semantic information required for accurate crack segmentation.



In this work, we find that using channel-wise partitioning to apply different kernel sizes effectively captures multiscale features without introducing significant computational overhead. Additionally, by incorporating an attention mechanism that accounts for long-range dependencies, it is possible to compensate for the limitations of downsampling without resorting to additional detail branches, which would otherwise increase computational demands. Our experimental results demonstrate that CrackScopeNet delivers robust performance and high accuracy. It outperforms larger models like SegFormer in terms of efficiency, significantly reducing the number of parameters and computational cost. Furthermore, our method achieves faster inference speeds than other lightweight models such as BiSeNet and STDC even in the absence of GPU acceleration. This performance makes it highly suitable for deployment on resource-constrained drone platforms, enabling efficient and low-latency crack detection in structural health monitoring. By making the model and code publicly available, we aim to advance the application of UAV remote sensing technology in infrastructure maintenance, providing an efficient and practical tool for the timely detection and analysis of cracks.



Furthermore, utilizing UAVs to monitor crack development in geological disaster scenarios can greatly aid in warning efforts. CrackScopeNet, having proven effective in infrastructure crack detection, has the potential to be adapted for these contexts through domain adaptation. We have undertaken preliminary investigations by capturing images of hazardous rock formations with UAVs and using our model to extract crack regions, as illustrated in Figure 9. These environments present more intricate crack patterns, including various types and complex curved damage. Our approach currently exhibits limitations in detecting fine cracks, particularly those that blend with the background. Our next work will focus on enhancing the model sensitivity and capacity in order to accurately identify smaller and more complex crack patterns in challenging conditions, especially in geological disaster monitoring.



Lastly, in this era of large models, our model has only been trained and evaluated on datasets containing a few thousand images; the need for a large amount of data collection and manual labeling represents a bottleneck. Recent advances in generative AI and self-supervised learning can bypass the limitations imposed by the need for data acquisition and manual annotation. Researchers can use the inherent structure or attributes of existing data to generate richer “synthetic images” and “synthetic labels”, which is a very interesting research avenue that could be applied to crack detection.
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Figure 1. Comparison between classical and lightweight semantic segmentation networks and CrackScopeNet on CrackSeg9k dataset. 
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Figure 2. A structural overview of CrackScopeNet. (a) CrackScopeNet consists of three downsampling stages, and each stage contains N CrackScope modules and MLP modules (we refer to these two combined modules as a CrackScope block). A CrackScope module implies a multiscale branch (b) in which the input is divided into three parts along the channel dimension and an SWA module (c). The upsampling block (d) upsamples deep features and stacks them with shallow information, using SWA modules and convolutional layers for feature fusion. 
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Figure 3. Samples from three crack datasets. The first line is the original images, while the second includes the overlay effect of the masks and the original images. Samples from the CrackSeg9k dataset (a), samples from the Ozgenel dataset (b), and samples from the Aerial Track dataset (c). 
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Figure 4. Visualization of the segmentation results of the classical segmentation models and our model on the CrackSeg9k test set. 
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Figure 5. Visual segmentation results of the lightweight segmentation models and our model on the CrackSeg9k test set. 






Figure 5. Visual segmentation results of the lightweight segmentation models and our model on the CrackSeg9k test set.



[image: Drones 08 00417 g005]







[image: Drones 08 00417 g006] 





Figure 6. Visual segmentation results of the crack-specific segmentation models on the CrackSeg9k test set. 
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Figure 7. Results of inference speed test on Navio2-based drones. 






Figure 7. Results of inference speed test on Navio2-based drones.



[image: Drones 08 00417 g007]







[image: Drones 08 00417 g008] 





Figure 8. Visual explanations of the different components of CrackScopeNet. 
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Figure 9. Application of CrackScopeNet for crack detection in dangerous rock masses. 
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Table 1. Instance of CrackScopeNet.






Table 1. Instance of CrackScopeNet.





	
Stage

	
Downsampling

	
Upsampling

	
Output Size




	
Operation

	
Cin

	
Cout

	
Operation

	
Cin

	
Cout

	






	
S0

	
Input

	

	
3

	
Seg Head

	
96

	
2

	
400 × 400




	
S1

	
Stem

	
3

	
32

	
Concatenate

	
64

	
96

	
100 × 100




	
S2

	
CS Stage × 3

	
32

	
32

	
Up-samp.

	
128

	
64

	
100 × 100




	
S3

	
Donw-samp.

	
32

	
64

	
Concatenate

	
64

	
128

	
50 × 50




	
CS Stage × 3

	
64

	
64

	
Up-samp.

	
128

	
64

	
50 × 50




	
S4

	
Donw-samp.

	
64

	
128

	

	
25 × 25




	
CS Stage × 4

	
128

	
128

	

	
25 × 25











 





Table 2. Sub-datasets in CrackSeg9k.






Table 2. Sub-datasets in CrackSeg9k.





	Name
	Number
	Material





	Masonry [41]
	240
	Masonry structures



	CFD [42]
	118
	Paths and sidewalks



	CrackTree200 [43]
	175
	Pavement



	Volker [44]
	427
	Concrete structures



	DeepCrack [45]
	443
	Concrete and asphalt surfaces



	Ceramic [46]
	100
	Ceramic tiles



	SDNET2018 [47]
	1411
	Building facades, bridges, sidewalks



	Rissbilder [44]
	2736
	Building surfaces (walls, bridges)



	Crack500 [21]
	3126
	Pavement



	GAPS384 [48]
	383
	Pavement and concrete surfaces










 





Table 3. Parameter settings for training on the CrackSeg9k dataset.






Table 3. Parameter settings for training on the CrackSeg9k dataset.





	Item
	Setting





	Epoch
	200



	Batch Size
	16



	Optimizer
	Adamw



	Weight decay
	0.01



	Beta1
	0.9



	Beta2
	0.999



	Initial learning rate
	0.005



	Learning rate decay type
	poly



	GPU memory
	12 GB



	Image size
	400 × 400










 





Table 4. Performance of different methods and our method on the CrackSeg9k dataset.
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Model

	
mIoU

	
Pr (%)

	
Re (%)

	
F1 (%)

	
Parameters

	
FLOPs






	
Classical




	
U-Net [30]

	
81.36

	
90.60

	
87.00

	
88.76

	
13.40 M

	
75.87 G




	
PSPNet [31]

	
81.69

	
89.19

	
88.72

	
88.95

	
21.06 M

	
54.20 G




	
SegNet [53]

	
80.50

	
89.71

	
86.57

	
88.11

	
29.61 M

	
103.91 G




	
DeepLabV3+ [23]

	
80.96

	
88.56

	
88.29

	
88.42

	
2.76 M

	
2.64 G




	
SegFormer [19]

	
81.63

	
89.82

	
88.05

	
88.92

	
3.72 M

	
4.13 G




	
SegNext [24]

	
81.55

	
89.28

	
88.44

	
88.86

	
4.23 M

	
3.72 G




	
Lightweight




	
BiSeNet [28]

	
81.01

	
89.74

	
87.26

	
88.48

	
12.93 M

	
34.57 G




	
BiSeNetV2 [54]

	
80.66

	
89.36

	
87.11

	
88.22

	
2.33 M

	
4.93 G




	
STDC [55]

	
80.84

	
88.92

	
87.76

	
88.34

	
8.28 M

	
5.22 G




	
STDC2 [55]

	
80.94

	
89.54

	
87.33

	
88.42

	
12.32 M

	
7.26 G




	
TopFormer [34]

	
80.96

	
89.28

	
87.60

	
88.43

	
5.06 M

	
1.00 G




	
SeaFormer [35]

	
79.13

	
87.29

	
87.19

	
87.20

	
4.01 M

	
0.64 G




	
Specific




	
U2Crack [52]

	
81.45

	
90.13

	
87.52

	
88.80

	
1.19 M

	
31.21 G




	
HrSegNetB48 [29]

	
81.07

	
90.39

	
86.78

	
88.55

	
5.43 M

	
5.59 G




	
HrSegNetB64 [29]

	
81.28

	
90.44

	
87.03

	
88.70

	
9.65 M

	
9.91 G




	
CrackScopeNet

	
82.15

	
89.34

	
89.24

	
89.29

	
1.05 M

	
1.58 G











 





Table 5. Evaluation results of the two versions of our model on three different datasets; CSNet and CSNet_L stand for CrackScopeNet and CrackScopeNet_Large, while mIoU(F) indicates the mIoU score for models pretrained on the CrackSeg9k dataset.






Table 5. Evaluation results of the two versions of our model on three different datasets; CSNet and CSNet_L stand for CrackScopeNet and CrackScopeNet_Large, while mIoU(F) indicates the mIoU score for models pretrained on the CrackSeg9k dataset.





	
Model

	
CrackSeg9k

	
Ozgenel

	
Aerial Track Dataset




	
mIoU

	
Param

	
FLOPs

	
mIoU

	
mIoU(F)

	
FLOPs

	
mIoU

	
mIoU(F)

	
FLOPs






	
CSNet

	
82.15%

	
1.05 M

	
1.58 G

	
90.05%

	
92.11%

	
1.98 G

	
79.12%

	
82.63%

	
2.59 G




	
CSNet_L

	
82.48%

	
2.20 M

	
5.09 G

	
90.71%

	
92.36%

	
6.38 G

	
81.04%

	
83.43%

	
8.33 G











 





Table 6. Ablation study on the effectiveness of each component in CrackScopeNet.
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Attention

	
Mutil-Branch

	
Decoder

	
mIoU (%)

	
FLOPs (G)




	
SWA

	
CA

	
CBAM

	
Ours

	
ASPP






	

	

	

	

	
✓

	

	
81.34

	
1.57




	

	
✓

	

	
✓

	
✓

	

	
81.98

	
1.58




	

	

	
✓

	
✓

	
✓

	

	
81.95

	
1.58




	
✓

	

	

	

	
✓

	

	
81.91

	
1.61




	
✓

	

	

	
✓

	

	
✓

	
82.14

	
2.89




	
✓

	

	

	
✓

	
✓

	

	
82.15

	
1.58











 





Table 7. Results when adding different attention mechanisms to HrSegNet.






Table 7. Results when adding different attention mechanisms to HrSegNet.





	Model
	mIoU (%)
	Pr (%)
	Re (%)
	F1 (%)
	Params
	FLOPs





	HrSegNetB48
	81.07
	90.39
	86.78
	88.55
	5.43 M
	5.59 G



	HrSegNetB48+CBAM
	81.16
	90.40
	86.90
	8.61
	5.44 M
	5.60 G



	HrSegNetB48+CA
	81.20
	90.24
	87.08
	88.63
	5.44 M
	5.60 G



	HrSegNetB48+SWA
	81.72
	89.65
	88.33
	88.98
	5.48 M
	5.60 G
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