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Abstract: This research advances millimeter-wave (mmWave) altimetry for unmanned aerial systems
(UASs) by optimizing performance metrics within the constraints of inexpensive automotive radars.
Leveraging the software-defined architecture, this study encompasses the intricacies of frequency
modulated continuous waveform (FMCW) design for three distinct stages of UAS flight: cruise,
landing approach, and touchdown within a signal processing framework. Angle of arrival (AoA)
estimation, traditionally employed in terrain mapping applications, is largely unexplored for UAS
radar altimeters (RAs). Time-division multiplexing multiple input–multiple output (TDM-MIMO) is
an efficient method for enhancing angular resolution without compromising the size, weight, and
power (SWaP) characteristics. Accordingly, this work argues the potential of AoA estimation using
TDM-MIMO to augment situational awareness in challenging landing scenarios. To this end, two
corner cases comprising landing a small-sized drone on a platform in the middle of a water body are
included. Likewise, for the touchdown stage, an improvised rendition of zoom fast Fourier transform
(ZFFT) is investigated to achieve millimeter (mm)-level range accuracy. Aptly, it is proposed that a
mm-level accurate RA may be exploited as a software redundancy for the critical weight-on-wheels
(WoW) system in fixed-wing commercial UASs. Each stage is simulated as a radar scenario using the
specifications of automotive radar operating in the 77–81 GHz band to optimize waveform design,
setting the stage for field verification. This article addresses challenges arising from radial velocity
due to UAS descent rates and terrain variation through theoretical and mathematical approaches for
characterization and mandatory compensation. While constant false alarm rate (CFAR) algorithms
have been reported for ground detection, a comparison of their variants within the scope UAS
altimetry is limited. This study appraises popular CFAR variants to achieve optimized ground
detection performance. The authors advocate for dedicated minimum operational performance
standards (MOPS) for UAS RAs. Lastly, this body of work identifies potential challenges, proposes
solutions, and outlines future research directions.

Keywords: mmWave; TDM-MIMO; altimetry; UAS; FMCW; CFAR; ZFFT; WoW

1. Introduction

Unfazed by the inherent constraints of light and barometric altitude sensors, radars
employ EM waves as an optimal means to attain precise altitude information during the au-
tonomous landing stage of UASs [1]. Amongst the radar waveforms capable of measuring
altitude, pulse Doppler radars, with their low-duty cycle, are limited by higher peak power
demand, raising concerns from a public health standpoint [2]. Additionally, the inherent
rapid switching requirement impedes the measurement of the very low altitudes neces-
sary in the touchdown stage. Conversely, the simultaneous transmission and reception in
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FMCW radars make them more suitable for a dynamic range of altitude requirements [3].
Over the past three decades, mmWave automotive radars have advanced significantly,
incorporating compact, highly flexible, and cost-effective 45 nm chipsets that integrate
control, signal processing, and RFFE. The maturation of these platforms, coupled with
researchers’ yearning for exploration, has expanded potential use cases beyond the automo-
tive realm. The current landscape of widespread 5G communication network deployment
has led to interference with universally allocated bands for RAs [4]. Aptly, mmWave bands,
particularly 77 GHz, hold considerable potential as a feasible avenue for migrating RAs in
commercial aviation and a broad range of UASs.

This article is a continuation of ongoing work with an initial investigation covering
theoretical and mathematical discourse concerning the potential use of mmWave automo-
tive radars for UAS altimetry [5]. In commercial aviation, MOPS serve as a reference for
RA development [6,7]. The focal point of the preceding article was to align the MOPS for
RAs in commercial aviation with the operational requirements of UASs. In the absence
of dedicated MOPS for UASs, an adaptation from existing standards for commercial avi-
ation was a reasonable compromise given the largely similar requirements, particularly
in the landing stage. This required a systematic approach, starting with the fundamen-
tals of FMCW radars and then delving into the complexities of performance metrics due
to their interconnectedness. The rationale for choosing an automotive radar was based
on commercial availability and cost-effectiveness in the mmWave band. This selection
was further motivated by the promising SWaP characteristics. Moreover, the maturity of
said technology was appraised with a state-of-the-art review. A compelling case for the
exploration of automotive radars beyond their conventional domain was supported by
comparative works. Lastly, detailed explanations for deriving waveform specifications
from the operational requirements were furnished using a realistic test case.

The process of altitude measurement in UASs using FMCW radars can be categorized
into two main domains. The first involves the generation of the waveform by the radar
sensor in alignment with the operational requirements of the UAS. The second concerns
the signal processing stage, where the waveform is converted into usable altitude data.
Given the scarcity of reference literature and the novel nature of mmWave altimetry, a
comprehensive and simplified discussion was essential to establish both feasibility and a
foundation for this new direction. With this in mind, a detailed discussion covering state-
of-the-art developments, the adaptation of MOPS for UASs, and the theoretical framework
for performance metrics was provided in the previous article. Therefore, it was deemed
necessary to dedicate this article specifically to the signal processing domain.

This study provides a seamless extension of the preceding work, with the framework
for waveform design following accordingly. While the MOPS for commercial aviation are a
good reference, there are no restrictions to stretching the performance metrics even further.
These improvements are poised to serve a wide range of existing and future requirements
of UASs. Furthermore, there is tremendous potential for capability enhancement. Fittingly,
this work encompasses three unique stages of UAS flight: cruise, landing approach, and
touchdown. The ensuing sections rationalize the unique operational requirements for each
stage followed by derivation of resultant waveform specifications from a theoretical and
mathematical standpoint. The premise of defining these stages is to exhibit the versatility
of an adaptive waveform designed to cater to a dynamic range of operational requirements.
The cruise stage is inferred from the previous work, with the addition of signal processing
aspects. The term “cruise” refers to the normal flight operation of a drone while it is carrying
out its intended task. This stage does not entail landing and the goal is to maintain constant
altitude AGL in surveillance applications [8]. Appropriately, high altitude estimation
coupled with the finest possible range resolution is targeted for this stage.

RAs are most commonly utilized in aviation during the landing approach [9]. In the
existing landscape of industrial expansion, there is a growing trend toward the deploy-
ment of small-sized UASs in a plethora of applications, including agriculture [10], law
enforcement [11], and traffic management [12]. At the same time, the safety of these UASs



Drones 2024, 8, 440 3 of 33

is equally critical, particularly during the autonomous landing. Conventional RAs having a
single Tx and Rx antenna pair with a wide HPBW lack the spatial information necessary for
estimating true altitude along the radar boresight directly under the airframe. For instance,
a highly reflective off-boresight object may cause an inaccurate altitude measurement [13].
In light of this limitation, it is proposed that the AoA may be leveraged for the estimation
of true altitude. It is envisaged that the addition of this capability will augment situational
awareness significantly and improve the overall safety standards for autonomous landing
of UASs. To this end, a landing scenario comprising a VTOL drone on a ship in a water
body is simulated. The aim is to augment other onboard sensors during the landing stage.

WoW systems in aircraft are used to estimate the instant when its weight starts to
rest on its wheels. In the context of fixed-wing commercial UASs, such a system informs
the FCC that the aircraft has safely landed, and necessary control processes are engaged
accordingly [14]. By providing mm-accuracy altitude with a high level of confidence, the
RA can serve as a reliable backup to the WoW system in UASs.

Primarily, considering the operational advantages of enhanced range accuracy and
precise altitude estimation, the primary objective of this research endeavor is to develop
an adaptive waveform. Consequently, it is imperative to elucidate in sufficient detail the
signal-processing aspects related to the estimation of high altitude, AoA, and high accuracy
during the three stages of flight, all within the constraints imposed by the hardware of
automotive radars.

The software-defined architecture of automotive radar chosen for this endeavor allows
for the realization of the intended objective. However, rationalization of operational
requirements is mandatory to avoid setting too ambitious benchmarks. The solution
lies in prioritizing the relevant performance metric for the respective flight stage while
balancing the other metrics with reasonable trade-offs. For instance, the cruise stage does
not necessitate a quick update rate and fine range resolution, but it requires a higher altitude.
Similarly, during the landing stage, update rate and range resolution take precedence over
high altitude. Lastly, the touchdown stage necessitates the highest possible update rate and
range resolution with a very lenient altitude requirement. From an SWaP standpoint, a
single radar capable of adaptively switching waveforms aligns well with the objective of
improving operational endurance on a wide range of UASs.

To achieve the said objectives, legacy and contemporary signal processing techniques
in the literature were reviewed. Each stage of the flight was treated as a radar scenario and
simulated using the radar toolbox in MATLAB [15]. The simulation environment provided
plentiful options for generating FMCW waveforms as well as propagation configurations
using phased array antennae. Typically, the task of propagating FMCW waveforms in the
radar LoS and acquiring signals through ADC is performed in hardware. Subsequently,
ADC samples are transferred to simulation software for post-processing. Administratively,
this approach is inefficient, as emulating multiple scenarios for each flight stage consumes
significant time, energy, and resources. To address this, the study presented in [16] inte-
grated the entire process into the simulation software, utilizing the hardware specifications
of the commercial radar platform, IWR1843, operating within the 77–81 GHz frequency
band. This method optimized the waveform design process while significantly conserving
resources. Afterward, range profiles were subject to CFAR detection for altitude reporting.
However, the touchdown stage, employing the ZFFT algorithm, was implemented directly
on the radar due to the relative ease of emulating the target, the runway surface. The radar
was mounted on a tripod stand and positioned against a flat concrete wall to simulate the
runway surface at close range.

TDM-MIMO radars have been prevalent in automotive applications for a while
now [17]. They utilize the concept of virtual antennas to estimate the AoA of the target
in the radar FOV. Conventionally, fast-time and slow-time matrices are used for detecting
targets in range and Doppler bins. The use of multiple virtual antennas extends these
matrices in the third dimension to form radar cubes [18]. Signal processing techniques are
then applied to these radar cubes to simultaneously estimate the range, velocity, and AoA.
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Within the scope of the proposed adaptive mmWave FMCW waveform for UAS altimetry,
all three aspects are important. Most conventional RAs provide range information only [19].
Academic discussions on the use of radar cubes in radar applications are largely uncharted
in the literature.

The radial velocity resulting from the ROD and variations in terrain profile present a
substantial difficulty that must be carefully considered during the waveform design process.
Fittingly, explanations in theory and mathematics are provided for characterization and
subsequent compensation. Until now, a detailed discussion on this topic has been lacking.
The following sections demonstrate that, in the absence of a direct requirement to estimate
the ROD, the resultant radial velocity component does not influence altitude measurement
despite variations in terrain profile. Moreover, when properly accounted for, it does not
impact the AoA, even with the application of TDM-MIMO.

Three widely utilized variants of CFAR employ specific parameters to balance sen-
sitivity and the probability of false alarms [20]. Hence, it was imperative to discuss the
selection of an appropriate CFAR variant tailored to the requirements of each flight stage.
This study seeks to address this gap by evaluating popular CFAR variants to optimize
detection performance for ground surfaces.

The use of mmWave automotive radars has been reported for mm-level accuracy
in liquid-level sensing [21]. Traditionally, ZFFT has been used for the conservation of
resources by targeting a specific portion of interest from the available spectrum. Legacy
approaches aim to achieve the same spectral resolution while significantly reducing the
order of FFT. Although used in mm-level accurate sensing of liquids, ZFFT for UAS
altimetry has not been investigated. Contrary to the conventional approach, the objective
is to target a small portion of the spectrum and perform a high-order FFT for increased
spectral resolution. Consequently, very high accuracy can be leveraged for the estimation
of touchdown instant as a software redundancy in the WoW system of UASs. In this
work, the specifics of ZFFT are appraised for potential use in the intended application. A
description of the improvised algorithm with a methodology for efficient implementation
is furnished, considering the constraints of radar hardware. A coarse altitude estimation
method is provided for identifying the ROI. The mathematical expressions and theoretical
aspects of cited concepts may seem daunting to readers new to this field or from other
backgrounds. To address this concern and in continuation with the tone of the previous
article, a tutorial theme is adopted. The entire discussion is broken down into fundamental
and relatable concepts.

Thus, the main contributions of this body of work are the following:

• Signal processing flow in a radar cube for mmWave altimetry.
• Design of an adaptive FMCW waveform for varied operational requirements.
• Appraisal and compensation of radial velocity due to UAS ROD and terrain profile.
• Use of TDM-MIMO for situational awareness in autonomous landing of UASs.
• mmWave altimetry as a software redundancy for WoW systems using ZFFT.
• Simulation of radar scenarios using hardware specifications of a commercial radar

platform, IWR1843, operating at 77 GHz.
• Characterization of CFAR variants for optimal detection performance.

The remainder of the article is structured as follows: Section 2 provides an overview
of the reference literature. Section 3 summarizes the fundamental concepts and aspects
common to the entirety of the article. To seamlessly bridge the discussion, an overview of
methodology is provided in Section 4. The ensuing Section 5 covers the specifics of the
cruise stage. Section 6 entails AoA estimation using TDM-MIMO for enhanced situational
awareness. Section 7 summarizes the details of ZFFT for use in WoW systems during the
touchdown stage. The authors’ discussion, future research direction, and challenges are
penned in Section 8. Finally, Section 9 concludes the article.
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2. Reference Works

As a relatively nascent research area, the literature available that directly serves as a
reference for mmWave altimetry is limited. Nevertheless, in line with the objectives of this
work, the proposed solution and methodologies were deliberated after a thorough review
of reference works. The ensuing subsections entail the reference works that established the
foundation for this study.

2.1. Previous Work

The authors’ previous work laid the groundwork for the in-depth exploration of
signal processing aspects covered in this study. Interested readers are encouraged to
refer to the previous work for a foundational understanding of mmWave altimetry for
UAS using FMCW radars [5]. Nevertheless, for the sake of completeness, an abridged
overview of relevant aspects is included. A crucial outcome of that study was the selection
of the most suitable automotive radar for the intended application. Appropriately, the
77 GHz mmWave band was proposed as a viable avenue for the migration of existing
RAs amidst 5G proliferation. After an exhaustive comparison, the Texas Instruments
IWR1843 mmWave radar (Texas Instruments, Dallas, TX, USA) operating in the 77 GHz
range stood out. Antenna configuration, complex baseband architecture, sampling rate,
and computational prowess were important considerations in the decision-making process.
The chosen device follows into this endeavor as well. Another important contribution of
preliminary work was the estimation of ground clutter using hardware specifications of the
radar platform in a pure look-down scenario. Eventually, a systems engineering approach
was outlined for deriving waveform specifications from operational requirements. Insights
into performance metric optimization were also provided, culminating in an adaptive
waveform covered in this study.

2.2. Limitation of Conventional RAs

Legacy RAs for commercial aircraft are designed per the MOPS governed by aviation
standards, EUROCAE ED-30 [6], and DO-155 [7]. The requirements specified in these stan-
dards have largely remained unadulterated for the last four decades. These rudimentary
requirements are still well suited for the relatively easy landing scenarios in commercial
aviation. As specified in the authors’ previous work, dedicated MOPS of RAs do not
exist for UASs. Accordingly, the existing aviation standards were adopted to initiate the
discourse towards mmWave altimetry for UASs. The wide HPBW of the radar antenna is
specified as a crucial metric in the existing MOPS. However, it signifies that EM waves are
reflected off an elliptical projection with a very large area on the terrain. As highlighted
in the introductory part, a strong reflection from a terrain patch at a high off-boresight
position will entail an error in altitude measurement. Figure 1 shows the cross-sectional
view of a terrain patch along the azimuthal plane of the radar antenna. There is uncertainty
in altitude estimation; therefore, it is not possible to ascertain whether the height is R1, R2,
or R3. Particularly, for small-sized VTOL drones relying on RA for landing on ships in the
middle of a water body or a steep mountain slope, such errors may lead to detrimental
outcomes. Similarly, in geological survey applications where a constant altitude AGL is
mandatory over high-relief terrain, conventional RAs are likely to be error-prone. In light
of the increasing deployment of UASs in a broad range of commercial applications, there is
a burgeoning need to propel the discourse towards mmWave altimetry with the capability
of AoA estimation.

2.3. Interferometric Radar Altimeters

Traditionally, IRAs with AoA estimation capability are employed in TRN systems and
terrain mapping for remote sensing applications [22,23]. These systems aim to provide
navigation aid to airborne systems in GPS-denied environments. Unlike a traditional
RA offering only the range information, an IRA provides range, elevation, and azimuth
information, thereby enhancing altitude accuracy. This work takes inspiration from the
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concept of AoA estimation inherent in IRAs but takes a different tangent towards enhanced
situational awareness for improved safety in the autonomous landing of UASs.
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2.4. TDM-MIMO for Automotive Applications

TDM-MIMO radars leverage virtual antennas to achieve increased angular resolution
in AoA estimation, equivalent to a radar system with a significantly greater number of
physical antennas [24]. Owing to favorable SWaP properties, it is employed in automotive
safety applications for obstacle avoidance, pedestrian safety, and vehicle detection [25].
While state-of-the-art reviews offer valuable insights into industry trends and research di-
rections, they often lack depth. Similarly, instructional materials from radar manufacturers,
such as application notes, focus primarily on implementation considerations and offer only
a rudimentary overview of theoretical concepts [26].

Nonetheless, all forms of the relevant literature and radar handbooks were consulted
for this effort, and a comprehensive range of reference materials was incorporated. Given
that this study focuses on signal processing, the literature on mmWave FMCW TDM-MIMO
radar, notably the study in [27], serves as a valuable resource. This work employs a similar
streamlined methodology within the framework of mmWave altimetry for UASs.

2.5. Legacy Use of CFAR

The CFAR algorithm has traditionally been used to detect targets in range-Doppler
maps for automotive applications using mmWave FMCW radars [28]. The use of CFAR
for ground surface detection has been reported in the literature [29]. However, the cited
work lacks a mathematical foundation and does not explore performance aspects in depth.
Another related study investigated the effectiveness of radar sensors in AGL altitude
estimation but focused more on potential applications, providing limited depth [30]. The
work most closely aligned with the altimetry use case utilized a 77 GHz mmWave FMCW
radar chipset to measure the altitude of a small drone from the ground [31]. The cited study
also employed a modified version of the CFAR algorithm for ground surface detection.
There has been significant work characterizing the performance of various CFAR algorithm
variants [32]. However, no comparative study has been conducted on their performance for
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UAS altimetry in either simulation environments or practical experimentation. This paper
aims to fill this gap by comparing various CFAR variants in a simulation environment.
Additionally, it discusses the reasoning behind selecting the most appropriate variant to
meet the specific needs of a particular flight stage.

2.6. Legacy Use of Zoom FFT

The legacy use of ZFFT aims to reduce the computational burden of FFT evaluation by
targeting a band of interest, shifting it down to a DC component, and applying decimation.
This process involves mixing, low-pass filtering, and downsampling to maintain spectral
resolution while reducing computational complexity. ZFFT achieves the same spectral
resolution by performing a smaller FFT on a decimated signal, providing an efficient alter-
native to the traditional FFT implementation [33]. In this work, contrary to its traditional
use, ZFFT involves identifying the ROI followed by an additional layer of FFT, resulting in
exceptionally high spectral resolution.

2.7. Reference Designs and Simulation Environment

As highlighted in the preliminary work, one of the reasons for selecting the Texas
Instruments IWR1843 was the extensive literature, detailed reference designs, and com-
munity support available. Accordingly, implementation aspects related to windowing,
FFT, radar cube generation, and CFAR detection were derived from the Texas Instruments
mmWave SDK [34]. Additionally, details for the ZFFT algorithm were obtained from
the high-accuracy sensing lab [21]. However, these references lack academic value. To
address this gap, theoretical and mathematical insights are incorporated into the discus-
sion in the subsequent sections. Radar scenarios were simulated using the Radar Toolbox
in MATLAB [15], and the FMCW waveform was generated with the Phased Array Sys-
tem Toolbox [35]. It should be noted that all simulations were conducted using an LoS
propagation model without considering reflections.

3. Preliminaries

This section addresses the fundamental concepts of FMCW radars and the signal
processing aspects in contemporary systems. The concepts discussed are relevant to the
waveform design process across all three flight stages of UASs. Thus, it is appropriate to
consolidate this information to avoid repetition. The methodology for generating radar
cubes, which includes time and frequency representations of data, is outlined as a prelimi-
nary step for subsequent CFAR detection and AoA estimation stages.

3.1. Overview of Performance Metrics

To facilitate convenient referencing throughout the article, performance metrics are
consolidated in a single location for completeness. These metrics are fundamental math-
ematical expressions intrinsic to mmWave FMCW radar systems. While their derivation
has been addressed in the preliminary work, a summary is provided in Table 1, which
encompasses range, velocity, and AoA.

Table 1. Performance metrics in FMCW radars.

Range (m) Velocity (m/s) AoA (Radians)

R =
c f IF
2S V =

λ∆ f
4πTc

θ = sin−1
(

λ∆ f
2πd

)
∆R = c

2B ∆V = λ
2Tf

∆θ = 2
NRx

Rmax =
c fs
2S Vmax = λ

4Tc
θmax = sin−1

(
λ
2d

)
where R, ∆R, and Rmax are the range, range resolution, and maximum measurable range. V, ∆V, and Vmax are the
velocity, velocity resolution, and maximum measurable velocity. θ, ∆θ, and θmax are the AoA, angular resolution,
and maximum measurable AoA. c is the speed of light, fIF is the intermediate frequency, S is the slope of FMCW
chirp, and λ is the wavelength. ∆ f is the frequency shift, Tc is the duration of a single FMCW chirp, d is the
antenna spacing, B is chirp BW, Tf is the duration of the chirp frame, NRx is the number of receive antennae, and
fs is the sampling frequency.
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3.2. Point Cloud Generation in Automotive Radars

In line with the research objective, this study maximizes the utility of existing hard-
ware and software components used in contemporary automotive radars, extending their
application to mmWave altimetry for UASs. Point cloud generation serves as a suitable
starting point, building the foundation for subsequent discussions. A point cloud is a col-
lection of data points representing the spatiality and kinetics of detected objects within the
radar field of view. Derived from range, velocity, and angular measurements, it provides a
3D representation of the environment [18]. Although the specifics of implementation are
not directly mapped one-to-one, since the goal of altimetry is not to estimate the radial
velocity of the platform relative to the ground surface and a single range value is eventually
reported as altitude, the overall flow of operations is largely applicable. The approach
followed in this study is to leverage as much reference material from contemporary works
as possible to focus efforts on uncharted areas rather than reinventing the wheel. Figure 2
contains a top-level diagram exhibiting the signal processing flow involved in point cloud
generation. It is important to note that this is a generic model and is not specifically tailored
for altitude estimation.

Drones 2024, 8, x FOR PEER REVIEW 8 of 34 
 

Table 1. Performance metrics in FMCW radars. 

Range (m) Velocity (m/s) AoA (Radians) 𝑅 ൌ 𝑐𝑓ூி2𝑆  𝑉 ൌ 𝜆Δ𝑓4𝜋𝑇 𝜃 ൌ sinିଵ ൬𝜆Δ𝑓2𝜋𝑑൰ ∆𝑅 ൌ 𝑐2𝐵 Δ𝑉 ൌ 𝜆2𝑇 Δ𝜃 ൌ 2𝑁ோ௫ 𝑅௫ ൌ 𝑐𝑓௦2𝑆  𝑉௫ ൌ 𝜆4𝑇 𝜃௫ ൌ sinିଵ ൬ 𝜆2𝑑൰ 

where 𝑅, Δ𝑅, and 𝑅௫  are the range, range resolution, and maximum measurable range. 𝑉, Δ𝑉, and 𝑉௫ are the velocity, velocity resolution, and maximum measurable velocity. 𝜃, Δ𝜃, and 𝜃௫ 
are the AoA, angular resolution, and maximum measurable AoA. 𝑐 is the speed of light, 𝑓IF is the 
intermediate frequency, 𝑆  is the slope of FMCW chirp, and 𝜆  is the wavelength. Δ𝑓  is the fre-
quency shift, 𝑇 is the duration of a single FMCW chirp, 𝑑 is the antenna spacing, 𝐵 is chirp BW, 𝑇 is the duration of the chirp frame, 𝑁ோ௫ is the number of receive antennae, and 𝑓௦ is the sampling 
frequency. 

3.2. Point Cloud Generation in Automotive Radars  
In line with the research objective, this study maximizes the utility of existing hard-

ware and software components used in contemporary automotive radars, extending their 
application to mmWave altimetry for UASs. Point cloud generation serves as a suitable 
starting point, building the foundation for subsequent discussions. A point cloud is a col-
lection of data points representing the spatiality and kinetics of detected objects within 
the radar field of view. Derived from range, velocity, and angular measurements, it pro-
vides a 3D representation of the environment [18]. Although the specifics of implementa-
tion are not directly mapped one-to-one, since the goal of altimetry is not to estimate the 
radial velocity of the platform relative to the ground surface and a single range value is 
eventually reported as altitude, the overall flow of operations is largely applicable. The 
approach followed in this study is to leverage as much reference material from contem-
porary works as possible to focus efforts on uncharted areas rather than reinventing the 
wheel. Figure 2 contains a top-level diagram exhibiting the signal processing flow in-
volved in point cloud generation. It is important to note that this is a generic model and 
is not specifically tailored for altitude estimation.  

 
Figure 2. Signal processing flow for point cloud generation in automotive FMCW radars [36]. 

The central consideration at this stage is orchestrating the optimal FMCW chirp 
frame. A legacy FMCW-based RA is designed for range estimation only. Accordingly, one 
chirp per frame for a single pair of Tx and Rx antennae fulfills the requirement. On the 
contrary, AoA requires at least two receive antennae. Similarly, Doppler estimation is be-
yond the scope of Ras, and the rationale of using multiple chirps per antenna in a frame 
is to increase the SNR in the detection stage. Given the limited Tx power in automotive 
radars, necessary remediations are made in the waveform to compensate for very high 
free space propagation loss at 77 GHz frequency [37]. Aggregating multiple chirps per 
frame offers noncoherent integration gain when subject to the 2D-FFT. 
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The central consideration at this stage is orchestrating the optimal FMCW chirp frame.
A legacy FMCW-based RA is designed for range estimation only. Accordingly, one chirp
per frame for a single pair of Tx and Rx antennae fulfills the requirement. On the contrary,
AoA requires at least two receive antennae. Similarly, Doppler estimation is beyond the
scope of Ras, and the rationale of using multiple chirps per antenna in a frame is to increase
the SNR in the detection stage. Given the limited Tx power in automotive radars, necessary
remediations are made in the waveform to compensate for very high free space propagation
loss at 77 GHz frequency [37]. Aggregating multiple chirps per frame offers noncoherent
integration gain when subject to the 2D-FFT.

3.3. The Radar Cube

The theory of FMCW chirp generation, propagation, and reception has been addressed
in the preliminary work. This article focuses solely on the signal processing flow following
the generation of beat frequencies corresponding to targets within the radar FOV. The radar
cube is a convenient and efficient method for storing ADC samples per frame in the on-chip
memory. The specifics of memory management and processing optimization are beyond the
scope of this work. Nevertheless, interested readers may refer to the DSP implementation
guide for an in-depth understanding [38]. Moreover, the arrangement of data is suitable
for performing signal processing operations such as windowing, FFT, and CFAR detection
on DSP. Lastly, it makes the presentation of space–time information visually compelling. It
organizes measurements into a three-dimensional array, incorporating fast-time, slow-time,
and spatial data. Subsequently, target characteristics including range, velocity, and angular
position are evaluated [39]. It is important to understand that the radar cubes for time and
frequency representations are different. The time-domain radar cube only contains the
ADC samples, whilst the frequency counterpart comprises range-Doppler maps for each
receive antenna.
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The arrangement of the time-domain radar cube is shown in Figure 3. For the 3D
matrix, each row of a single column represents an IF signal as a set of complex-valued ADC
samples, referred to as the fast-time. The term fast-time corresponds to the high-frequency
sampling rate required to capture the fine details of the time-of-flight, which is directly
related to the range measurement. On the other hand, each column corresponds to the
respective Doppler chirps within a single frame. The sampling interval along the columns is
termed PRI. Typically, PRIs are much longer than the fast-time sampling interval; hence, this
dimension is termed as the slow-time. The SWaP characteristics of mmWave automotive
radars are largely attributed to the integrated antenna architecture in a single modular
form factor. Each 2D fast-time, slow-time sub-matrix of the 3D radar cube corresponds to a
unique receive antenna element, termed the spatial dimension.
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3.4. Windowing

Windowing prevents spectral leakage when the time-domain signal size is not an
integer multiple of the FFT length, ensuring accurate frequency analysis [40]. It involves
multiplying the input signal by a window function, reducing spectral leakage and improv-
ing frequency resolution. Rectangular and flat-top windows are unsuitable for altimetry
due to closely spaced beat frequencies. Instead, Hamming, Hanning, and Blackman win-
dows are preferred: Hamming balances main-lobe width and side-lobe levels, Hanning
improves side-lobe suppression, and Blackman provides the best side-lobe roll-off. This
study used the Blackman window for range processing in FFT, as its wider main lobe does
not affect CFAR peak grouping. The time-domain function for the Blackman window is
expressed as

w(n) = 0.42 − 0.5 cos
(

2πn
N − 1

)
+ 0.08 cos

(
4πn

N − 1

)
, (1)

where N is the size of the input ADC sample space. The faster roll-off rate of this windowing
function helps suppress noise in adjacent range bins lacking ground returns, making the
choice of windowing method critical in the CFAR detection stage. However, with limited
antennas and coarse angular resolution, windowing in the second FFT stage for Doppler
processing offers minimal spatial benefit. While these windowing operations apply to both
the cruise and landing approach stages, details for the touchdown stage are addressed
separately in the respective section.

3.5. Range and Doppler FFT

FFT is an efficient spectral analysis tool used to compute the DFT of a time-domain
signal. In radar applications, it plays a crucial role in range estimation by analyzing the
frequency content of the IF signal. The structure of signals in FMCW radars, which use LFM
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waveforms, is designed to facilitate spectral analysis and interpretation of beat frequencies.
These frequencies indicate target distances based on the round-trip time of flight of signals
reflected from objects within the radar field of view. The FFT is mathematically expressed as

X(k) = ∑N−1
n=0 x(n) · e−j2πkn/N , (2)

where N is the FFT order and X(k) is the frequency-domain representation of the time-
domain signal, x(n). Each sample of the FFT output corresponds to a specific range bin.
The range-FFT in the context of a radar cube is extended for multiple Doppler chirps as [41]

X(k, τ) = ∑NR−1
n=0 x(n, τ) · e−j2πkn/NR , τ = 0 to ND − 1, (3)

where X(k, τ) is the frequency-domain representation of the IF signal corresponding to
k range bins for the Doppler chirp with index τ, while NR and ND are the order of range
FFT and number of Doppler chirps, respectively. Doppler-FFT or slow-time FFT is used for
estimating Doppler shifts caused by the motion of targets relative to the radar platform.
While slow-time is essential in most automotive applications, it is largely irrelevant in
radar altimetry, where the goal is altitude estimation rather than velocity measurement.
However, Section 6 contains an important phenomenon of Doppler compensation in the
case of TDM-MIMO, where Doppler estimation is important for resolving phase ambiguity
arising from simultaneous motion and angular position at an offset from radar boresight.
The mathematical expression for slow-time FFT is given by

Y(k, τ) = ∑ND−1
n=0 X(k, τ) · e−j2πkn/ND , k = 0 to NR − 1, (4)

where Y(k, τ) is the range-Doppler map for a single receive antenna. The aim is to noncoher-
ently integrate multiple chirps per antenna per frame for an increased SNR that ensures an
acceptable PFA. SNR enhancement is crucial in radar applications, particularly in mmWave
automotive radars with limited Tx power. These aspects were detailed extensively in the
preliminary work [5].

3.6. Chirp Integration and Detection Matrix

In the signal processing flow of an mmWave FMCW radar, the generation of the detec-
tion matrix marks a crucial stage just prior to the CFAR detection. This process involves
collapsing the 3D radar cube containing separate range-Doppler maps for each receive
antenna into an integrated range-Doppler map. The choice of coherent vs. noncoherent
integration depends strictly on the scenario under consideration. Coherent integration
combines multiple chirps coherently to enhance the signal power [42]. However, it requires
stable phase relationships between consecutive chirps, which is challenging to maintain
onboard a moving drone. On the other hand, noncoherent integration sums up the absolute
value of individual chirps without regard to phase, making it more suitable for moving
platforms while the enhancement in SNR is not as substantial.

3.7. Fundamentals of AoA Estimation

AoA refers to the direction from which a signal arrives at the receiver with respect to
the radar boresight. AoA estimation typically requires at least two antennae. An SIMO
radar system uses a single Tx antenna and multiple Rx antennae for AoA estimation.
For instance, a system equipped with four Rx antennae achieves an angular resolution
of approximately 28.64◦, whereas one with eight Rx antennae achieves around 14.32◦.
Consequently, enhancing angle resolution requires increasing the number of Rx antennae.
Figure 4 depicts a radar system with a single Tx antenna and two Rx antennae separated
by a distance, d.
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The signal emitted by the Tx antenna is reflected off an object at an angle θ relative to
the radar boresight and is subsequently received by both Rx antennae. The signal from the
object covers an extra distance of dsinθ to reach the Rx-2 antenna. The phase difference,
denoted as ω, between the signals received at the two Rx antennae is

ω =
2π

λ
dsinθ, (5)

where λ and θ are the wavelength and angle of incidence, respectively. The expression
2π
λ is termed the wavenumber. Thus, by estimating the phase difference ω, it is possible to

estimate the AoA as

θ = sin−1
(

ωλ

2πd

)
. (6)

Since the maximum unambiguous phase difference must be less than or equal to |π|,
it follows from (6) that the maximum FOV, θFOV , can be achieved for an intra-antenna
spacing of λ

2 as

θFOV = ±π

2
. (7)

In general, for a radar with NRx antennae, each subsequent antenna has an additional
phase-shift of ω from the previous, forming a progressive series [0 ω 2ω . . .Nω]. This
periodic pattern can be estimated using a third stage of FFT, commonly referred to as
the angular FFT. The frequency components in this FFT indicate the angular position of
the target from the boresight of the radar. An object at radar boresight will cause all the
antennae to receive the reflected returns at the same time, hence producing a DC component
only. The mathematical expression for angular resolution in radians is given by

θRES =
2

NRx
, (8)

where NRx is the number of receiving antennae as well as the order of the angular FFT. The
derivation of (8) is beyond the scope of this work, and interested readers may refer to [26]
for an in-depth understanding. Equation (8) signifies that very fine angular resolution can
be achieved by increasing NRx. However, there are limitations to achieving that from a
volumetric, cost, and complexity standpoint. Section 6 contains a dedicated discussion
on the concept of TDM-MIMO to overcome this challenge while increasing the angular
resolution at the same time. At this stage, the aim of the preceding discussion was to
elaborate on the concept of AoA and underscore the inherent limitation in increasing the
NRx beyond a certain limit.
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4. Overview of Methodology

This work continues from the preliminary article, focusing on optimizing performance
metrics within the hardware limitations of mmWave automotive radars. The preceding
work argued that operational requirements and interrelated performance metrics even-
tually dictate the parameters of FMCW waveforms. This article examines these dynamic
requirements across the three flight stages, with the operational needs of each stage sum-
marized in tables followed by derived waveform specifications listed separately. Since each
stage has unique requirements, the associated signal-processing aspects are also unique
to the respective stage. For instance, the concept of TDM-MIMO is unique to the landing
approach stage, while the ZFFT algorithm is discussed only for the touchdown stage. Each
stage is simulated as a scenario in MATLAB using the Radar Toolbox. The simulation
results are presented along with mathematical and theoretical elucidations to consolidate
the arguments.

5. Cruise

The cruise stage for an airborne platform is defined as the level flight segment after
arrival at the initial cruise altitude until the start of the descent to the destination [44]. In
the context of UASs, this is the stage of flight where a designated task is performed. For
applications requiring the UAS to maintain a constant altitude AGL, RAs are mandatory.
As already explained in the preceding text, the main purpose of an RA is the real-time
estimation of altitude AGL. The authors’ preliminary study orchestrated a realistic test
case to maximize the range with the finest possible resolution. It is pertinent to note that
although velocity estimation is not an inherent objective, the variations in aircraft altitude
and terrain profile introduce a radial velocity component [45]. It is crucial to characterize
and remediate the impact of this component on altitude estimation. To this end, terrain
models were adopted from MATLAB [46]. Figure 5 shows the standard deviation in terrain
elevation for various land types.
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Due to the unavailability of step size, it was considered appropriate to consider it
equal to the lateral motion covered by the drone in one second. Accordingly, for a lateral
velocity of 20 m/s, the terrain exhibits an altitude variation of 10 m. Consequently, the
radial velocity component equates to 10 m/s. This represents a stringent requirement
aimed at catering to a worst-case scenario. The operational requirements for the cruise
phase are listed in Table 2, with Table 3 containing the resultant waveform specifications.
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Table 2. Operational requirements for the cruise stage.

Requirement Value Remarks

Racc ±0.45 m Range Accuracy
Rmin 150 m Minimum Altitude
Rmax 300 m Maximum Altitude
Vlat 20 m/s Maximum Lateral Velocity
σh 10 m Maximum Standard Deviation of Terrain

Vrad 10 m/s Maximum Radial Velocity
SNRmin 20 dB Minimum SNR Requirement

T 0 ◦C Antenna Temperature

Table 3. Resultant waveform parameters for the cruise stage.

Parameter Value Remarks

∆tmax 3.6653 s Max Time B/W Data Updates
Umin 0.2728 Hz Minimum Update Rate

Tc 1 ms Chirp Duration
B 1 GHz Chirp BW

∆R(B) 0.15 m Function of Chirp BW
IFmax 3 MHz Maximum Beat Frequency for Max Range

Fs 3.33 MSPS Sampling Rate in Mega Samples Per Second
S 1 MHz/µs Chirp Slope

NFFT 4096 FFT Size
∆ f 805.66 Hz Frequency Resolution

∆R(Fs, NFFT , S ) 0.13 m Function of Sampling Rate, FFT, and Slope
N 16 Number of Chirps/Frame
TF 16 ms Frame Duration

Vmax 0.974 m/s Maximum Unambiguous Velocity
NTx 1 Number of Transmit Antennae
NRx 4 Number of Receive Antennae
θres 28.64◦ Angular Resolution
Bn 62.5 Hz Noise Bandwidth
Pn −141.27 dBm Noise Power
σ0 2.47 NRCS

Rmax(SNRmin) 4586 m Function of Minimum SNR
Rmax(IFmax, S) 450 m Function of IF, BW, and Slope

Rmax(NFFT , ∆R) 540 m Function of FFT and Resolution
Altmax 450 m Maximum Measurable Altitude

These limitations laid the foundation for waveform design in the preliminary study
as well. It was argued in the proceeding discussion that these limitations affect the perfor-
mance of RAs from a signal-processing standpoint as well. It was exhibited in previous
work that the choice of a longer chirp duration aids in reducing noise BW while simulta-
neously allowing for an IF filter with relatively narrower BW to cater to a high-altitude
requirement. It is made possible by using a gradual chirp slope to achieve the same chirp
BW with a longer chirp duration. This allows for a higher value of maximum range without
compromising the range resolution. However, this upper bounds the Vmax to a very small
value, leading to Doppler folding with target velocity aliasing into neighboring Doppler
bins. The scenarios were simulated using the Radar Toolbox in MATLAB (see Figure 6) and
it was observed that for a radial velocity component of 10 m/s, the range profile predomi-
nantly appeared in the 0th Doppler bin. This approach of empirical validation aligns well
with the scope of the application, since 10 m/s represents a worst-case scenario, since actual
radial velocities are expected to be significantly lower. Consequently, the 0th Doppler bin
was selected as the range profile for the subsequent stage of CFAR detection, ensuring
consistent detection performance.
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Nevertheless, a long chirp duration has its own inherent limitations. While the range
profile resides in the 0th Doppler bin, the radial velocity component causes the target to
be distributed across multiple range bins. This phenomenon is illustrated in Figure 7 for
a single target, where the peak is spread over multiple neighboring bins. For a velocity
of 10 m/s, the target moves 1 cm over a chirp duration of 1 ms. Point cloud data are
exported from the radar at the end of each FMCW chirp frame, governing the update rate.
Consequently, over the span of 16 chirps with a total duration of 16 ms, the cumulative
distance covered is 16 cm. Given a range resolution of 10 cm, the target will spend a
duration of 10 ms in the initial range bin and 6 ms in the neighboring bin either to the
right or left, depending on the direction of relative radial motion. The only drawback of
a very long chirp duration in the cruise stage is, therefore, measurement accuracy being
compromised by a maximum value of 10 cm. Considering a range accuracy requirement of
45 cm, as specified in Table 2, this trade-off is acceptable within the scope of the hardware
limitations since the range resolution only degrades by a maximum cumulative value
of 20 cm.
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5.1. CFAR for Detection of Ground Surface

Once the range profile is acquired, the next step is to determine whether the peaks in
the FFT range profile correspond to the ground surface. The detection technique employed
for this study is the CFAR algorithm. It maintains a constant false alarm rate by dynamically
adjusting the detection threshold based on the noise level. This approach helps in the
identification of ground surface in the presence of clutter due to specular reflection. This
is particularly important for the intended application since the target is the surface of the
ground with a varying terrain elevation profile.

There are three major variants of the CFAR algorithm based on how the noise threshold
is calculated: CFAR-CA, CFAR-CASO, and CFAR-CAGO. CFAR-CA uses the average
noise level from both sides of the target cell to evaluate the detection threshold, while
CFAR-CASO and CFAR-CAGO modify this approach by using the smallest and greatest
average noise levels from the training cells, respectively, from either side of the target cell.
Guard cells, on the other hand, are the ones adjacent to the target cell that help prevent
signal leakage from the target cell into the noise estimation process. The guard cells are
deliberately excluded from the noise estimation to ensure that the presence of the target
signal does not bias the noise estimation, leading to a more accurate approximation. The
mathematical expression for the noise level in CFAR-CA is given by

NCA =
1

2NT
∑2NT

k=1 N(k), (9)

where NT is the number of training cells on either side of the kth target cell, N(k). While
straightforward from an implementation standpoint, it can be less effective in environments
with significant variation in terrain profile. Appropriately, CFAR-CASO is better suited for
rough terrains. The mathematical expressions for noise level on the left and right side of
the target cell in CFAR-CASO are given by [3]

NL =
1

NL
∑NL

k=1 N(k), (10)

NR =
1

NR
∑NR

k=1 N(k), (11)

The smallest of the two averages is eventually chosen to be the noise level as follows:

NCASO = min(NL , NR) (12)

The CFAR algorithm, by keeping a constant threshold, calculates the detection thresh-
old as a function of the PFA [47]. The scaling factor for estimating the threshold factor is
expressed as

α = NCASO

(
PFA− 1

NCASO − 1
)

, (13)

It is evident from (13) that a small value of PFA signifies a higher value of the scaling
factor. Subsequently, the threshold for the kth cell is given by

T(k) = α × NCASO(k), (14)

For all the target cells with signal amplitudes above the threshold, a target matrix
containing binary elements is generated as

V(k) =
{

1, V(k) > T(k)
0, otherwise

, k = 0, 1, 2, 3 . . . NFFT (15)

where V(k) is the kth target cell of the range profile with a size equal to the order of
the range FFT, NFFT . Like any detection method, CFAR-CASO is employed to validate
potential target returns and to ensure that statistically significant targets are considered,
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effectively reducing false alarms. Figure 8 shows a side-by-side comparison of the CFAR
variants under discussion for a ground surface, offering five unique targets indicative of
rough terrain. It is apparent that CFAR-CASO has a higher detection threshold but is still
able to detect more targets. This indicates a lower PFA while still being able to detect more
targets with a better approximation of noise. In conclusion, while CFAR-CA provides a
straightforward approach to target detection, the ability of CFAR-CASO to handle clutter
more effectively makes it the preferred choice for RAs operating over terrains with varying
elevation profiles. Discussion on CFAR-CAGO has been deliberately skimmed due to its
limited applicability to the intended use case.
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The altimetry application requires that only a single valid target is reported as the
altitude of the drone. Fittingly, it is essential to identify the strongest target return from
a set of validated targets as the ground surface. Given that the radiation pattern of the
IWR1843BOOST features a single grating lobe, the strongest return is expected from the
ground surface at the radar boresight [16]. The peak grouping methodology coupled with
the antenna characteristics favors accurate altitude reporting.

5.2. Utility of SIMO for High Altitude

Albeit having high altitude requirements, having multiple receive antennae may be
leveraged for AoA estimation. It can be particularly useful in filtering ground returns from
off-boresight angles and better approximation of true altitude. Another inherent benefit
of multiple Rx antennae is that even if the AoA capability is not utilized, integration of
FMCW chirps along the antenna dimension improves SNR. Increased SNR is a desirable
scenario for high-altitude estimation.

Since there is considerable signal processing overhead, it is appropriate to appraise the
benefit of incorporating SIMO in the cruise stage. Figure 9 illustrates the radar platform,
IWR1843, onboard a drone cruising at an altitude of 180 m. A simplified scenario is eluci-
dated, with a hilltop and flat terrain being point A and B, respectively. Given the minimum
altitude requirement of 150 m, an arbitrary value of p is chosen to be 180 m. Appropriately,
the Pythagorean theorem can be applied for the evaluation of the base length, ∆d. For both
points to be identified as separate targets in the angular domain, θ is considered equal to
angular resolution, θres, 28.64◦. Consequently, the requirement of minimum separation, ∆d,
between points A and B amounts to approximately 98.3 m. This shows that the 1 × 4 SIMO
configuration offers little to no value in terms of angular information. The only benefit
of having multiple antennae is, therefore, the SNR improvement through noncoherent
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integration along the antenna dimension. The 2D range-Doppler map in (4) was provided
for a single antenna. The same expression can be extended for multiple antennae. The
SNR-enhanced version commonly referred to as the detection matrix is mathematically
expressed as

D(k, τ) = ∑NRx
a=1 |Y(k, τ, a)|, (16)

where Y(k, τ, a) corresponds to range-Doppler maps for antenna index a, and |.| is the
absolute value of the complex entries in the respective maps. The detection matrix is better
suited for CFAR detection owing to the improved SNR, mathematically expressed as

Pint ≈ NRx · Pa, (17)

where Pint and Pa signify the signal power before and after integration. As the phase is not
summed coherently, the gain is scaled only by a factor of NRx.
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6. Landing Approach

The intrinsic utility of RAs in the aviation industry is in the landing approach stage to
aid navigation by providing altitude AGL. This section endeavors to establish the efficacy of
AoA estimation using TDM-MIMO for achieving high angular resolution while leveraging
the SWaP characteristics of mmWave automotive radars. The aim is to utilize high angular
resolution for improved situational awareness during the autonomous landing of UASs
in tough scenarios. The concept of TDM-MIMO and virtual antennae is covered in much
detail from a theoretical and mathematical perspective. Subsequently, the specifics of
Doppler estimation and compensation in TDM-MIMO radars are discussed. Eventually,
two corner cases of a drone landing on a ship are emulated as an application of TDM-MIMO
for enhanced situational awareness.

6.1. TDM-MIMO for High Angular Resolution

The discussion on SIMO radars highlighted that the angular resolution improves with
an increase in the number of receive antennae. However, there is a limit to increasing the
number of receive antennae. To double the angle resolution, the number of Rx antennae
must also be doubled. However, the addition of antennae not only entails volumetric
overhead but also necessitates separate receiver chains within the device, including, but
not limited to, LNA, mixers, IF filters, and ADC. The foundation of preliminary work was
based on the excellent SWaP characteristics of the automotive radars and the significantly
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low cost of production. Appropriately, MIMO radars are an effective method for doubling
the θRES with the addition of only one Tx antenna.

Figure 10 depicts a radar system with two transmit antennae. It must be remembered
that intra-antenna spacing, d, is λ/2, as elaborated in the concept of the SIMO radar. The
transmission from Tx1 produces a phase of [0 ω 2ω 3 ω] at the four Rx antennae. Due to
the placement of Tx2 at a distance of 4d from Tx1, any signal transmitted from Tx2 travels
an extra distance of 4dsinθ compared to Tx1. Similarly, the signal received at each receive
antenna experiences an additional phase shift of 4ω compared to the transmission from
Tx1. The signal phase at the four receive antennae, caused by a transmission from the Tx2,
is, therefore, [4ω 5ω 6ω 7 ω]. The phase sequences at the four Rx antennae resulting from
the transmissions by Tx1 and Tx2 yield a concatenated sequence [0 ω 2ω 3ω 4ω 5ω 6ω 7 ω],
which is identical to the sequence observed for one Tx and eight Rx antennae, as shown in
Figure 11. The 2Tx–4Rx antenna configuration essentially creates a virtual array of eight
Rx antennae. In summary, by utilizing NTx and NRx antennae and ensuring appropriate
placement, a virtual antenna array of size NTxxNRx is formed.
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Figure 11. 1Tx–8Rx physical antenna array in an SIMO radar.

This significant increase in the number of virtual antennae leads to an enhancement in
the angular resolution. Figure 12 exhibits radiation patterns of SIMO and MIMO antenna
configurations. It is evident that the combined beam-width for both configurations is the
same; however, MIMO achieves this with a total of six antennae in contrast to nine elements
in SIMO. This allows for a significant saving both in terms of volume as well as complexity
of the radar chip. It is crucial to emphasize that the radars must be able to distinguish and
isolate the signals coming from different Tx antennae. Two approaches that are prevalent
in the literature are TDM and BPM [26]. For the sake of this study, TDM-MIMO was
preferred over BPM-MIMO due to the simplicity of implementation. Both techniques are
largely unexplored in the context of mmWave altimetry for UASs, making TDM-MIMO an
appropriate choice for initial exploration. BPM-MIMO offers a 3 dB SNR improvement for
the antenna configuration in IWR1843. However, this improvement holds little value since
MIMO is employed only in the landing approach in close proximity to the ground surface.
Consequently, the added benefit of BPM-MIMO is minuscule, justifying the decision to
proceed with TDM-MIMO for its straightforward implementation and equally adequate
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performance in terms of angular resolution. The requirements for the landing approach
stage are listed in Table 4.
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Table 4. Operational requirements for the landing approach stage.

Requirement Value Remarks

Racc ±0.45 m Range Accuracy
Rmin 5 m Minimum Altitude
Rmax 150 m Maximum Altitude
Vlat 20 m/s Maximum Lateral Velocity
RoD 5 m/s Maximum Rate of Descent
σh 2 m Maximum Standard Deviation of Terrain

Vrad 7 m/s Maximum Radial Velocity
SNRmin 20 dB Minimum SNR Requirement

T 5 ◦C Antenna Temperature

For TDM-MIMO, the orthogonality is in the time domain. Each frame is composed of
multiple blocks, and each block is composed of NTx time slots. Each time slot corresponds
to the transmission by one of the NTx antennae. Figure 13 illustrates the allocation of time
slots for Tx1 and Tx2 in an FMCW chirp frame for NTx = 2. The range-Doppler maps for
each virtual antenna are integrated noncoherently using (16) to create a detection matrix.
Afterward, CFAR-CASO detection from (15) is employed to identify valid targets. It is
important to note that the angular FFT may only be applied to the objects designated as
legitimate targets by the CFAR algorithm, rather than all the bins of the detection matrix.
This approach allows for a significant optimization in implementation.
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The reason for using the detection matrix lies in the enhanced SNR due to integration
along the antenna dimension leading to improved CFAR detection performance. Prior to
that, it is necessary to perform a Doppler correction step to adjust for any phase change
caused by the radial velocity component due to the ROD relative to the ground surface.
The 0th Doppler bin, D(k, 1), for τ = 1 from (16) being the range profile is subject to
CFAR-CASO detection. The next step is to identify the peaks along the slow-time dimension
corresponding to the range bins, ki, identified as valid targets. The mathematical expression
estimating the Doppler bin index, τi, is given by

τi = argmax
τ

D(ki, τ), τ = 1, 2, 3 . . . NDopp, (18)

where argmax function returns the index of the Doppler bin containing the peak. The phase
difference, φ, is expressed as

φ =
2πτi

NDopp
,−

NDopp

2
< τi <

NDopp

2
− 1. (19)

Figure 14 shows the phase difference due to radial velocity relative to the ground
surface, φ, between two consecutive chirps corresponding to the same antenna, Tx1. The
justification behind Doppler-induced phase compensation is that all the receiving antennae
corresponding to Tx1 receive respective returns from the target at the same time. The only
phase difference is due to the time of arrival at the respective antenna owing to the angular
position of the target with respect to the radar boresight. However, there is an ambiguity
in the phase difference between the two sets of receiving antennae corresponding to
Tx1 and Tx2. It cannot be ascertained that the phase difference occurred either due to
relative motion, the angular component, or both. The symmetric nature of the FMCW chirps
arranged in the time domain one after the other without intra-chirp duration considerably
simplifies the problem statement. Given that φ between chirp 1 and chirp 3 corresponding
to Tx1 is due to the relative motion, the phase difference between chirp 1 and chirp 2 is
given by

δ =
φ

2
, (20)

where δ is the phase difference due to relative motion and must be compensated. It is
pertinent to note that the correction is only to be applied to the virtual receive antennae
corresponding to Tx2. Moreover, the correction is only applied to the bins corresponding
to valid targets in the range-FFT. The virtual antennae ranging from index 1 to 4 do not
warrant any correction. For virtual antennae ranging from 5 to 8, the corrected range FFT is
expressed as

X(kl , τl , v) = X(ki, τi, v).e−jδ, v = 5, . . . , 8, (21)

where e−jδ is the phasor corresponding to the phase compensation. Equation (21) signifies
an interesting phenomenon, that the use of TDM-MIMO requires considerably accurate
Doppler estimation followed by compensation to resolve the phase ambiguity due to simul-
taneous relative motion and angular position. Aptly, Vmax must be chosen to incorporate
the maximum ROD of the drone during the landing approach stage. For this endeavor, the
value of ROD was chosen to be 5 m/s, as most commercial VTOL UASs operate within that
range [48]. Since the proposed mmWave RA waveform aims to benefit a wide range of
UASs, fixed-wing counterparts must also be considered. In the absence of specific data,
an ROD value of 1000 feet per minute (approximately 5 m/s) for a lightweight propeller
aircraft was selected, given similar flight dynamics [49]. However, Vmax is an important
factor since TDM-MIMO is employed for AoA estimation. In the event of a radial velocity
component exceeding Vmax, Doppler-induced folding is bound to introduce unresolvable
ambiguity and must be avoided. For a reduced requirement of the maximum range in the
landing approach stage, there is room for reduction in the chirp duration to incorporate
the maximum ROD. Section 9 contains a discussion on potential solutions to this limita-
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tion to be explored in the next stage of research. Table 5 contains the resultant waveform
parameters derived in accordance with the requirements of the landing approach stage.
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Table 5. Resultant waveform parameters for the landing approach stage.

Parameter Value Remarks

∆tmax 0.1223 s Max Time B/W Data Updates
Umin 8.14 Hz Minimum Update Rate

Tc 140 µs Chirp Duration
B 1 GHz Chirp BW

∆R(B) 0.15 m Function of Chirp BW
IFmax 10 MHz Maximum Beat Frequency for Max Range

Fs 12.5 MSPS Sampling Rate in Mega Samples Per Second
S 7.1 MHz/µs Chirp Slope

NFFT 2048 FFT Size
∆ f 6103 Hz Frequency Resolution

∆R(Fs, NFFT , S ) 0.11 m Function of Sampling Rate, FFT, and Slope
NDopp 32 Number of Chirps/Frame

TF 4.48 ms Frame Duration
NTx 2 Number of Transmit Antennae
NRx 4 Number of Receive Antennae
θres 14.32◦ Angular Resolution
Bn 223.21 Hz Noise Bandwidth
Pn −135.74 dBm Noise Power
σ0 2.47 NRCS

Rmax(SNRmin) 2426 m Function of Minimum SNR
Rmax(IFmax, S) 211 m Function of IF, BW, and Slope

Rmax(NFFT , ∆R) 264 m Function of FFT and Resolution
Altmax 211 m Maximum Measurable Altitude

6.2. TDM-MIMO for Enhanced Situational Awareness

Expanding upon the fundamental principles of TDM-MIMO described earlier, this sec-
tion covers its application in improving situational awareness of UASs during autonomous
landing. It was demonstrated in Section 5.2 that the SIMO configuration for high altitude
offers little to no value in terms of angular information. The scenario under consideration
involves the landing of a small-sized VTOL drone on a ship surrounded by water on
all sides.
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Figure 14 shows the landing scenario where points A and B are sea and concrete ship
surfaces, respectively. Both surface types are separated by a distance, ∆d. Two corner
cases are considered having dimensions listed in Table 6, with the first scenario having an
AoA, θ, of 14.32◦ when both targets are in neighboring range bins, with points A and B
at ranges of 4.67 m and 4.82 m from the radar, respectively. This is the closest difference
in range that can be achieved for the given range resolution, and AoA, θ, is equal to the
angular resolution, θres. The rationale behind orchestrating this scenario is to attempt
identification of both surface types as distinct targets and use AoA to identify the angular
position of the concrete surface. In the second scenario, the concrete surface is at maximum
off-boresight angular position, while the sea surface is directly at the radar boresight.
Accordingly, the difference in range increases with the point B moving to a range of 8.63 m.
Before delving into the specifics of the second scenario, it is important to understand the
difference of RCS for the concrete surface and the clutter due to the reflectivity of the sea
surface. Devising clutter models for an mmWave source is a challenging task and it is
convenient to consider reference models from the literature on sea clutter estimation. The
authors’ preliminary study covered clutter estimation in reasonable mathematical and
theoretical detail. A similar approach is adopted here for the sea surface. The seareflectivity
function from MATLAB offers a variety of reference models from authentic books on sea
clutter estimation. The TSC empirical model [50] closely approximates the requirements
for an mmWave radar altimeter operating at 77 GHz with a grazing angle, ψ◦, of 90◦. For
the concrete surface of the ship, the NRCS was calculated based on the workings in the
preliminary study using the Johns Hopkins University APL model [51]. The reflectivity
of the sea depends on the scale factor of its surface, which essentially signifies that the
higher the wind speed and tide, the greater the roughness of the sea surface and the higher
the reflectivity.

Table 6. Dimensions for Figure 14.

p h ∆d θ◦ Remarks

4.67 4.82 1.19 14.32 Objects in Neighboring Range Bins
4.67 8.63 7.26 57.28 Maximum Off-Boresight Angular Position

An accurate emulation of real-world scenarios is imperative, and the highest value of
NRCS for sea surface is expected to create more difficulties in differentiating the concrete
surface of the drone ship from the sea surface. It is also worth mentioning that wind condi-
tions indicative of a sea storm would prevent a small-sized VTOL drone from flying, let
alone landing safely; therefore, a moderate value of scale factor was chosen. The respective
grazing angles for both scenarios are different, and the ship is positioned at an offset from
radar boresight such that a reduced grazing angle lowers the NRCS. It should be recalled
that the grazing angle is the 90◦ complement of the angle of incidence or the intended AoA.
The mathematical equations for clutter models were intentionally skimmed to limit the
discourse to the application context only. Interested readers are encouraged to refer to
the cited references of respective models for thorough understanding. The azimuthal and
elevation HPBW values were taken from the specifications of IWR1843BOOST [16]. The
operational requirements and resultant RCS values for both scenarios are listed in Table 7.

Table 7. RCS comparison of targets for scenarios under consideration.

Parameter Sea Scenario 1 Scenario 2 Remarks

Range (m) 4.67 4.82 8.63 Range of Respective Targets
ψ 90◦ 75.68◦ 32.72◦ Grazing Angle
θa 56◦ Azimuthal HPBW
θe 28◦ Elevation HPBW

State 5 N/A N/A Roughness Index of Sea Surface
Model TSC APL APL Model for Clutter Estimation
NRCS 0.008 20.35 0.9506 Reflectivity Index

RCS (m2) 0.052 135.49 11.34 Radar Cross-Section
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It indicates that despite a higher grazing angle and shorter range of the sea surface
compared to the concrete counterpart, the RCS values are drastically lower in both scenarios.
However, there is a much lower RCS value for concrete surface owing to a lower grazing
angle, ψ◦, with the target moving significantly farther from the radar due to high off-
boresight angular position. For the first scenario, the CFAR-CASO algorithm along with
peak grouping will result in the sea surface not being detected as a valid target. The problem
statement becomes significantly simpler and the only task that remains is to estimate the
AoA for the highest peak in the range profile. The second scenario allows the sea surface
to be detected after CFAR-CASO, but the significantly higher return from the concrete
surface can still be easily identified. In summary, the massive difference in RCS between
concrete and sea surface allows convenient AoA estimation using TDM-MIMO. At this
stage, angular FFT is applied, followed by peak detection to estimate the presence of the
concrete surface of the ship in the angular bin. Figure 15a,b show the concrete surface in
respective angular bins for the first and second scenario, respectively. The high angular
resolution offered by TDM-MIMO allows for enhanced situational awareness for landing
in tough scenarios, including high-relief land surfaces as well. For the sake of this study,
TDM-MIMO was only implemented in the azimuthal plane owing to the more feasible
arrangement of the Tx and Rx antennae on the IWR1843BOOST.
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7. Touchdown

WoW systems play a crucial role in the touchdown stage of aircraft, facilitating prompt
control actions and safety measures. Precise assessment of the touchdown instant is crucial,
necessitating failsafe mechanisms with multiple layers of redundancies. SWaP characteris-
tics are crucial for the endurance of UASs. Appropriately, software redundancies provide
a practical option, requiring little to no additional resources. By leveraging the software-
defined architecture, radar waveform specifications can be customized to accurately detect
touchdown instant aligning with the concept of software redundancy. Contrary to the
conventional use of ZFFT focused on resource conservation, this section introduces an
improvised utilization of ZFFT for achieving mm-level precision in range measurements.

7.1. Background

In the preliminary work, it was demonstrated that increasing the chirp bandwidth
enhances the range resolution. However, while the physical principle of range resolution is
influenced by chirp bandwidth, the spectral resolution governed by the FFT order must
be sufficiently fine to fully utilize the benefits of wider bandwidth. However, there are
computational limitations associated with increasing the FFT order while maintaining a
high update rate, due to the extensive number of multiplication and addition operations
involved. Efficient resource utilization is essential to balance high performance and com-
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putational complexity. The use of ZFFT in providing mm-level accuracy for liquid-level
sensing has been reported in the literature [21]. This section aims to appraise the possibility
of tailoring waveform specifications in tandem with using ZFFT in the signal-processing
stage to achieve mm-level accuracy. Ultrasonic sensors are prevalent in automotive parking
assistance due to their affordability and effectiveness at a short range, facilitated by the
relatively slower speed of sound compared to EM waves [52]. However, they are sensitive
to environmental factors like temperature, humidity, and reverberation [53]. On the other
hand, radars are oblivious to these factors. Although RAs have been utilized for touchdown
detection in commercial aircraft [54], devoted literature on the application of mmWave
automotive radars for the said application is unreported.

7.2. Traditional Use of ZFFT

Legacy use of ZFFT comprised the application of FFT to a specific portion of interest
instead of the entire spectrum. The proceeding discussion is based on [55,56] coupled with
the authors’ comments. The FFT is an efficient implementation of the DFT as expressed in
(2), with spectral resolution, ∆ f , given by

∆ f =
Fs

N
, (22)

where N is the order of the FFT and Fs is the sampling rate of ADC. From (22), it is
evident that a larger N results in finer frequency resolution. Due to practical considerations,
the radix-2 Cooley–Tukey implementation of the FFT is commonly used in DSPs. Its
computational complexity involves Nlog2(N) additions and N/2log2(N) multiplications.
Consequently, increasing N drastically increases the volume of required processing, making
the approach unfeasible. Alternatively, reducing Fs achieves the same goal but leads to a
loss of high-frequency components per the definition of the Nyquist sampling theorem [57].
Traditional implementation of ZFFT entails identifying a band of interest cascaded by a
mixer to shift the band down to the DC component. Eventually, a low-pass filter is applied
with decimation by a factor corresponding to the band of interest as a percentage of the
entire spectrum. The process can be mathematically expressed as

xD =↓ D
(

LP(x F .e−j2πFc/Fs
))

, (23)

where xD and xF are the decimated and whole equivalents, respectively, in the spectral
domain, while ↓ is the decimation operator and D is the decimation factor, expressed as

D =
Fs

Fc
, (24)

where Fc is the center frequency of ROI, and LP is the low-pass filter used to suppress the
high-frequency components resulting from complex multiplication in the mixing stage.
The fundamental idea underlying ZFFT is to retain the same spectral resolution provided
by a full-size FFT on the original time-domain signal while performing a smaller FFT on
the decimated signal. Stated simply, a reduced sampling rate, Fs/D, and a shorter time-
domain signal of length, N/D, uphold the spectral resolution while a drastic reduction in
computational complexity by a factor, D, is achieved.

7.3. Enhancing Spectral Resolution with ZFFT

The objective of this effort is to improve accuracy in the range measurement, deviating
from the commonly accepted definition of range resolution. A chirp with a high gradient
and a longer duration is expected to provide better range resolution based on the character-
istics of the Fourier transform. Nevertheless, the primary objective of a radar altimeter is
not to distinguish closely positioned targets, but, rather, to calculate the distance from a
single target, the surface of the ground. This transforms the need for precise measurement
of distinct targets into the objective of enhancing the accuracy of range measurement for a
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single target. Governed by the spectral resolution, a single target has the ability to generate
a wide range of beat frequencies, rather than being limited to a discrete set of range bins.
Accordingly, the spectral resolution can be enhanced by increasing the order of FFT to
generate precise beat frequencies.

Due to the unavailability of data for fixed-wing UASs, the authors opted to analyze the
scenario of a commercial aircraft. This decision is rooted in the goal of illustrating a proof of
concept rather than using actual data. Table 8 includes operational requirements taken from
an Airbus A350 aircraft, with appropriate safety margins [58]. The radar specifications are
based on the manual of the breakout board, IWR1843BOOST. Together, these requirements
establish the foundation for deriving waveform specifications summarized in Table 9.
In the existing scenario, the SNR exceeds the minimum threshold recommended by the
radar manufacturer, with a considerable margin [59]. The NRCS was chosen, with the
runway considered as low-relief terrain. For readers interested in a deeper understanding
of the selected model and NRCS estimation, it is recommended to consult reference clutter
estimation models [51,60,61]. Given that the target is the smooth surface of the runway,
the variation in the terrain has been ignored. Furthermore, since the SNR is considerably
high as the maximum altitude requirement is only a couple of meters, there is no need to
concatenate multiple chirps in the FMCW frame. Accordingly, the impact of Vrad due to
ROD has been ignored as well.

Table 8. Operational requirements for the touchdown stage.

Requirement Value Remarks

Racc ±1 mm Range Accuracy
Rmin 2 m Minimum Altitude
Rmax 4 m Maximum Altitude
Vlat 20 m/s Maximum Lateral Velocity
RoD 0 m/s Maximum Rate of Descent
σh 0 m Maximum Standard Deviation of Terrain

Vrad 0 m/s Maximum Radial Velocity
SNRmin 20 dB Minimum SNR Requirement

T 25 ◦C Antenna Temperature

Table 9. Waveform specifications for the touchdown stage.

Parameter Value Remarks

∆tmax 12.22 ms Max Time B/W Data Updates
Umin 82 Hz Minimum Update Rate

Tc 102.4 µs Chirp Duration
B 3.45 GHz Chirp BW

∆R(B) 4.35 cm The function of Chirp BW
IFmax 4.5 MHz Maximum Beat Frequency for Max Range

Fs 5 MSPS Sampling Rate in Mega Samples Per Second
S 33.69 MHz/µs Chirp Slope

Ncoarse 512 Coarse FFT Size
∆ f 1.974 KHz Frequency Resolution

∆R(Fs, NFFT , S ) 0.86 m Function of Sampling Rate, FFT, and Slope
NDopp 1 Number of Chirps/Frame

TF 102.4 µs Frame Duration
NTx 1 Number of Transmit Antennae
NRx 1 Number of Receive Antennae
θres N/A Angular Resolution
Bn 5 KHz Noise Bandwidth
Pn −119.2 dBm Noise Power
σ0 2.47 NRCS
Pr −60.47 dBm Received Power at 4 m

SNR 58.75 dB At 4 m AGL
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The subsequent discourse delineates a systematic approach formulated to achieve
accurate altitude estimation, accompanied by pertinent theoretical principles. Figure 16
depicts the sequence of actions involved in generating the fine beat frequency, culminating
with altitude reporting at the last stage.
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The time-domain I/Q components of the beat frequency are recorded in their respec-
tive ADC channels. The subsequent stage involves applying symmetric tapering through
windowing. The selection of a window function is aimed at maintaining the integrity of
the signal by keeping the core range bins unaltered while reducing the influence of chirp
transitions. This mitigates spectral leakage and improves the precision of measurements.
Unlike the typical ZFFT, an alternative approach involves striking a compromise between
resource conservation and obtaining high precision.

The time-domain signal is initially subject to a coarse FFT of size N1. Afterward, the
range bin that has the highest peak along with neighboring bins on either side are identified
as the region of interest. Choosing the size of this region depends on the spectral resolution
provided by the coarse FFT and the geometry of the target. An object having an irregular
surface is likely to be present in multiple range bins. A thoughtful selection of two adjacent
range bins on either side for a smooth runway surface was made. Consequently, a small
area of interest results in reduced computational complexity while maintaining the range
accuracy. The objective is to calculate the beat frequency with extremely precise spectral
resolution by performing a second stage of FFT with order N2 on the region of interest
identified in the previous step. The same time-domain signal utilized in the first step is
once again utilized in the second stage. The mathematical expression for ZFFT can be given
for each value of nc ranging from L ≤ nc ≤ U as

X[k] = ∑N1−1
n=0 x[n]e

−j2π.nc.n
N1 e

−j2π.n f .n
N1.N2 , 0 ≤ k ≤ N1 − 1, 0 ≤ n f ≤ N2 − 1, (25)

where X[k] is the spectral counterpart of the time-domain signal x[n]. L and U are the start
and end range bin indices spanning the region of interest, while nc and n f are the coarse
and fine range bin indices, respectively. Accordingly, N1 and N1 × N2 are the respective
coarse and fine FFT orders in the two-stage process. Equation (25) appears daunting
from a mathematical aspect and therefore warrants a simplified explanation. The entire
operation is centered around the multiplication of the input signal using meticulously
selected complex exponentials known as twiddle factors. These are commonly utilized in
the majority of DSP implementations of FFT and recorded as preprogrammed values in a
truth table. The crucial concept to grasp is the choice of the coarse and fine twiddle elements.
Contrary to the use of index, k, in the twiddle factors of a conventional FFT, coarse range
bin index is present in the coarse twiddle factor. As each coarse range bin corresponds to a
distinct frequency component, multiplying it with the coarse twiddle factor determines
the starting value of the ROI. Afterward, frequency values corresponding to the coarse
range bins are further multiplied with fine twiddle factors as analyzing functions, making
the spectral resolution equivalent to an FFT with order N1 × N2. This approach produces
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an increased spectral resolution as if an FFT with order N1 × N2 was applied to the entire
time-domain signal. Eventually, a significant reduction in computational resources is
achieved while very high accuracy is achieved. In the preceding text, it was argued that a
runway surface is anticipated to require a small region of interest in the coarse FFT stage.
However, the distribution of the range profile into very fine range bins is likely to divide
even a very smooth and flat target into multiple fine range bins. Aptly, an additional step
of interpolation is performed. This serves as a correction to further improve the accuracy.
The process comprises searching for a peak in the fine range profile and evaluating the
weights of immediate neighboring bins. The fine range bin index, F, is expressed as

F = argmax0≤i≤5N2
(ai), (26)

where ai corresponds to the value in each fine range bin spanning from 0 to 5N2. Multi-
plication by 5 signifies the number of coarse range bins. The argmax function returns the
index of the fine range bin containing the peak value. Subsequently, a correction factor as
an interpolation index is added to the beat frequency resulting in an even finer position of
the target. The interpolation index, I, is mathematically expressed as

I =
p − n

2(p + n − 2m)
, (27)

where p and n are the values in the neighboring bins to the left and right, respectively, with
reference to the fine range bin index having a peak value, m. The last stage comprises the
estimation of fine beat frequency. Since the spectral resolution has been improved as a
result of the ZFFT algorithm, (22) can now be rewritten as

∆ f f ine =
Fs

N1 N2
. (28)

Using the fine range bin index with peak value and interpolation index, the fine beat
frequency can be estimated as

f f ine = ∆ f f ine(N1L + F + I). (29)

Using (29), the fine range estimate, R f ine, can be evaluated as

R f ine =
c f f ine

2S
. (30)

It is prudent to present a comparison of range accuracy for coarse and fine range
profiles. FFT sizes, N1 and N2, are chosen as 512 each. The spectral resolution for the
specific area of interest is determined by an FFT size of 512 × 512 (256 K). Figure 17a,b
depict the coarse and fine range profiles, respectively. These profiles were obtained from
a static experiment using the IWR1843BOOST platform, fixed on a tripod and positioned
at a grazing angle of 90◦ against a concrete wall. The coarse FFT was performed on the
DSP section of the radar chipset, and the resulting FFT data were then exported to a PC for
post-processing in the second stage. Table 10 presents a concise overview of the findings
with a precise range accuracy of 0.082 mm.

Table 10. Summary of results for the zoom FFT.

Parameter Value Remarks

N1 512 Coarse FFT Size
C 32 Coarse Range Bin Index
L 30 ROI Start Index

Nzoom 5 Number of Range Bins in ROI
∆ fcoarse 9.765 KHz Coarse Spectral Resolution
∆Rcoarse 4.35 cm Coarse Range Resolution
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Table 10. Cont.

fcoarse 312.48 KHz Coarse Beat Frequency
N1N2 262,144 Fine FFT size
Rcoarse 1.3912 m Coarse Range
∆ f f ine 19.0735 Hz Fine Spectral Resolution
∆R f ine 0.082 mm Fine Range Resolution

I 0.0180 Interpolation Index
F 1472 Fine Range Bin Index

f f ine 321.045 KHz Fine Beat Frequency
R f ine 1.4290 m Fine Range

Drones 2024, 8, x FOR PEER REVIEW 28 of 34 
 

where a corresponds to the value in each fine range bin spanning from 0 to 5𝑁ଶ. Multi-
plication by 5 signifies the number of coarse range bins. The 𝑎𝑟𝑔𝑚𝑎𝑥 function returns the 
index of the fine range bin containing the peak value. Subsequently, a correction factor as 
an interpolation index is added to the beat frequency resulting in an even finer position of 
the target. The interpolation index, 𝐼, is mathematically expressed as 𝐼 = ିଶ(ାିଶ), (27)

where 𝑝 and 𝑛 are the values in the neighboring bins to the left and right, respectively, 
with reference to the fine range bin index having a peak value, 𝑚. The last stage comprises 
the estimation of fine beat frequency. Since the spectral resolution has been improved as 
a result of the ZFFT algorithm, (22) can now be rewritten as 𝛥𝑓 = ிೞேభ ேమ. (28)

Using the fine range bin index with peak value and interpolation index, the fine beat 
frequency can be estimated as 𝑓 = 𝛥𝑓(𝑁ଵ𝐿 + 𝐹 + 𝐼). (29)

Using (29), the fine range estimate, 𝑅, can be evaluated as 𝑅 = ଶௌ . (30)

It is prudent to present a comparison of range accuracy for coarse and fine range 
profiles. FFT sizes, 𝑁ଵ and 𝑁ଶ, are chosen as 512 each. The spectral resolution for the spe-
cific area of interest is determined by an FFT size of 512 × 512 (256 K). Figure 17a,b depict 
the coarse and fine range profiles, respectively. These profiles were obtained from a static 
experiment using the IWR1843BOOST platform, fixed on a tripod and positioned at a 
grazing angle of 90° against a concrete wall. The coarse FFT was performed on the DSP 
section of the radar chipset, and the resulting FFT data were then exported to a PC for 
post-processing in the second stage. Table 10 presents a concise overview of the findings 
with a precise range accuracy of 0.082 mm. 

  

(a) (b) 

Figure 17. Range profiles: (a) Coarse; (b) fine. 

Table 10. Summary of results for the zoom FFT. 

Parameter Value Remarks 𝑁ଵ 512 Coarse FFT Size C 32 Coarse Range Bin Index L 30 ROI Start Index 𝑁௭ 5 Number of Range Bins in ROI Δ𝑓௦ 9.765 KHz Coarse Spectral Resolution 

Figure 17. Range profiles: (a) Coarse; (b) fine.

8. Discussion

Having established the foundation for migration to mmWave altimetry for UASs in
the preliminary work, this article aims to advance the discussion by providing a signal
processing framework. The article maintains a tutorial approach to engage a broad readers,
ranging from application engineers to seasoned academicians.

The framework for developing a comprehensive mmWave altimetry solution for
UASs using automotive radars is focused on overcoming inherent hardware limitations,
including Tx power and IF filter bandwidth. Both the preliminary work and this article
focus on optimizing performance metrics for each stage of flight within these hardware
constraints. Tailoring these metrics to meet the requirements of an mmWave altimeter with
a stage adaptive waveform benefits greatly from the software-defined architecture. The
contribution of this body of work is the meticulous documentation of engineering involved
in waveform design by prioritizing metrics according to their relevance in the respective
stage of flight. Contrary to the concept of legacy RA, all nine performance metrics listed in
Table 1 have been involved in the waveform design.

The signal processing aspects were elucidated, with each stage being simulated as a
radar scenario. As highlighted in this study as well as the preliminary work, the intertwined
nature of performance metrics requires careful consideration. For instance, the radial
velocity component in the cruise stage does not have a significant impact as the target
was empirically estimated to be always present in the 0th Doppler bin. However, it was
observed that the target migrates to neighboring range bins due to the motion of the
platform relative to the ground surface. Despite the radial velocity component arising from
variations in the terrain profile and a chirp with a very long duration, the resultant range
accuracy remained within the limits specified by operational requirements.

A novel contribution of this work was proposing TDM-MIMO for maximizing an-
gular resolution as long as ROD remains within the Vmax limit in the landing approach
stage. Owing to the relatively relaxed maximum range requirement, the chirp duration
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was reduced to cater to the maximum ROD. Fundamental concepts involved in Doppler
compensation for a TDM-MIMO radar were presented mathematically for resolving phase
ambiguity due to simultaneous motion and off-boresight angular position of the target.
Lastly, in the touchdown stage, range accuracy was prioritized above all in the waveform
design process since Vmax, AoA, and maximum range were largely irrelevant.

For the detection methodology, the suitability of three CFAR variants was appraised,
with CFAR-CASO offering a reasonable compromise over others in the cruise and landing
approach stage. The touchdown stage does not warrant CFAR detection owing to the
straightforward characteristics of the runway. The underpinnings of CFAR, associated
signal processing aspects, and the flow of operations were covered in reasonable detail
from a mathematical standpoint.

8.1. Challenges

Having covered mmWave altimetry for UASs in great detail with supporting argu-
ments, mathematical illustrations, and insights, it is now imperative to lay the groundwork
for the culmination of the work. It is envisioned that the framework for deriving waveform
specifications from operational requirements and simulation results must be validated
in a real-world scenario. A two-stage approach for the execution of this yearning is to
simulate a radar scenario with the target being the ground surface using the DTED of an
actual runway. In the existing study, the targets were treated as uniform bodies, and a
free space propagation model was employed. However, the true emulation of an actual
scenario must consider the effect of specular reflections from the ground terrain. Afterward,
it is planned to mount the radar on a small-sized drone and emulate all three stages of
flight. Furthermore, a complete simulation of the landing scenario is planned using clutter
generated from the actual DTED of runway surroundings. The advantage of employing
TDM-MIMO in the determination of actual altitude, as opposed to a traditional RA, shall
also be investigated in the upcoming research phase. This direction has groundbreak-
ing potential to improve landing safety and maintain constant altitude in surveillance
operations. The promising simulation results and alignment with practical operational
requirements demonstrate the viability of mmWave altimetry using automotive radars,
achieved through the optimization of performance metrics. Given the growing applications
of UASs in modern life, the potential of mmWave altimetry for UASs warrants a dedicated
MOPS tailored to specific operational needs.

8.2. Future Work

Despite promising outcomes, there are inherent obstacles to the pursuit of future
goals. Firstly, the simulation scenarios covered in this work must be implemented on actual
hardware. The zoomed-in range profile using the ZFFT algorithm illustrated in Section 7
was generated using actual hardware, but the update rate was not part of the equation.
During the touchdown estimation stage, the update rate is equally as critical as the range
accuracy. The real-time reporting of altitude to FCC is necessary to engage subsequent
control actions. Similarly, there is a need to implement requisite waveforms for all three
flight stages. It is safe to assume that the cruise and landing approach entail relatively
slow update rates and the real challenge resides in the touchdown stage. Accordingly,
documenting the implementation details and the characterization of performance profiles
comprising range accuracy and processing latency is mandatory. Another daunting chal-
lenge is managing the seamless transition between flight stages or, in other words, the
engineering design of the hysteresis loop [62]. The constant switching between waveform
configurations at the borderline of altitude limits must be handled gracefully. An important
goal from a systems engineering view is to ensure that failures and abnormal limits are well
catered for at all times. One particular scenario that requires careful consideration is the
drone exceeding the maximum limit of ROD in the landing approach stage. Consequently,
Doppler compensation shall not be performed correctly, resulting in erroneous AoA. For a
safety-critical application such as an emergency landing, this could lead to a catastrophic
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outcome if the landing relies solely on a single radar sensor. It is crucial to guarantee
accurate reporting or no reporting at all, without any possibility of incorrect readings.
One potential way out is to extend the Vmax and resort to methods aimed at resolving the
velocity ambiguity, employing methodology cited in a related dissertation [63]. However,
in the existing scope, there is a limit to extending the Vmax, and a scenario of Vmax being
exceeded may arise regardless. In this context, a consolidated solution is mandatory that
outlines the direction for future research. Lastly, it is envisioned that the summary of cited
challenges, proposed solutions, and succinct details entailing this endeavor and preliminary
work culminating into clutter simulation and experimental validation shall be documented
in a comprehensive letter.

9. Conclusions

This paper provides a signal processing framework for an adaptive mmWave RA
intended for three phases of the UAS flight, providing a follow-up to the authors’ earlier
work. This article provides a methodology for improving capabilities by utilizing the
previously unexplored idea of AoA estimation for RAs of UASs. Moreover, it argues the
potential of mmWave altimetry as a software redundancy for WoW systems in UASs. This
paper covers chirp integration, range-Doppler maps in radar cubes, and the selection of
optimal windowing method from a practical perspective. For each stage of flight, the
rationale for prioritizing performance metrics amidst accompanying intricacies in the
waveform design process was offered with insightful discussions. For the cruise stage,
the waveform was designed to enhance maximum altitude while upholding high-range
resolution while considering the effects of terrain elevation. The use of TDM-MIMO for
AoA estimation in the landing approach stage and ZFFT for mm-level range accuracy
in the touchdown stage of UAS flight were previously unreported in the literature. The
text explores all cited aspects through a signal-processing lens, following a structured
flow to achieve the end goal amidst challenges and limitations intrinsic to automotive
radars. Each stage of the flight was simulated as an FMCW radar scenario coupled with
mathematical expressions to consolidate the discussion. CFAR detection algorithm along
with its variants were appraised in a simulation environment, with CFAR-CASO offering
a convenient balance for the cruise and landing approach stage. Afterwards, a succinct
discussion was presented to coalesce the insights offered by the extensive body of work.
Lastly, the inherent challenges and potential directions for future research were submitted.
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List of Abbreviations

Abbreviation Definition
EM Electromagnetic
UAS Unmanned aerial system
FMCW Frequency modulated continuous wave
nm nanometer
RFFE Radio frequency front end
5G Fifth-generation
RA Radar altimeter
GHz Gigahertz
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MOPS Minimum operational performance standards
SWaP Size, weight, and power
AGL Above ground level
Tx Transmit
Rx Receive
HPBW Half-power beam-width
AoA Angle of arrival
VTOL Vertical take-off and landing
WoW Weight-on-wheels
FCC Flight control computer
mm Millimeter
LoS Line of sight
ADC Analog-to-digital converter
CFAR Constant false alarm rate
ZFFT Zoom fast Fourier transform
TDM-MIMO Time-division multiplexing multiple input–multiple output
FOV Field of view
ROD Rate of descent
ROI Region of interest
IRA Interferometric radar altimeter
TRN Terrain-referenced navigation
GPS Global Positioning System
DC Direct current
SDK Software Development Kit
BW Bandwidth
3D Three-dimensional
SNR Signal-to-noise ratio
FFT Fast Fourier transform
LFM Linear frequency modulation
DSP Digital signal processor
PRI Pulse repetition interval
FIR Finite impulse response
DFT Discrete Fourier transform
PFA Probability of false alarm
SIMO Single input multiple output
CFAR-CA CFAR cell averaging
CFAR-CASO CFAR cell averaging smallest of
CFAR-CAGO CFAR cell averaging greatest of
LNA Low noise amplifier
TDM Time-division multiplexing
BPM Binary phase modulation
BPM-MIMO Binary phase modulation multiple input–multiple output
RCS Radar cross-section
TSC Technology Service Corporation
NRCS Normalized radar cross-section
APL Applied Physics Laboratory
I/Q In-phase and quadrature
DTED Digital terrain elevation data
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