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Abstract

:

This paper considers the pursuit problem of a moving target by a swarm of drones through a flexible-configuration formation. The drones are modeled by second-order systems subject to uncertain damping ratios, whereas the moving target follows a polynomial-type trajectory whose coefficient vectors are fully unknown. Due to location denial, drones cannot obtain their absolute positions, but they can obtain their positions relative to other neighboring drones and the target. To achieve a robust formation pursuit, a robust cooperative control protocol is synthesized, which comprises three key components, namely, the pseudo drone position estimator, the pseudo target position estimator, and the local internal model control (IMC) law. The pseudo drone position estimator and the pseudo target position estimator aim to recover for each drone the position of itself and the target, respectively, but are subject to some common unknown constant bias in a distributed manner. By subtracting the pseudo target position from the pseudo drone position, each drone can acquire its position relative to the target, which facilitates the design of a local IMC law to fulfill formation pursuit in the presence of system parametric uncertainties. Both pure numerical simulation and hardware-in-the-loop (HIL) simulation are performed to verify the effectiveness of the proposed control protocol.
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1. Introduction


The cooperative control of multi-agent systems has attracted significant interest from scholars because of its broad applications in both civil and military fields, such as cooperative load transportation [1], flocking Moshtagh and Jadbabaie [2], formation [3], cooperative hunting [4], and so on.



In recent years, the cooperative pursuit problem has gained prominence as a popular research direction. The goal of the cooperative pursuit problem is to guide a group of pursuers in a cooperative way to capture an evader or a group of evaders. Benda [5] proposed the pursuit problem for the first time, where multiple pursuers cooperate to round up a single evader in a grid discrete environment. Isaacs [6] extended game theory to the study of pursuit–evasion problems by introducing differential games, addressing mathematical challenges in dynamic systems. Vidal et al. [7] explored UAV and UGV coordination for evader pursuit and mapping in unknown environments using a probabilistic game-theoretical framework. Xu et al. [8] examined multiplayer pursuit-evasion games with malicious pursuers, analyzed their effects on capture time and equilibrium within an N-player nonzero-sum game framework, and quantified these effects using a pursuit coefficient derived from Riccati differential equations. Kobayashi et al. [9] divided the target capture task into two parts: the encircling behavior and the grasping behavior. Moreover, based on gradient descent, a decentralized control method for multiple mobile robots to capture target objects is proposed. Kim and Sugie [10] studied a distributed control method for multi-agent systems in three-dimensional space by adopting a cyclic pursuit strategy, addressing a target-capturing task without inter-agent communication. Mas et al. [11] utilized a multi-robot cluster space control method to address tasks such as trapping, escorting, and patrolling around an autonomous target. Deghat et al. [12] proposed an estimator and controller to address the circular motion of a non-holonomic agent around a target with an unknown position. Hafez et al. [13] used model predictive control to address the dynamic encirclement issue of a team of UAVs. In [14], a control framework was first proposed, followed by three variations of the fundamental control strategy to solve different versions of the problem of a multi-robot system encircling a moving target in three-dimensional space. Chen [15] introduced an autonomous controller with attraction, repulsion, and rotation components to solve the target-fencing problem, enabling vehicles to asymptotically surround a target without collision or fixed formation. Hu et al. [16] proposed a distributed estimator and control law for cooperative equal-distance encirclement and collision avoidance in second-order nonlinear multi-agent systems. Based on distance formation control and collision-avoidance potential function, Ringbäck et al. [17] designed a formation control protocol for surface vehicles to track an underwater target. Yang et al. [18] developed an estimator-controller framework for target capture using only bearing measurements, extending it to multiple robots and moving targets. Shao et al. [19] introduced a robust control method for quadrotor encircling, using event-triggered observers and cooperative guidance to achieve precise encircling without target speed or acceleration data. Zheng et al. [20] solved the multi-agent circle formation problem with restricted communication scopes and time-varying delays by implementing an innovative gradient-descent-based controller. Lu et al. [21] developed an innovative cooperative constrained control scheme that enables nonholonomic multi-robot systems to effectively track and surround a moving target in an obstacle environment. Pei et al. [22] introduced a distributed approach to multi-flocking and circle formation control to address the multi-target consensus pursuit problem in multi-agent systems. Deghat et al. [23,24] explored multi-target localization and encirclement, addressing these issues for a single agent and a multi-agent system, respectively. Liu et al. [25,26,27] all focused on developing advanced control strategies to solve vibration and tracking problems in flexible mechanical systems. Numerous studies have explored solutions to the cooperative pursuit problem for drone systems, and some classic drone operation algorithms are summarized by Table 1.



The cooperative output regulation method serves as an effective approach to resolving cooperative control problems [51]. In the cooperative output regulation problem, the goal is to ensure that, on the condition that the stability of the closed-loop system is maintained, the output of each follower can suppress external disturbances and asymptotically track the trajectory of the external leader. To date, several approaches have explored applying the theory of cooperative output regulation to tackle the distributed formation challenge. Wang [52] developed a generalized internal model-based controller and realized the formation of uncertain linear heterogeneous multi-agent systems under varying topologies. Li et al. [53] developed a nonlinear distributed dynamic feedback controller to realize the formation of affine nonlinear dynamic multi-agent systems. Haghshenas et al. [54] treated a leader as an exosystem and developed a distributed full-information controller with a compensator to address the containment control problem in linear heterogeneous multi-agent systems. Lu and Liu [55] considered the leader-following consensus issue in linear multi-agent systems, accounting for connectivity changes in switching networks and nonuniform time-varying communication delays. Seyboth et al. [56] presented an innovative distributed controller for both homogeneous and heterogeneous linear agents to enhance cooperative behavior and transient synchronization in multi-agent systems, addressing coordination tasks such as reference tracking, disturbance rejection, and output synchronization. Li et al. [57] considered both scenarios where all agents have access to the leader or only some followers have such access, proposing adaptive fuzzy control laws in both cases. Cai et al. [58] proposed a distributed control strategy based on an adaptive distributed observer to address the situation where not every follower is aware of the leader system’s system matrix. In [59], a distributed feedforward control scheme is proposed for heterogeneous linear multi-agent systems, introducing an innovative distributed dynamic compensator that reduces communication load by eliminating the need for state information exchange. Lu and Liu [60,61] each proposed a novel adaptive distributed control scheme to address the leader–follower consensus issue in multiple uncertain Euler–Lagrange systems. Specifically, Lu and Liu [60] addressed switching networks and communication delays, while Lu and Liu [61] concentrated on an unknown dynamic leader. Zhang et al. [62] proposed a controller utilizing a distributed adaptive observer, which can surround the targets with heterogeneous dynamics and unknown inputs in a certain formation. Yan et al. [63] proposed a robust distributed control approach to heterogeneous multi-agent systems to attain time-varying formations under both switching and static topologies, addressing disturbances and uncertainties through a distributed observer and robust controllers based on internal models. Yuan et al. [64] proposed distributed event-triggered control protocols to achieve time-varying formations around a virtual leader without continuous communication in linear heterogeneous multi-agent systems. Huang et al. [65] proposed a distributed dynamic observer utilizing the measurable output of the leader to approximate a convex combination of the leaders’ states and designed an innovative distributed dynamic output feedback control law to tackle the robust output containment problem in linear heterogeneous multi-agent systems with fixed directed networks. This method was applicable not only to followers with identical state dimensions but also to those with different state dimensions. Duan et al. [66] proposed a fixed-time time-varying output formation–containment control method for heterogeneous multi-agent systems, ensuring leader formation and follower convergence within a convex hull. Wu et al. [67] introduced a distributed observer leveraging the relative information from neighborhood agents and proposed distributed fault-tolerant formation tracking strategies using an adaptive updating mechanism, which solved the problem of followers achieving the desired spatial formation and tracking reference signals generated from one or more leaders when actual state information is not available. Lu et al. [68] addressed the issue of distributed formation tracking in discrete-time linear heterogeneous multi-agent systems with directed communication networks by integrating the state augmentation technique with a feedforward-based output regulation approach. Under the signed communication topology, Han and Zheng [69], Jiang et al. [70], Li et al. [71], Zhang et al. [72] all studied bipartite formation control.



This paper explores a swarm of second-order drones with uncertain parameters that cooperate in a flexible-configuration formation to pursue a moving target that follows a polynomial-type uncertain trajectory. The drone swarm does not have access to its own absolute position but can obtain the relative positions between neighboring drones through communication. In addition, there is no communication between the target and the drone swarm, and only some drones can acquire their positions relative to the target. Through the application of the cooperative output regulation approach, an innovative robust cooperative control protocol is presented to address the formation pursuit problem. First, a pseudo drone position estimator is designed, which aims to recover the position of each drone for itself but is subject to some common unknown constant bias. Then, based on the estimated pseudo drone position, a pseudo target position estimator is proposed, which is capable of recovering the position of the target for each drone but is subject to the same unknown constant bias. In this way, by subtracting the pseudo target position from the pseudo drone position, each drone can obtain its position relative to the target, which facilitates the design of a local internal model control (IMC) law to fulfill formation pursuit despite system parametric uncertainties.



The innovative aspects of this paper are summarized as follows.



	
Unlike most existing results such as [54,55,58,59,64,66,67,69,70,71], the innovation of the robust cooperative control protocol proposed in this paper is that by taking the advantages of robust output regulation theory, it allows for parameter uncertainty in the drone model, which enhances the robustness to system parameter uncertainty and prevents performance degradation or instability.



	
Unlike the studies [11,12,23] that require knowledge of the agents’ absolute positions, the innovation of the robust cooperative control protocol proposed in this paper is its use of relative position measurements between neighboring drones, thereby eliminating the need for global positioning, which can be costly or even infeasible in practical applications, to achieve effective target pursuit.



	
Unlike [11,14,17,19,21], the innovation of the robust cooperative control protocol proposed in this paper is that even in scenarios where there is no communication between the target and the drones, an effective target pursuit can be achieved by relying only on some drones to obtain their position information relative to the target.



	
Unlike [10,15,18,20,21,22,23,24,52,53,54,55,56,57,58,59,60,61,62,63,64,65,66,67,68,69,70,71,72], which involve only numerical simulations, this study considered a more practical scenario, i.e., demonstrating the effectiveness of the proposed control protocol by conducting experiments on the Links-RT UAV flight control hardware-in-the-loop (HIL) simulation platform that adopts real control implementations.






Notation:  R  represents the set of real numbers, while  C  represents the set of complex numbers. The Kronecker product of matrices is denoted by ⊗.   1 N   signifies a column vector of dimension N, where each element is 1. For matrices    A i  ∈  R   n i  ×  n i     , where   i = 1 , … , K  , the matrix   D (  A 1  , … ,  A K  )   is a block diagonal matrix, i.e.,   block  diag {  A 1  , … ,  A K  }  . For vectors    x i  ∈  R  m i    , where   i = 1 , … , m  , the notation   col   x 1  , … ,  x m     denotes the column vector obtained by stacking the vectors   x i  , i.e.,     x  1  T  , … ,  x  m  T   T  .   σ ( A )   indicates the eigenvalue spectrum of a square matrix A, while   ℜ ( σ ( A ) )   refers to the real parts of these eigenvalues. Define    δ ¯  A   as the maximum real part of the eigenvalues of A, and    δ ̲  A   as the minimum real part. A directed graph (digraph)   G = ( V , E )   is defined by a set of nodes   V = { 1 , … , N }   and a set of directed edges   E = { ( i , j )  |  i , j ∈ V , i ≠ j }  . An edge   ( i , j )   represents a directed connection from node i to node j, where node i is considered a neighbor of node j. A path from node   i 1   to node   i  k + 1    is present if there is a sequence of edges     i 1  ,  i 2   ,   i 2  ,  i 3   , … ,   i k  ,  i  k + 1     . In such a case, node   i  k + 1    is deemed reachable from node   i 1  . A digraph has a spanning tree if there is a node i from which all other nodes are reachable. This node i is known as the root of the spanning tree. In digraph  G , when the diagonal elements    a  i i   = 0   and the off-diagonal elements    a  i j   > 0   if and only if   ( j , i ) ∈ E  , the non-negative matrix   A =  [  a  i j   ]  ∈  R  N × N     is referred to as the weighted adjacency matrix. The Laplacian matrix  L  is represented as   L =  [  l  i j   ]  ∈  R  N × N    , with diagonal elements   l  i i    equal to the sum of all elements in the ith row of the weighted adjacency matrix  A , i.e.,    l  i i   =  ∑  j = 1  N   a  i j    , and off-diagonal elements    l  i j   = −  a  i j     for   i ≠ j  .




2. Problem Formulation


This paper considers the problem of a swarm of N drones pursuing a moving target in a flexible-configuration formation. As verified by real experiments such as Dong et al. [73,74], the drone model can be approximately simplified into the second-order system described as follows:


       p ˙  i   ( t )      =  v i   ( t )          v ˙  i   ( t )      = −  k i   v i   ( t )  +  u i   ( t )  ,  i = 1 , … , N     



(1)




where    p i   ( t )  ,  v i   ( t )  ,  u i   ( t )  ∈  R 3    represent the ith drone’s position, velocity, and control input.    k i  ∈ R   represents the uncertain damping ratio and is expressed as    k i  =  k  i  *  +  w i   , where    k  i  *  ∈ R   is the nominal value and    w i  ∈ R   is the uncertainty. The existence of the uncertain part   w i   is due to environment uncertainties, such as the variation in wind resistance effects. For   i = 1 , … , N  , let    x i   ( t )  = col   p i   ( t )  ,  v i   ( t )    . Thus, (1) can be reformulated as


       x ˙  i   ( t )      =      0   1     0    −  k i       ⊗  I 3    x i   ( t )  +      0     1     ⊗  I 3    u i   ( t )  ≜  A i   x i   ( t )  +  B i   u i   ( t )         p i   ( t )      =      1   0     ⊗  I 3    x i   ( t )  ≜  C i   x i   ( t )  .     



(2)




Additionally, let the nominal component of the system matrix   A i   be defined as    A  i  o  =     0   1     0    −  k  i  *       ⊗  I 3   .



The position of the moving target    r 0   ( t )  ∈  R 3    is described by


   r 0   ( t )  =  α n   t n  + ⋯ +  α 1  t +  α 0  ,  



(3)




where for   i = 0 , 1 , … , n  ,    α i  ∈  R 3    are the coefficient vectors. In this paper, it is considered the case that the coefficient vectors   α i   are fully unknown, whereas the order n is known. On the one hand, polynomial functions can approximate most common trajectories for moving targets in the real world, and on the other hand, they can be generated in a neat way by the following deterministic linear time-invariant system, even with parametric uncertainties:


       v ˙  0   ( t )      = Υ  v 0   ( t )         r 0   ( t )      = Π  v 0   ( t )      



(4)




where    v 0   ( t )  ∈  R  3 ( n + 1 )    , and


  Υ =      0  n × 1      I n      0    0  1 × n       ⊗  I 3  ,  Π =     1    0  1 × n       ⊗  I 3  .  








Clearly,   Π , Υ   is observable, and thus, the following algebraic Riccati equation


  Θ  Υ T  + Υ Θ − Θ  Π T  Π Θ +  I  3 ( n + 1 )   = 0  



(5)




admits a unique positive definite solution   Θ > 0  .



The communication network for all the drones of (1) is described by a digraph   G = ( V , E )  , where   V = { 1 , … , N }  , with node i standing for the ith drone, and   E = { ( i , j )  |  i , j ∈ V , i ≠ j }  , indicating that there is a directed edge from the ith drone to the jth drone if the jth drone can receive information from the ith drone. Let the weighted adjacency matrix of  G  be   A =   a  i j    ∈  R  N × N    , and the Laplacian of  G  be  L . In this paper, drones cannot obtain their absolute positions due to location denial but can obtain their positions relative to their neighboring drones and the target. Depending on whether the drones can acquire their position relative to the target, they are categorized into two groups, without loss of generality:   M =  1 , 2 , … , M    and   N =  M + 1 , M + 2 , … , N   . Only the drones in the set of  N  can acquire their position relative to the target, while others, belonging to the set of  M , cannot. To illustrate this situation, an example is provided by Figure 1. In this example,   M =  1 , 2 , 3 , 4   ,   N =  5   . To achieve a target pursuit, it must hold that   N ≠ ∅  . Regarding the communication network, the following two standard and necessary assumptions are made in this paper.



Assumption 1.

The digraph  G  contains a spanning tree.





Assumption 2.

For every   j ∈ M  , there exists at least one node i of  N , such that node j is reachable from node i.





Assumption 1 is made so that the whole drone swarm can achieve relative positioning, which will be seen shortly, yet subject to some common unknown bias, and Assumption 2 is to guarantee that the position relative to the target can finally be obtained by the drones that cannot acquire such information directly, through dynamic cooperative estimation over the communication network. Partition the Laplacian matrix  L  as described below:


  L =      L 1     L 2       L 3     L 4       








where    L 1  ∈  R  M × M    ,    L 2  ∈  R  M × ( N − M )    ,    L 3  ∈  R  ( N − M ) × M    ,    L 4  ∈  R  ( N − M ) × ( N − M )    . Then, under Assumption 2, the lemma stated below is valid.



Lemma 1

(Lemma 1 of [75]). Under Assumption 2, the real parts of all eigenvalues of   L 1   are positive.





For   i = 1 , … , N  , the flexible-configuration formation is specified by the local formation vector    r  f i    ( t )   , which is produced by the local bias system described below:


       h ˙  i   ( t )      =  Φ i   h i   ( t )         r  f i    ( t )      =  ϕ i   h i   ( t )      



(6)




where    h i   ( t )  ∈  R  n i    ,    r  f i    ( t )  ∈  R 3   , and   Φ i  ,   ϕ i   are constant matrices. Without loss of generality, the eigenvalues of   Φ i   are assumed to have non-negative real parts.



Then, for each drone, the desired trajectory    p  r i    ( t )  ∈  R 3    is defined as follows:


   p  r i    ( t )  =  r 0   ( t )  +  r  f i    ( t )  ,  



(7)




Consequently, the trajectory tracking error    e i   ( t )  ∈  R 3    would be


   e i   ( t )  =  p i   ( t )  −  r 0   ( t )  −  r  f i    ( t )  .  



(8)







Next, the robust cooperative formation pursuit problem addressed in this paper can be stated below.



Problem 1.

Given the uncertain second-order drone system (2), the moving target system (4), the local bias system (6), and the communication digraph  G , a local IMC law    u i   ( t )    is designed that utilizes only relative positions, such that there exists   W ⊆ R  , where, for any    w i  ∈ W  , the closed-loop system is asymptotically stable regardless of the initial condition, and for each drone


    lim  t → ∞    e i   ( t )  = 0   



(9)










3. Main Results


Here, a robust cooperative control protocol is synthesized to achieve formation pursuit, which comprises three key components, namely, the pseudo drone position estimator, the pseudo target position estimator, and the local IMC law. The detailed design and analysis are given as follows.



3.1. Pseudo Drone Position Estimator


For each drone, the pseudo drone position estimator is specified below:


       η ˙  i   ( t )      =  v i   ( t )  +  μ η   ∑  j = 1  N   a  i j     η j   ( t )  −  η i   ( t )  −  p  j i    ( t )          p  j i    ( t )      =  p j   ( t )  −  p i   ( t )  ,  i = 1 , … , N     



(10)




where    μ η  > 0  . Note that the pseudo drone position estimator (10) depends only on the relative position for each neighboring pair of drones.



Let     η ¯  i   ( t )  =  η i   ( t )  −  p i   ( t )   , and then it follows that


        η ¯  ˙  i   ( t )      =   η ˙  i   ( t )  −   p ˙  i   ( t )           =  v i   ( t )  +  μ η   ∑  j = 1  N   a  i j     η j   ( t )  −  η i   ( t )  −  p  j i    ( t )   −  v i   ( t )           =  μ η   ∑  j = 1  N   a  i j     η j   ( t )  −  η i   ( t )  −  (  p j   ( t )  −  p i   ( t )  )            =  μ η   ∑  j = 1  N   a  i j      η ¯  j   ( t )  −   η ¯  i   ( t )   .     



(11)




Furthermore, define    η ¯   ( t )  = col    η ¯  1   ( t )  , … ,   η ¯  N   ( t )    , and it can be deduced that


    η ¯  ˙   ( t )  = −  μ η   L ⊗  I 3    η ¯   ( t )  .  



(12)







Then, by Example 2.1 of [51], the subsequent result is obtained.



Lemma 2.

Given system (12), assuming that Assumption 1 is met, an unknown constant vector    η  c  *  ∈  R 3    can be found such that for   i = 1 , … , N  ,


    lim  t → ∞     η ¯  i   ( t )  =  η  c  *  .   



(13)









For   i = 1 , … , N  , let     p ^  i   ( t )  =  p i   ( t )  +  η  c  *   ,     η ˜  i   ( t )  =  η i   ( t )  −   p ^  i   ( t )   . Thus, the result of (13) indicates that    lim  t → ∞     η ˜  i   ( t )  =  lim  t → ∞    (  η i   ( t )  −   p ^  i   ( t )  )  = 0  . Note that     p ^  i   ( t )    is made up of two parts, namely, the absolute position of the ith drone    p i   ( t )   , and some unknown constant vector   η  c  *  , which is the same for all the drones. In this sense,     p ^  i   ( t )    is referred to as the pseudo drone position, while    η i   ( t )    is called the pseudo drone position estimator for the ith drone.




3.2. Pseudo Target Position Estimator


Next, we define     r ^  0   ( t )  =  r 0   ( t )  +  η  c  *   , i.e.,


       r ^  0   ( t )  =  α n   t n  + ⋯ +  α 1  t +  α 0  +  η  c  *  .     



(14)




Note that     r ^  0   ( t )    has the same structure as    r 0   ( t )   . Therefore,     r ^  0   ( t )    is capable of being generated through


        v ^  ˙  0   ( t )      = Υ   v ^  0   ( t )          r ^  0   ( t )      = Π   v ^  0   ( t )      



(15)




where     v ^  0   ( t )  ∈  R  3 ( n + 1 )     is the state variable of the system (15). In what follows, we call     r ^  0   ( t )    the pseudo target position, and it is shown below in two steps how to recover     r ^  0   ( t )    for each drone.



Step 1: Note that for   i ∈ N  ,    p i   ( t )  −  r 0   ( t )    is accessible. Then, for   i ∈ N  , let


    r ^  i   ( t )  =  η i   ( t )  −  (  p i   ( t )  −  r 0   ( t )  )  =  η i   ( t )  −  p i   ( t )  +  r 0   ( t )   



(16)




which is available. Letting     r ˜  i   ( t )  =   r ^  i   ( t )  −   r ^  0   ( t )    for   i ∈ N  , by Lemma 2, it is concluded that


      lim  t → ∞     r ˜  i   ( t )      =  lim  t → ∞    (  η i   ( t )  −  p i   ( t )  +  r 0   ( t )  −  r 0   ( t )  −  η  c  *  )  =  lim  t → ∞    (   η ¯  i   ( t )  −  η  c  *  )  = 0 .     



(17)




That is,     r ^  i   ( t )    defined by (16) functions as the pseudo target position estimator for the drones belonging to the set of  N .



Step 2: For   i ∈ M  , we define


       ϑ ˙  i   ( t )      = Υ  ϑ i   ( t )  +  μ ϑ  F  ∑  j = 1  N   a  i j      r ^  j   ( t )  −   r ^  i   ( t )           r ^  i   ( t )      = Π  ϑ i   ( t )      



(18)




where    ϑ i   ( t )  ∈  R  3 ( n + 1 )    ,   F = Θ  Π T   ,    μ ϑ  > 0  . Letting     r ˜  i   ( t )  =   r ^  i   ( t )  −   r ^  0   ( t )    for   i ∈ M  , the subsequent result is obtained.



Lemma 3.

Given systems (15) and (18), assuming that Assumption 2 is met, if    μ ϑ  >   δ ̲    L 1    − 1    , then, for any system initial condition, it holds that


    lim  t → ∞     r ˜  i   ( t )  = 0 ,  i ∈ M .   



(19)









Proof. 

For   i ∈ M  , define     ϑ ˜  i   ( t )  =  ϑ i   ( t )  −   v ^  0   ( t )   . Thus, according to (18), we obtain


        ϑ ˜  ˙  i   ( t )      = Υ  ϑ i   ( t )  +  μ ϑ  F Π  ∑  j ∈ M    a  i j     ϑ j   ( t )  −  ϑ i   ( t )   +  μ ϑ  F  ∑  k ∈ N    a  i k      r ^  k   ( t )  − Π  ϑ i   ( t )   − Υ   v ^  0   ( t )           = Υ   ϑ ˜  i   ( t )  +  μ ϑ  F Π  ∑  j ∈ M    a  i j      ϑ ˜  j   ( t )  −   ϑ ˜  i   ( t )   +  μ ϑ  F  ∑  k ∈ N    a  i k      r ^  k   ( t )  − Π  (   ϑ ˜  i   ( t )  +   v ^  0   ( t )  )            = Υ   ϑ ˜  i   ( t )  +  μ ϑ  F Π  ∑  j ∈ M    a  i j      ϑ ˜  j   ( t )  −   ϑ ˜  i   ( t )   −  μ ϑ  F Π  ∑  k ∈ N    a  i k     ϑ ˜  i   ( t )           +  μ ϑ  F  ∑  k ∈ N    a  i k      r ^  k   ( t )  − Π   v ^  0   ( t )            = Υ   ϑ ˜  i   ( t )  +  μ ϑ  F Π  ∑  j ∈ M    a  i j      ϑ ˜  j   ( t )  −   ϑ ˜  i   ( t )   −  μ ϑ  F Π  ∑  k ∈ N    a  i k     ϑ ˜  i   ( t )           +  μ ϑ  F  ∑  k ∈ N    a  i k      r ^  k   ( t )  −   r ^  0   ( t )            = Υ   ϑ ˜  i   ( t )  +  μ ϑ  F Π  ∑  j ∈ M    a  i j      ϑ ˜  j   ( t )  −   ϑ ˜  i   ( t )   −  μ ϑ  F Π  ∑  k ∈ N    a  i k     ϑ ˜  i   ( t )  +  μ ϑ  F  ∑  k ∈ N    a  i k     r ˜  k   ( t )  .     



(20)




Let     ϑ ˜  M   ( t )  = col    ϑ ˜  1   ( t )  , … ,   ϑ ˜  M   ( t )    ,     r ˜  N   ( t )  = col    r ˜   M + 1    ( t )  , … ,   r ˜  N   ( t )    . Thus, we obtain


        ϑ ˜  ˙  M   ( t )      =   I M  ⊗ Υ −  μ ϑ    L 1  ⊗ F Π     ϑ ˜  M   ( t )  −  μ ϑ   (  L 2  ⊗ F )    r ˜  N   ( t )  .     



(21)




By Lemma 1, under Assumption 2,     δ ̲   L 1   > 0  . Consequently, according to Lemma 2.1 of [76], the system matrix    I M  ⊗ Υ −  μ ϑ    L 1  ⊗ F Π    of the closed-loop system is Hurwitz provided    μ ϑ  >   δ ̲    L 1    − 1    . As stated in (17),     r ˜  N   ( t )    will approach zero asymptotically. Thus, by Lemma 2.7 of [51],    lim  t → ∞     ϑ ˜  i   ( t )  = 0   for   i ∈ M  , which, in turn, means that    lim  t → ∞     r ˜  i   ( t )  =  lim  t → ∞   Π   ϑ ˜  i   ( t )  = 0  , thereby completing the proof. □





From Lemma 3, we can see that    ϑ i   ( t )    is the estimate of     v ^  0   ( t )   , and     r ^  i   ( t )    is the estimate of     r ^  0   ( t )   . That is,     r ^  i   ( t )    defined by (18) functions as the pseudo target position estimator for the drones belonging to the set of  M .




3.3. Local IMC Law


Initially, we propose a virtual tracking error     e ^  i   ( t )    for each drone as follows:


    e ^  i   ( t )  =       η i   ( t )  −   r ^  i   ( t )  −  r  f i    ( t )       if  i ∈ M        e i   ( t )       if  i ∈ N       



(22)







For   i = 1 , … , N  , the desired trajectory    p  r i    ( t )    is obtainable from the equivalent virtual leader model shown below:


       ϖ ˙  i   ( t )      =  Υ i   ϖ i   ( t )         p  r i    ( t )      =  Π i   ϖ i   ( t )      



(23)




where    ϖ i   ( t )  ∈  R   n i  + 3  ( n + 1 )     ,    ϖ i   ( 0 )  = col   h i   ( 0 )  ,  v 0   ( 0 )    ,    Υ i  = D   Φ i  , Υ   ,    Π i  =   ϕ i   Π   . Since all elements in   ℜ ( σ ( Υ ) )   are zero and all elements in   ℜ ( σ  (  Φ i  )  )   are assumed to be non-negative, none of the elements in   ℜ ( σ  (  Υ i  )  )   are negative.



Assume that the minimal polynomial of   Υ i   is as follows:


   q   Υ i   m   ( λ )  =  λ  n  m i    +  α  i 1    λ   n  m i   − 1   + ⋯ +  α  i   n  m i   − 1    λ +  α  i  n  m i     .  



(24)







Let


      g  i 1   =         0   1   ⋯   0     0   0   ⋯   0     ⋮   ⋮   ⋮   ⋮     0   0   ⋯   1      −  α  i  n  m i         −  α  i   n  m i   − 1       ⋯    −  α  i 1        ,  g  i 2   =        0     0     ⋮     0     1        



(25)




and


      G  i 1   =  I 3  ⊗  g  i 1   ,  G  i 2   =  I 3  ⊗  g  i 2   .     



(26)




Then,    g  i 1   ,  g  i 2     is controllable. Additionally, the characteristic polynomial of   g  i 1    takes the form


   q   g  i 1    c   ( λ )  =  λ  n  m i    +  α  i 1    λ   n  m i   − 1   + ⋯ +  α  i   n  m i   − 1    λ +  α  i  n  m i     =  q   Υ i   m   ( λ )  .  



(27)




Since    q   Υ i   m   ( λ )    divides    q   g  i 1    c   ( λ )   , according to Remark 1.23 of [77],    G  i 1   ,  G  i 2     contains an internal model with three copies of   Υ i  . Additionally, for each   λ ∈ C  ,


  rank        A i o  − λ  I 6      B i       C i    0      = rank       − λ    1   0     0    −  k i *  − λ    1     1   0   0     ⊗  I 3   = 9 .  



(28)




Thus, for   i = 1 , … , N  , since   (  A  i  o  ,  B i  )   is controllable, by Lemma 1.26 of [77], there exists    K i  =      K  i 1      K  i 2         such that        A  i  o    0       G  i 2    C i      G  i 1       +      B i      0      K i    is Hurwitz. On the other hand, since   (  C i  ,  A  i  o  )   is observable, there exists   L i   such that    A  i  o  −  L i   C i    is Hurwitz. Now, we design the following local internal model control law:


      u i   ( t )      =  K i   z i   ( t )          z ˙  i   ( t )      =       A  i  o  +  B i   K  i 1   −  L i   C i       B i   K  i 2        0    G  i 1        z i   ( t )  +      L i       G  i 2         e ^  i   ( t )  .     



(29)








3.4. Stability Analysis


Theorem 1.

Given systems (2), (4), (6), assuming that Assumptions 1 and 2 are met, Problem 1 can be solved using the control law defined by (10), (18), (22), and (29).





Proof. 

Define


       A ¯   c i  o  ≜            A  i  o      B i   K  i 1        B i   K  i 2          L i   C i       A  i  o  +  B i   K  i 1   −  L i   C i       B i   K  i 2          G  i 2    C i     0    G  i 1          



(30)




Let    T i  =      I 6     −  I 6      0  6 × 3  n  m i          0  6 × 6      I 6     0  6 × 3  n  m i          0  3  n  m i   × 6      0  3  n  m i   × 6      I  3  n  m i           and    T  i   − 1   =      I 6     I 6     0  6 × 3  n  m i          0  6 × 6      I 6     0  6 × 3  n  m i          0  3  n  m i   × 6      0  3  n  m i   × 6      I  3  n  m i          ; then, we have


      T i    A ¯   c i  o   T  i   − 1   =       A  i  o  −  L i   C i     0   0       L i   C i       A  i  o  +  B i   K  i 1        B i   K  i 2          G  i 2    C i       G  i 2    C i      G  i 1       .     



(31)




Since    A  i  o  −  L i   C i    and        A  i  o  +  B i   K  i 1        B i   K  i 2          G  i 2    C i      G  i 1        are Hurwitz,    A ¯   c i  o   is also Hurwitz. As a result, there exists   W ⊆ R   where, for any    w i  ∈ W  ,


    A ¯   c i   ≜      A i      B i   K  i 1        B i   K  i 2          L i   C i       A i  +  B i   K  i 1   −  L i   C i       B i   K  i 2          G  i 2    C i     0    G  i 1        



(32)




is Hurwitz.



Since    G  i 1   ,  G  i 2     contains an internal model with three copies of   Υ i   and     δ ̲  Υ  ≥ 0  , according to Lemma 1.27 of [77], for any   Π i  , the equations provided


      X i   Υ i  =      A i   X i  +  B i   K i   Z i         Z i   Υ i  =            A  i  o  +  B i   K  i 1   −  L i   C i       B i   K  i 2        0    G  i 1        Z i   +      L i       G  i 2         C i   X i  −  Π i       



(33)




admit a unique solution   X i   and   Z i  . Additionally,    X i  ,  Z i    complies with


  0 =  C i   X i  −  Π i  .  



(34)







Combining (2) and (29) gives


       x ˙  i   ( t )  =      A i   x i   ( t )  +  B i   K i   z i   ( t )  .     



(35)







For   i ∈ M  ,


       z ˙  i   ( t )  =            A  i  o  +  B i   K  i 1   −  L i   C i       B i   K  i 2        0    G  i 1        z i   ( t )   +      L i       G  i 2         η i   ( t )  −   r ^  i   ( t )  −  r  f i    ( t )        =           A  i  o  +  B i   K  i 1   −  L i   C i       B i   K  i 2        0    G  i 1        z i   ( t )   +      L i       G  i 2         C i   x i   ( t )  −  Π i   ϖ i   ( t )          +      L i       G  i 2         η ˜  i   ( t )  −      L i       G  i 2         r ˜  i   ( t )  .     



(36)







For   i ∈ N  ,


       z ˙  i   ( t )  =            A  i  o  +  B i   K  i 1   −  L i   C i       B i   K  i 2        0    G  i 1        z i   ( t )   +      L i       G  i 2         p i   ( t )  −  r 0   ( t )  −  r  f i    ( t )        =           A  i  o  +  B i   K  i 1   −  L i   C i       B i   K  i 2        0    G  i 1        z i   ( t )   +      L i       G  i 2         C i   x i   ( t )  −  Π i   ϖ i   ( t )   .     



(37)







Let     x ¯  i   ( t )  =  x i   ( t )  −  X i   ϖ i   ( t )   ,     z ¯  i   ( t )  =  z i   ( t )  −  Z i   ϖ i   ( t )   . By (33), it is obtained that


        x ¯  ˙  i   ( t )  =  A i   x i   ( t )  +  B i   K i   z i   ( t )  −  X i   Υ i   ϖ i   ( t )  =  A i    x ¯  i   ( t )  +  B i   K i    z ¯  i   ( t )  .     



(38)







For   i ∈ M  ,


        z ¯  ˙  i   ( t )  =            A  i  o  +  B i   K  i 1   −  L i   C i       B i   K  i 2        0    G  i 1        z i   ( t )   +      L i       G  i 2         C i   x i   ( t )  −  Π i   ϖ i   ( t )   −  Z i   Υ i   ϖ i   ( t )         +      L i       G  i 2         η ˜  i   ( t )  −      L i       G  i 2         r ˜  i   ( t )       =           A  i  o  +  B i   K  i 1   −  L i   C i       B i   K  i 2        0    G  i 1         z ¯  i   ( t )   +      L i       G  i 2        C i    x ¯  i   ( t )  +      L i       G  i 2         η ˜  i   ( t )  −      L i       G  i 2         r ˜  i   ( t )  .     



(39)







Define     δ ¯  i   ( t )  = col    x ¯  i   ( t )  ,   z ¯  i   ( t )    . It follows that


        δ ¯  ˙  i   ( t )  =          A i      B i   K  i 1        B i   K  i 2          L i   C i       A  i  o  +  B i   K  i 1   −  L i   C i       B i   K  i 2          G  i 2    C i     0    G  i 1         δ ¯  i   ( t )  +     0      L i       G  i 2         η ˜  i   ( t )  −     0      L i       G  i 2         r ˜  i   ( t )       =      A ¯   c i     δ ¯  i   ( t )  +     0      L i       G  i 2         η ˜  i   ( t )  −     0      L i       G  i 2         r ˜  i   ( t )      



(40)







Since for all    w i  ∈ W  , the matrix    A ¯   c i    is Hurwitz, and for each   i ∈ M  ,    lim  t → ∞     η ˜  i   ( t )  = 0   and    lim  t → ∞     r ˜  i   ( t )  = 0  , we can deduce, according to Lemma 2.7 of [51], that    lim  t → ∞     δ ¯  i   ( t )  = 0  . Therefore,    lim  t → ∞     x ¯  i   ( t )  = 0  , and    lim  t → ∞     z ¯  i   ( t )  = 0  .



For   i ∈ N  ,


        z ¯  ˙  i   ( t )  =            A  i  o  +  B i   K  i 1   −  L i   C i       B i   K  i 2        0    G  i 1        z i   ( t )   +      L i       G  i 2         C i   x i   ( t )  − Π  ϖ i   ( t )   −  Z i   Υ i   ϖ i   ( t )       =           A  i  o  +  B i   K  i 1   −  L i   C i       B i   K  i 2        0    G  i 1         z ¯  i   ( t )   +      L i       G  i 2        C i    x ¯  i   ( t )  .     



(41)




Similarly, by defining     δ ¯  i   ( t )  = col    x ¯  i   ( t )  ,   z ¯  i   ( t )    , we obtain that


        δ ¯  ˙  i   ( t )  =          A i      B i   K  i 1        B i   K  i 2          L i   C i       A  i  o  +  B i   K  i 1   −  L i   C i       B i   K  i 2          G  i 2    C i     0    G  i 1         δ ¯  i   ( t )  =   A ¯   c i     δ ¯  i   ( t )  .     



(42)




Since for all    w i  ∈ W  , the matrix    A ¯   c i    is Hurwitz, it follows that    lim  t → ∞     δ ¯  i   ( t )  = 0  . Therefore,    lim  t → ∞     x ¯  i   ( t )  = 0   and    lim  t → ∞     z ¯  i   ( t )  = 0  .



Moreover, for   i = 1 , … , N  , by (34), it is obtained that


      e i   ( t )      =  p i   ( t )  −  r 0   ( t )  −  r  f i    ( t )           =  C i   x i   ( t )  −  Π i   ϖ i   ( t )           =  C i    x ¯  i   ( t )  +   C i   X i  −  Π i    ϖ i   ( t )           =  C i    x ¯  i   ( t )  .     



(43)




This concludes that    lim  t → ∞    e i   ( t )  = 0  , thereby completing the proof. □







4. Simulations


Here, the effectiveness of the proposed control protocol is demonstrated through numerical simulation and UAV flight control HIL simulation. Consider a drone swarm with   N = 4  . The nominal values and uncertain values of the damping ratios in (1) are set to be    k  1  *  = 1  ,    k  2  *  = 2  ,    k  3  *  = 3  ,    k  4  *  = 4  , and    w 1  = − 0.5  ,    w 2  = − 0.5  ,    w 3  = − 0.5  ,    w 4  = − 0.5  , respectively. Figure 2 illustrates the communication digraph  G , with node 0 denoting the target and node i denoting the ith drone. It is straightforward to confirm that both Assumptions 1 and 2 are fulfilled.



The position of the moving target is given by


   r 0   ( t )  =     100      10 t      300      








which can be generated by (4) with


  Υ =     0   1     0   0     ⊗  I 3  ,  Π =     1   0     ⊗  I 3   








and    v 0   ( 0 )  = col  ( 100 , 0 , 300 , 0 , 10 , 0 )   .



The local formation vectors are given by


      r  f 1    ( t )  =      100 cos  0.5 t −    3 π  2         0      100 sin  0.5 t −    3 π  2         ,      r  f 2    ( t )  =      100 cos ( 0.5 t − π )      0      100 sin ( 0.5 t − π )             r  f 3    ( t )  =      100 cos  0.5 t −   π 2         0      100 sin  0.5 t −   π 2         ,      r  f 4    ( t )  =      100 cos ( 0.5 t )      0      100 sin ( 0.5 t )          








which can be generated by the local bias system (6) with


   Φ i  =     0   0    − 0.5      0   0   0      0.5    0   0     ,   ϕ i  =  I 3   








and    h 1   ( 0 )  = col  0 , 0 , 100   ,    h 2   ( 0 )  = col  − 100 , 0 , 0   ,    h 3   ( 0 )  = col  0 , 0 , − 100   ,    h 4   ( 0 )  = col  100 , 0 , 0   .



Let the gain of the pseudo drone position estimator (10) be    μ η  = 3  . For the communication digraph  G ,    L 1  =     2   0    − 1      0   1   0     0    − 1    1      , and thus,     δ ̲    L 1    − 1   = 1  . Therefore, let the gain of the pseudo target position estimator (18) be    μ ϑ  = 20  , which satisfies    μ ϑ  >   δ ̲    L 1    − 1    . For the internal model control law (29), let   K i   be such that the poles of        A  i  o    0       G  i 2    C i      G  i 1       +      B i      0      K i    are   [ − 0.5 , − 0.6 , − 0.7 , − 0.8 , − 0.9 , − 1 , − 1.1 , − 1.2 , − 1.3 , − 1.4 , − 1.5 , − 1.6 , − 1.7 , − 1.8 , − 1.9 , − 2 , − 2.1 , − 2.2 ]  , and   L i   be such that the poles of    A  i  o  −  L i   C i    are   [ − 1 , − 2 , − 2.5 , − 3 , − 3.5 , − 4 ]  . Moreover, let


       G  i 1   =  I 3  ⊗     0   1   0   0     0   0   1   0     0   0   0   1     0   0    − 0.25    0     ,   G  i 2   =  I 3  ⊗     0     0     0     1         .  











The initial positions and the initial velocities of the drones are set to be    p 1   ( 0 )  = col  ( 0 , 0 , 350 )   ,    p 2   ( 0 )  = col  ( 97 , 0 , 154 )   ,    p 3   ( 0 )  = col  ( − 15 , 0 , 200 )   ,    p 4   ( 0 )  = col  ( 80 , 0 , 350 )   ,    v 1   ( 0 )  = col  ( 0 , 0 , 0 )   ,    v 2   ( 0 )  = col  ( 0 , 0 , 0 )   ,    v 3   ( 0 )  = col  ( 0 , 0 , 0 )   ,    v 4   ( 0 )  = col  ( 0 , 0 , 0 )   , respectively. Moreover, it is assumed that, for   i = 1 , … , 4  ,    η i   ( 0 )  = 0  ,    z i   ( 0 )  = 0  , and for   i = 2 , … , 4  ,    ϑ i   ( 0 )  = 0  .



4.1. Numerical Simulation


We performed the numerical simulation on the MATLAB platform. The results of the simulation are shown in Figure 3, Figure 4, and Figure 5b. Specifically, Figure 3 illustrates the control inputs of the four drones in each dimension at each moment. Figure 4 illustrates the three-dimensional trajectories of the drones and the target. Finally, Figure 5b illustrates the tracking error of each drone in each dimension, demonstrating that the tracking error of each drone eventually converges to zero as required by the control objective (9).



In order to better demonstrate the superiority of the proposed robust cooperative protocol, we compare the modified feedforward non-robust control method in [66] with the control protocol proposed in this paper. Figure 2 is still used as the communication digraph  G . The simulation results of the modified feedforward non-robust control method based on [66] are shown in Figure 6, where Figure 6a,b depict the tracking error for each drone when the damping ratio in (1) excludes and includes, respectively, the uncertainty part   w i  . It can be seen that the control method is effective when there are no system uncertain parameters, but when there are uncertainties in the system parameters, the tracking error of each drone cannot converge to zero, which shows that the method is not robust. When the robust cooperative control protocol proposed in this paper is adopted, the simulation results are shown in Figure 5. It can be seen that the control protocol can well achieve the pursuit of the target regardless of whether there are system parameters, which reflects the superiority of the proposed control protocol.



The numerical simulation results show that the proposed robust cooperative control protocol has excellent performance in solving the drone swarm pursuit problem with the moving object through the pseudo drone position estimator, the pseudo target position estimator, and a local internal model control law. The control system exhibits rapid response and good error convergence performance, underscoring its capability in handling uncertainty and adapting to the target trajectory.




4.2. UAV Flight Control HIL Simulation


Besides the pure numerical simulation, we further conducted a simulation on the Links-RT UAV flight control HIL simulation platform, which is an experimental method that integrates the PX4 flight control board into the simulation loop. The UAV flight control HIL simulation platform is capable of simulating the dynamics of the aircraft.



4.2.1. Discretization of the Control Law


As the PX4 flight control board uses discrete-time signals for processing and control, it is necessary to discretize the control law. Let the sampling time be   T = 0.01   s. Then, for   i = 1 , ⋯ , N  , the pseudo drone position estimator (10) can be discretized in the following form:


      η i   ( k + 1 )      =  η i   ( k )  + T  v i   ( k )  + T  μ η   ∑  j = 1  N   a  i j     η j   ( k )  −  η i   ( k )  −  p  j i    ( k )          p  j i    ( k )      =  p j   ( k )  −  p i   ( k )  .     



(44)




For   i ∈ M  , the pseudo target position estimator (18) can be discretized in the following form:


      ϑ i   ( k + 1 )      =  ϑ i   ( k )  + T Υ  ϑ i   ( k )  + T  μ ϑ  F  ∑  j = 1  N   a  i j     ℘ j   ( k )  −  ℘ i   ( k )          ℘ i   ( k )      = Π  ϑ i   ( k )  .     



(45)




In addition, for   i = 1 , … , N  , the internal model control law (29) can be discretized using the zero-order hold method in the following form:


      u i   ( k )      =  K i   z i   ( k )         z i   ( k + 1 )      =  G  i 1  d   z i   ( k )  +  G  i 2  d    e ^  i   ( k )      



(46)




where   G  i 1  d   and   G  i 2  d   are constant matrices after discretization.




4.2.2. UAV Flight Control HIL Simulation Setup


The Links-RT UAV flight control HIL simulation platform is shown in Figure 7. Based on this platform, we established the simulation architecture shown in Figure 8. We use  τ  to represent the system timestamp, which records the sampling time point for each data point. Figure 9 presents the control inputs of the four drones in each dimension at each moment. Figure 10 illustrates the tracking error of each drone in each dimension. Figure 11 illustrates the position information of the drones during the entire simulation process. The simulation results demonstrate that the proposed robust cooperative control protocol effectively addresses the formation pursuit problem.



The results of the HIL simulation show that the proposed control protocol also exhibits good stability and reliability in a HIL environment that is closer to the actual flight control system, further verifying the potential of the proposed control protocol in practical applications.






5. Conclusions


This paper addresses the problem of a swarm of second-order drones with uncertain parameters cooperating to pursue a moving target in a flexible formation. The proposed distributed control protocol synthesizes a pseudo drone position estimator, a pseudo target position estimator, and a local internal model approach, where the pseudo drone position estimator and the pseudo target position estimator are used to estimate the positions of each drone and the target, respectively, both subject to a common unknown constant deviation. By calculating the difference between these estimates, each drone can obtain its relative position with respect to the target. This capability allows for the development of a local IMC strategy to overcome constraints such as the absence of communication between drones and the target, unavailability of absolute positions for the drones, and uncertain system parameters. The numerical simulation result and UAV flight control HIL simulation result demonstrate the effectiveness of the proposed control protocol. However, this protocol is currently only applicable to fixed communication network topologies with reliable communication. In the future, the switching of communication network topologies with unreliable communication requires further research.
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Figure 1. An example of two types of drones. Node 0 represents the moving target. Node 5 represents the drone that can measure its position relative to the target, and nodes   i , i = 1 , … , 4   represent the drones that cannot. 
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Figure 2. The communication digraph  G . In this digraph, node 0 denotes the target and node i denotes the ith drone. Only drone #1 can obtain its position relative to the target. 
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Figure 3. The control input of each drone. 
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Figure 4. The trajectories of the drones and the target. 
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Figure 5. Tracking error of each drone using the control protocol proposed in this paper. 






Figure 5. Tracking error of each drone using the control protocol proposed in this paper.



[image: Drones 08 00455 g005]







[image: Drones 08 00455 g006] 





Figure 6. Tracking error of each drone using the control method in [66]. 
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Figure 7. The Links-RT UAV flight control HIL simulation platform. 
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Figure 8. Architecture of the UAV flight control HIL simulation platform. 
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Figure 9. The control input of each drone. 
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Figure 10. The tracking error of each drone. 
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Figure 11. Trajectories of the drones. 
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Table 1. Classic drone operation algorithms.
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	Algorithm
	Characteristic





	PID [28,29]
	Simple, widely used, relies on precise tuning



	LQR [30,31]
	Optimal control, minimizes a quadratic cost function, suitable for linear systems



	Model predictive control [32,33,34]
	Predictive, optimization-based, robust, real-time, handles constraints



	Adaptive control [35,36]
	Adjusts parameters in real time, handles system uncertainties



	Robust control [37,38,39]
	Ensures stability under uncertainties, strong disturbance rejection



	Feedback linearization [40,41]
	Transforms nonlinear system into linear ones, precise control, requires an accurate model



	Intelligent control [42,43,44]
	Uses AI techniques, adaptive, handles complex and uncertain environments



	Active disturbance rejection control [45,46,47]
	Strong disturbance rejection, model-free, robust to uncertainties



	Sliding-mode control [48,49,50]
	High robustness, good disturbance rejection, may cause chattering
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