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Abstract

:

Unmanned aerial vehicles (UAVs) are now widely preferred systems that are capable of rapid mapping and generating topographic models with relatively high positional accuracy. Since the integrated GNSS receivers of UAVs do not allow for sufficiently accurate outcomes either horizontally or vertically, a conventional method is to use ground control points (GCPs) to perform bundle block adjustment (BBA) of the outcomes. Since the number of GCPs to be installed limits the process in UAV operations, there is an important research question whether the precise point positioning (PPP) method can be an alternative when the real-time kinematic (RTK), network RTK, and post-process kinematic (PPK) techniques cannot be used to measure GCPs. This study introduces a novel approach using precise point positioning with ambiguity resolution (PPP-AR) for ground control point (GCP) positioning in UAV photogrammetry. For this purpose, the results are evaluated by comparing the horizontal and vertical coordinates obtained from the 24 h GNSS sessions of six calibration pillars in the field and the horizontal length differences obtained by electronic distance measurement (EDM). Bartlett’s test is applied to statistically determine the accuracy of the results. The results indicate that the coordinates obtained from a two-hour PPP-AR session show no significant difference from those acquired in a 30 min session, demonstrating PPP-AR to be a viable alternative for GCP positioning. Therefore, the PPP technique can be used for the BBA of GCPs to be established for UAVs in large-scale map generation. However, the number of GCPs to be selected should be four or more, which should be homogeneously distributed over the study area.
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1. Introduction


Nowadays, unmanned aerial vehicles (UAVs) are frequently preferred for generating photogrammetric outcomes. One of the reasons for this is their ability to quickly generate topographic models of large areas with relatively high spatial accuracy [1,2]. Their ability to quickly generate topographic models of large areas with relatively high spatial accuracy is one of the reasons why they are preferred [1,2]. Topographic models can be categorized as the digital elevation model (DEM), digital terrain model (DTM) and digital surface model (DSM). In addition to these, outcomes prepared by performing classical geodetic surveys (3D drawing, mapping, etc.) can also be generated faster and easier with UAVs [3,4,5]. In addition to the advantages of UAVs, such as the speed, convenience, and the ability to access places that are not accessible to humans from the air, they also have disadvantages, such as being affected by atmospheric conditions and being unable to generate accuracy below the cm level. Improving the positional accuracy of the outcomes generated by UAVs is also an important research topic.



The integrated global navigation satellite system (GNSS) receivers of UAVs make it impossible to obtain a spatially accurate outcome, neither horizontally nor vertically [6,7]. The most commonly used technique for bundle block adjustment (BBA) is seen in the outcomes generated by the photogrammetric method. In order for the adjusted block accuracy to be high, points with known geodetic coordinates are needed. Using ground control points (GCPs) for the BBA is traditional. However, the number of GCPs to be established limits the temporality of the process in UAV operations. An important research topic is whether precise point positioning (PPP) can be an alternative for UAVs, mainly when geodetic position measurements cannot be performed with real-time kinematic (RTK), network RTK, and post-process kinematic (PPK) [8]. Polat and Uysal [9] compared airborne LIDAR and UAV-based DEM and found that the vertical accuracy of UAV-based DEM was ±15.7 cm. Martínez-Carricondo et al. [10] investigated the accuracy of UAV-photogrammetric mapping based on the GCP distribution. They reported that the best accuracy was achieved by placing GCPs at the edge of the study area. Manfreda et al. [11] suggested that the internal accuracy of the UAV-based model can reach 0.2 cm horizontally and 4 cm vertically. Yu et al. [12] analyzed the model accuracy and claimed that it is approximately 0.90 m. Zimmerman et al. [13] analyzed the effect of the UAV height and GCPs on the model accuracy in a selected application area along a coastline and achieved accuracies ranging from 3 to 18 cm. Famiglietti et al. [14], Žabota and Kobal [15], Liu et al. [16], Martínez-Carricondo et al. [17] and Hayamizu and Nakata [18] investigated the accuracy of models generated based on the RTK/PPK techniques. Recent studies show that the relative model accuracy obtained in RTK studies is between 0.5 m and 2.5 m [19,20], while the model accuracy (relative) in PPK studies is between 2.45 cm and 3.75 cm [19,21]. For the models obtained using GCPs with the geodetic surveying method, the horizontal positional accuracy of 8–11 cm and vertical positional accuracy of 9–74 cm was obtained in the measure results with network RTK [19,22,23] (Table 1).



The scientific studies mentioned above show that the RTK/PPK method is mainly preferred, and there are limited studies exploring PPP-AR as an alternative method for UAV photogrammetry, highlighting the need for further research in this area. This study proposes a new approach by investigating the contribution of the PPP technique to the model accuracy in terms of the positioning of GCPs and this is the main difference from the existing literature. Another novel aspect of this study is the determination of the optimal GNSS session duration by testing the PPP technique at different observation times. The PPP technique has the advantages of being implemented with free online or open-source software, requiring only a single GNSS receiver and not requiring a Global System for Mobile Communications (GSM) connection when surveying in the field. The only disadvantage is that it requires a long convergence time to achieve centimeter position accuracy [24,25,26,27]. Since PPK is available on a small number of UAVs and PPK decoding is performed with paid software, network RTK does not work everywhere due to the need for a GSM network, and users may not have enough GNSS receivers for classical RTK; the PPP technique can be proposed as an alternative. Whether this proposed technique is suitable for UAVs has received limited attention in scientific studies. This paper addresses this gap by demonstrating the viability and benefits of PPP-AR for GCP positioning.



The aim of this study is to suggest a new approach using PPP techniques for GCP coordinate determination for UAV-based mapping. Within this context, different photogrammetric outcomes are generated. The study looks at the accuracy of the orthomosaic and DEM created without using any GCPs, with four GCPs and eight GCPs. The accuracy is assessed by comparing the horizontal and vertical coordinates obtained from 24 h fixed GNSS sessions of six calibration pillars in the field and the horizontal length differences obtained by electronic distance measuring devices (EDMs). Statistically, Bartlett’s test is applied to determine the accuracy of the results. The results show that the coordinates obtained with the two-hour session did not show a relatively significant difference in positional accuracy compared to the coordinates obtained with the half-hour session. In this context, the PPP technique could be used to establish the BBA of the GCPs for UAVs in large-scale map generation.




2. Method and Data


2.1. PPP Method


In the PPP method, the positions of the points can be determined with the help of appropriate mathematical models depending on the visible satellite constellation. The GNSS observation equations for the code P and the carrier phase observation (Φ) at the i-th signal frequency are as follows:


    P   i   G   =   ρ   G   + c .   d t   G   − c . d T +   d   o r b   G   +   d   i o n ,   P   i     G   +   d   t r o p   G   +   ε     P   i     G    



(1)






    Φ   i   G   =   ρ   G   + c .   d t   G   − c . d T +   d   o r b   G   +   d   i o n ,   Φ   i     G   +   d   t r o p   G   + d   Φ   i   G   +   λ   i   G   .   N   i   G   +   ε     Φ   i     G    



(2)







In Equations (1) and (2), the superscript   G   and subscript   i   denote the GNSS satellites and the signal frequency being used;     P   i   G     and     Φ   i   G     represent the measured pseudo-range and carrier phase range;     d t   G     and   d T   refer to the receiver and satellite clock biases;   ρ   is the geometric distance in meters;     d   i o n ,   P   i     G     and     d   i o n ,   Φ   i     G     are the ionospheric corrections for the code and phase observations, respectively;   c   is the speed of light in a vacuum;     d   o r b   G     is the satellite orbit correction in meters;     d   t r o p   G     is the slant tropospheric delay in meters;   λ   is the wavelength of the signal;   N   is the ambiguity in meters;   d   Φ   i   G     denotes the combined phase correction term for the phase center offsets and variations, the site displacements and the phase wind-up effect; and     ε     P   i     G     and     ε     Φ   i     G     refer to the measurement noise and other unmodeled errors for the observations.



In practice, before using the above equations, the observations need to be corrected to eliminate satellite orbit and clock errors using IGS’s precise orbit and clock products. Moreover, the traditional PPP algorithm is based on a linear combination of dual-frequency carrier phase and code observations to eliminate the first-order ionospheric effect. As a result, the ionosphere-free (subscript IF) observation equations for the code and phase observations of the GPS/GLONASS PPP model used in this study are expressed by Chen et al. [28] as follows


    P   I F   G   =   ρ   G   + c . d T +   d   t r o p   G   +   ε     P   I F     G    



(3)






    Φ   I F   G   =   ρ   G   + c . d T +   d   t r o p   G   +   λ   I F       N   I F   G   +   b   r , Φ , I F   −   b   Φ , I F   G     +   ε     Φ   I F     G    



(4)






    P   I F   R   =   ρ   R   + c . d T + I S B +   d   t r o p   R   +   ε     P   I F     R    



(5)






    Φ   I F   R   =   ρ   R   + c . d T + I S B +   d   t r o p   R   +   λ   I F       N   I F   R   +   b   r , Φ , I F   −   b   Φ , I F   R     +   ε     Φ   I F     R    



(6)







In Equations (4) and (6),     b   r , Φ , I F     is the receiver phase bias,     b   Φ , I F     is the satellite phase bias,     λ   I F     is the wavelength of the IF combination,     N   I F     is the IF ambiguity term, and the superscripts G and R represent the GPS and GLONASS satellite constellations. The inter-system bias parameter (ISB) can be written as follows [29,30].


  I S B = c .   d t   R   − c .   d t   G   +   b   R   a v g   −   b   G    



(7)







In Equation (7),     b   R   a v g     represents the mean pseudo-range hardware delay for the GLONASS;     b   G     refers to the pseudo-range hardware delay bias for the GPS; and     d t   R     and     d t   G     denote the GLONASS and GPS satellite clock biases. This model has proven more robust and accurate than the single system solution in the GPS/GLONASS-combined PPP solution [28]. The workflow scheme of the PPP solution is presented in Figure 1.



Scientific GNSS software such as GIPSY OASIS and Bernese can be used to obtain the point coordinates according to the above PPP model. In addition, many online services have been developed to obtain coordinates using the PPP method. These are Canadian Spatial Reference System Precise Point Positioning (CSRS-PPP—https://webapp.geod.nrcan.gc.ca/ (accessed on 30 July 2024)), Trimble CenterPoint RTX Post-Processing Service (Trimble-RTX—https://www.trimblertx.com/ (accessed on 30 July 2024)), magicGNSS PPP (produced by GMV—https://magicgnss.gmv.com/ (accessed on 30 July 2024)), and Automatic Precise Positioning Service (APPS by JPL—https://pppx.gdgps.net/ (accessed on 30 July 2024)).




2.2. Web-Based Online GNSS Post-Processing Services


Scientific and commercial software is available for post-processing GNSS data. However, over the last decade, the popularity of web-based GNSS post-processing services has increased due to their cost-effectiveness, simplicity and time savings. Many web services use the PPP method in GNSS data processing. APPS, CSRS-PPP, magicGNSS and Trimble RTX, are web-based PPP (WB-PPP) services commonly used by users. Thanks to the WB-PPP services, users can receive information, including station coordinates and result reports, by e-mail in a short time by sending the required GNSS data to the services. The advantages of these services are the ease of data upload, being free, being able to use similar GNSS products and requiring less maintenance. Table 2 shows information about the CSRS-PPP service used in this study.



CSRS-PPP is a web-based GNSS-processing service provided by NRCan (Natural Resources Canada) in 2003. Like other web-based processing services, it provides users with a simple interface. The system allows users to obtain solutions of static or kinematic observation data (GPS, GLONASS) collected with single- or dual-frequency receivers in North American Datum-1983 (NAD83) or the International Terrestrial Reference Frame (ITRF) datum [31,32]. As an additional option, CSRS-PPP allows users to define their own ocean-loading files for their measuring station. While CSRS-PPP provides web-based assessment services to users, it works with NRCan-PPP software version 3.0 in the background. CSRS-PPP uses the most appropriate of the final, rapid or ultra-rapid satellite ephemeris information [33]. As of October 2020, an update was made to the CSRS-PPP service and the PPP-AR (ambiguity resolution) algorithm was switched from the traditional PPP algorithm to the PPP-AR algorithm for the evaluation of data collected on or after 1 January 2018. The PPP-AR algorithm estimates the initial phase ambiguity as an integer instead of a float. With this update, the RINEX version 3 (v.3) data format also started to be analyzed. With another update in March 2021, CSRS-PPP automatically reduces high-frequency static data to a 30 s recording interval. Only dual-frequency static data, including both code and phase measurements where at least 75% of the expected 30 s intervals are available, are affected; other data are not. As of November 2022, ITRF coordinates are also provided in the IGS20 reference frame (https://webapp.geod.nrcan.gc.ca).




2.3. UAV’s Path Planning and Image Acquisition


The UAV used in this research is a Parrot ANAFI rotary-wing industrial device with an integrated compact camera. The UAV, which is not suitable for RTK and PPK techniques, has been successfully used in photogrammetric map generation for many years. In previous studies, the geodetic measurements of the coordinates of the GCPs were performed with the network RTK technique. Generally, in order to avoid problems, the BBA studies were designed to correspond to at least one GCP for every 9–10 images, taking into account the flight plan in the area to be studied. However, as the study areas increase in size, both the homogeneous distribution of the GCPs and the temporal losses in determining the point coordinates have increased. The RTK-enabled Ebee RTK+ fixed-wing UAV, which has been used in different studies, has yet to exhibit battery performance that can allow it to fly for as long as it should due to the principles of RTK and reception. Flight planning for UAVs has been a challenging problem regarding battery performance–flight time optimization [34]. In addition, due to the lack of adequate infrastructure for the PPK, this research was needed to guide anyone in similar conditions. In order to distinguish the centers of the established GCPs, a ground sampling distance (GSD) of 1.5 cm was used in flight planning. Low-altitude (45 m from the take-off center) and fixed-altitude (altitude does not change according to the terrain changes) flight planning was carried out to select the center of the GCP in the outcome and distinguish the pillar centers from the model. Since the terrain has no dense detail, the front and side overlaps were generally selected as default values in the literature. The general specs of the UAV used in the research and the path planning details of the research are presented in Table 3.




2.4. Photogrammetric Processing of Digital Images


Photogrammetric methods are based on visualization in stereo. Since obtaining information about the terrain from a single image is misleading, photogrammetry is based on generating information from multiple and overlapped images. Image acquisition is performed after path planning for photogrammetric map generation with a UAV. The collected datasets are transferred to the software, and the columns and image positions are checked. Then, the UAV images are aligned. Alignment is the initial step, and aerial triangulation (AT) and the BBA are the main alignment features. In parallel, the software performs automatic camera calibration (interior orientation (IO)). Since UAV cameras are nonmetric, the result of the IO process must be checked manually by the operator [35,36]. A set of camera locations and a sparse point cloud represent the visual outcomes of these processes. Except for the sparse point cloud-based surface reconstruction approach, which is only appropriate for fast estimations, such as the completeness of a dataset, the sparse point cloud, which reflects the outcomes of image alignment, would not be directly employed in subsequent processing. Then, if it is to be used, the AT and BBA process is repeated with the GCP coordinates to obtain a (relatively) high-spatial-accuracy dataset [37,38]. Then, a dense cloud is created by point densification, a mesh model is created by creating triangulated irregular networks (TINs) from the generated data, and DEM and orthomosaic generation are realized as outcomes (Figure 2).



Photogrammetric processing of digital images is based on the mathematical model of structure from motion (SfM). The SfM philosophy is based on matching multiple overlapped images by generating specific feature points such as edges and corners. The stereo mosaic images generated by SfM are reduced to vertical by orthorectification. Thus, orthomosaics are obtained and prepared for photogrammetric analysis [39,40].




2.5. Statistical Analysis and Bartlett’s Test


In this study, the differences between the ground coordinates and the coordinates obtained from the model are determined, and an accuracy analysis is performed to determine the spatial accuracy (horizontally and vertically) of the generated outcomes. The root mean square error (RMSE) analysis is performed, which is the most commonly used statistical method in accuracy determination. The ground truth points with known coordinates as shown in Equation (8) (χG) and the coordinates obtained from the photogrammetrically generated 3D model or orthomosaic (χM) differences are taken, and the RMSE calculations are performed.


  R M S E =       ∑  i = 1   n          χ     M   i     −   χ     G   i         2       n − 1      



(8)







Bartlett’s test is performed to determine whether there is a significant difference between the accuracies obtained from different models. If there is no statistical difference between the models, the optimal GNSS session duration is the shortest one. Bartlett’s test is used to statistically compare the RMSEs calculated for different session durations, while the null hypothesis is as follows.


    H   0   = E     m   1   2     = E     m   2   2     = ⋯ = E     m   k   2     =   σ   0   2    



(9)




and when calculating the variances of the measure groups     f   i     with degrees of freedom,


  M =     f   i     l n          f   i     m   i   2           f   i            −     f   i   l n     m   i   2        



(10)






  C = 1 +    1   3   k − 1             1     f   i        −    1       f   i           



(11)




and the test statistic,


    χ   2   =    M   C     



(12)




where   M   and   C   are calculated with Equations (10) and (11). 1 − α statistical confidence level and k − 1 degrees of freedom     χ   k − 1,1 − α   2     critical value     χ   2     taken from the table.     χ   2   <   χ   k − 1,1 − α   2   .   The null hypothesis is accepted, and it is concluded that the variances of the measure groups are equal [41,42,43].




2.6. General Workflow of Study


Within the scope of this research, four main steps are carried out. The first step is the preprocessing. At this stage, approximate positionings are performed for the GCPs intended to be homogeneously distributed in the study area. The GNSS satellite angles for the days of UAV flights and whether there is planned maintenance are checked. Finally, the last flight plan and the phase are completed. The second step involves physical actions in the study area. Establishment of the GCPs and image acquisition with the measuring operations and image acquisition are completed. In the third step, the acquired datasets’ digital processing (defined as post-processing in this research) is completed. Photogrammetric processing of the digital images, together with geodetic coordinate evaluations, is performed at this stage. The last stage is the statistical validation stage, where the accuracy analysis of the generated data is performed. All the post-processed datasets and measurements are compared horizontally and vertically separately, and the results obtained in different scenarios are subjected to Bartlett’s test to determine whether the results are consistent (see Figure 3). If there is a significant difference between the scenarios as a result of Bartlett’s test, it is investigated which scenario provides the most accurate result.




2.7. Datasets


Within the scope of this research, the coordinates of eight GCPs, whose coordinates are geodetically determined with the GNSS receiver during the in situ measurement process, are presented in Table 4 with two-hour, 60 min and 30 min solutions using the PPP-AR technique using the CSRS-PPP service. In addition, the coordinates in the ITRF2020 datum obtained from the 24 h session of the six pillars performed previously are used in the research as north, east, and up (Table 5).





3. Application Results and Discussion


In this study, a 115 m × 820 m (width × length) study area was selected within the campus area of Konya Selçuk University (Figure 4). Within the study area, there were six pillar points whose 3D position accuracies were determined with high precision. These pillars constituted the control base used to determine the calibration parameters of the EDMs. Eight GCPs were installed to cover the application area (Figure 4) homogeneously. Measurement of GCPs has been performed with the Javad Triumph1 GNSS receiver for two hours, with 30 s recording intervals.



Before starting the measurements, the GCPs were installed in red and white colors so that they could be easily seen from the single image, as shown in Figure 5a. The GNSS receiver was fixed and leveled on the GCPs with a tripod, and static observations were performed. Figure 5b shows one of the pillars whose coordinates are obtained as a result of the long-term session. By processing the long-term GNSS observations previously made on the batteries, the coordinates are estimated by geodetic network adjustment with the relative GNSS technique. The RMSEs of the estimated coordinates are in the order of mm.



The GNSS measurements performed at the GCPs are processed with the CSRS-PPP software version 3.0 at observation times of 30 min, 60 min and two hours. These durations are chosen to compare the impact of the session duration on the accuracy of the generated topographic models. The outcomes for the study area are generated in three different scenarios: with no GCPs, with four GCPs (3, 9, 11, 21) and with all the GCPs (Figure 6).



The horizontal and vertical RMSEs for each scenario are calculated using Equation (8) (Table 6).



The model accuracies based on the point locations are shown in Table 6. The horizontal accuracy of the model generated with no GCPs is 102.26–105.40 cm, and the vertical accuracy is 335.57–341.46 cm. The model generated with four GCPs has a horizontal accuracy of 1.07–1.32 cm and a vertical accuracy of 14.20–14.86 cm. When all the GCPs are used, the accuracies decrease to 16.39–16.52 cm horizontally and 24.25–26.42 cm vertically. According to Figure 6 and Table 6, the three scenarios’ accuracies are significantly different, and the model with the four GCPs selected at the model corners with the smallest RMSE provides the best result. The main difference is due to the presence of grossly inaccurate points in all the GCPs, which have a negative impact on model accuracy. The four selected GCPs are both homogeneously located points within the block and have the lowest positional errors. These choices also affect the overall model accuracy. Due to the fact that the coordinates of the images, camera calibration values, and local coordinates values are used in the BBA, the error is distributed to the entire model (in case of even one or two grossly inaccurate coordinate values) [35,36,37,38].



Bartlett’s test is used to statistically compare the RMSEs of the models generated with GCPs at different session durations. Three horizontal and three vertical RMSEs are compared for all the models generated using 0-, 4- and 8-GCPs. Using Equations (9)–(12),     χ   2     test statistics are calculated and shown in Table 7.



The values in Table 7 show the Bartlett’s test statistics of the RMSEs calculated by comparing the coordinates taken from the generated models with the PPP-2 h, PPP-1 h and PPP-30 m coordinates. The calculated test statistics are compared with the critical value in the table (5.9914) and are not significant. The conclusion to be drawn from this is that the coordinate accuracies of the models at three different session durations are consistent with each other. In other words, when the PPP technique is used in the GCPs, there is no significant difference between observing for 30 min and observing for 2 h. However, when the number of GCPs changes, the accuracy of the models generated is significantly different, and the best accuracy is achieved with 4 GCPs. This is due to the fact that there are gross inaccuracies in all the GCPs that affect the model accuracy. To analyze the model accuracies in more detail, the control–baseline lengths are calculated using the pillar coordinates from different models and compared with the known lengths.



When Figure 7 is evaluated, it is seen that the length differences in the model generated without a GCP vary between 185.2 and 16.6 cm. Moreover, 53% of the differences are greater than 91.6 cm. Differences 1–3, 1–4, 1–5, 1–6, 2–4, 2–5, 2–6, 3–5 and 3–6 are relatively large. The magnitude of these differences is thought to be due to the coarse error in the coordinates of the pillars numbered 4, 5 and 6 taken from the model. The differences of 1–2, 2–3, 3–4, 4–5, 4–6 and 5–6 are smaller than 59.8 cm, which are pretty good values for this model, with an average accuracy of 1 m. If Table 6 and Figure 7 are evaluated together, it can be said that while the horizontal accuracy of the model is approximately 1 m, almost half of the differences are 1 m and more considerable. This is due to the low accuracy of the UAV’s internal GNSS receiver and the nonmetric nature of the UAV’s integrated camera.



Figure 8 shows that the differences for the four GCPs range from −12.2 to 22.6 cm. In addition, 93% of the differences are 10 cm or less. Differences 1–5, 1–6, 2–5, 2–6, 3–5, 3–6, 4–5, 4–6, 5–6 are relatively large. All the differences between pillars 5 and 6 are large due to the fact that these pillars are on the edge of the block. The differences of 2–3, 2–4 and 3–4 in the middle of the selected GCPs are 0.2–3.4 cm. These findings indicate that when a length in the middle of the GCPs is measured from the model, accurate results comparable to ground measurements can be obtained. If a low-cost UAV and a GNSS receiver are used to generate the model by selecting four GCPs homogeneously distributed in the region, differences below 10 cm are found to be achievable.



For the model generated using all the GCPs, the differences between the known lengths and the measured lengths ranged between −25.8 and 20.2 cm for 30 min, −25.1 and 18.6 cm for 60 min, and −25.1 and 19.1 cm for 2 h (Figure 9). The differences of 1–2, 1–4, 1–6, 2–5, 3–4, 4–5 and 5–6 are greater than 10 cm in 30, 60 and 120 min. The main reason for this is that pillars 1, 5 and 6 are located in a region outside the GCPs, and the other reason is that coarse errors are spread over the modelled coordinates of pillars 3 and 4. The fact that 53.3% of the differences are smaller than 10 cm shows that the model generated is more accurate than the model with no GCPs and more inaccurate than the model generated with four GCPs. The RMSEs of the differences calculated using all the GCPs for the 30 min measurements are ±13.3 cm, for the 60 min measurements ±13.0 cm, and for the 2 h measurements ±12.8 cm. It can be seen that the RMSEs calculated for different session durations using all the RMSEs are statistically consistent. In addition, these RMSEs show that the models generated can provide outstanding results at three different PPP session durations. With a low-cost UAV with a nonmetric camera, the average ±13.0 cm accuracy shows that topographic models can be obtained from which length measurements can be performed. In addition to the horizontal distances, the pillar heights and known heights from different models are also compared in this study. The differences are presented in Figure 10, Figure 11 and Figure 12.



When Figure 10 is evaluated, it is seen that the differences between the heights taken from the model generated without a GCP and the known heights vary between −532.5 and394.7 cm. Differences 1–5, 2–4 and 5–6 are less than 76 cm, while all the other differences are greater than 100 cm. This is due to both the inability of the internal GNSS receiver to provide sufficient accuracy and the lower overall accuracy of the GNSS method in height compared to the horizontal. When the vertical accuracies in Table 6 and Figure 10 are considered together, 47% of the differences are around 300 cm and the vertical RMSEs are ±335.57–±341.46. These values show that an accurate height difference cannot be obtained from the model generated without using any GCP.



Figure 11 shows that the differences for four GCPs range from −270.7 to 329.5 cm. Differences 1–2, 1–3, 1–4, 1–5, 2–3, 2–4, 2–6, 3–5, 3–6, 4–5, 4–6 are larger than ten dm. The remaining ones account for 27% of all the differences and are between 4.4 and 7.1 dm. These values show that the height differences determined from the model are more accurate when four GCPs are used than when no GCPs are used. However, it cannot provide precise height information as it is in the order of decimeters.



Using all the control points, the differences between the known heights and measured heights range between −39.29 and 32.94 cm at 30, 60 and 120 min. The differences between 1–2, 1–3, 1–4, 2–4, 2–5, 2–6, 3–4, 3–5, 3–6, 4–5 and 4–6 are greater than 10 cm at 30, 60 and 120 min. The differences of 1–5, 1–6, 2–3 and 5–6 are between 1.9 and 6.3 cm. Precise height differences at the cm level could be obtained for only 26% of the differences. This is mainly due to the fact that the BBA propagates the errors of coarse error points to other points. Nevertheless, the most accurate results in terms of the height differences are obtained in the models generated using all the GCPs. While the differences in Figure 10 and Figure 11 are in the decimeter range, differences in the centimeter range are achieved in Figure 12. The RMSEs of the differences calculated using all the GCPs are ±20.5 cm for 30 min, ±20.5 cm for 60 min and ±20.77 cm for 2 h. It is seen that the vertical RMSEs calculated for different session durations using all the RMSEs are statistically consistent (Figure 12). UAVs are preferred for generating large-scale maps because they provide fast results, and it is usual to obtain an accuracy of dm and above in the outcomes generated without the use of a GCP. As a result, integrated GNSS systems determine their position as ordinary differential GNSS (D-GNSS) receivers. Studies in the literature with D-GNSS also show that the positioning accuracy can be in the order of dm [44,45,46,47]. The errors obtained as a result of the accuracy analysis allow the generation of large-scale maps of the outcomes planned to be obtained and to obtain relative accuracy that can be considered sufficient.



In addition, in order to make the accuracy analysis more understandable, the differences between the coordinates taken from different models and the control-based lengths and known lengths are shown in box plot graphs.



When Figure 13 is evaluated, it is seen that the differences between the lengths taken from the models generated without any GCP and the known lengths are typically distributed. There are no outliers, and the average is 92.5 cm. The maximum value of the differences is 185.2 cm, and the minimum is 16.6 cm. Seven of the differences are above the mean, and eight are below the mean. This shows that statistical calculations and inferences based on the differences can be made reliably.



Figure 14 shows that the differences for the four GCPs are again generally distributed, with a mean of 1.8 cm. The maximum value of the differences is 22.63 cm, and the minimum is −12.16 cm. Seven of the differences are above the mean, and eight are below the mean. This shows that statistical calculations and inferences based on the differences can be performed reliably.



It is seen that the differences between the known lengths and the lengths taken from the models generated with 30, 60 and 120 min measurements using all the GCPs have a normal distribution, there are no outliers, and the mean of the differences is 1.2 cm for the 30 min measurements, 0.9 cm for the 60 min measurements, and 0.9 cm for the 2 h measurements. (Figure 15). In the 30 min model, the maximum difference is 20.2 cm, and the minimum difference is −25.8 cm; in the 60 min model, the maximum difference is 18.6 cm, and the minimum difference is −25.1 cm; and in the 120 min model, the maximum difference is 19.1 cm, and the minimum difference is −25.1 cm. In all three scenarios, the ranges of variation of the differences are almost equal to each other. These findings show that reliable statistical inferences can be drawn using these differences.



The differences between the control–baseline point heights from different models and the known heights are also shown in the box plot graphs in Figure 16, Figure 17 and Figure 18.



When Figure 16 is evaluated, it is seen that the differences between the heights taken from the model generated without any GCP and the known heights are normally distributed. There are no outliers, and the mean is −11.8 dm. The maximum difference is 39.5 dm, and the minimum is −53.2 dm. In the box plot, seven of the values are above the mean, and eight are below the mean.



The four control points’ differences are typically distributed again, with a mean of 0.2 dm (Figure 17). The maximum difference is 32.9 dm, and the minimum is −27.1 dm. Of the differences in the box plot, seven are above the mean, and eight are below the mean. The differences are normally distributed, and there are no outliers.



It is seen that the differences between the heights taken from the models created using all the GCPs and the known heights have a normal distribution with 30, 60 and 120 min measurements. There are no outliers, and the average of the differences is −3.4 cm for the 30 min measurements, −3.4 cm for the 60 min measurements, and −3.6 cm for the 2 h measurements (Figure 18). When Figure 16, Figure 17 and Figure 18 are evaluated together, it is seen that reliable statistical parameters related to height can be calculated from these data and reliable inferences can be drawn.



The photogrammetric BBA is not a fully automated process. Many factors directly affect the model accuracy, such as marking the GCP locations from the image (performed manually by the operator) and ensuring that the selected GCP location accuracy is appropriate and that the GCPs are homogeneously distributed within the block when installed in the field [10]. In addition, the location information from which the GCP coordinates are taken (such as how many GNSS satellites are connected and at what angles), the date the images were taken (to determine the solar activity known as the Kp index), the type of UAV used, the UAV camera, UAV-integrated systems and UAV flight planning also have an impact on the model accuracy [13]. For this reason, it is not possible to talk about absolute accuracy like geodetic methods. In previous studies, the vertical accuracy value found in the comparison of the DEM generated from LIDAR and UAV images was ±15.7 cm [9], and in another study, it was determined that it could reach 0.2 cm horizontally and 4 cm vertically [11]. Another study determined that the model accuracy varied between 0.9 and 10 cm as a result of the analysis [12]. In this study, it is assumed that the horizontal positional accuracy of the 3D elevation models or ortho data generated in such a way that the RMSE value does not exceed ±10 cm and the vertical positional accuracy does not exceed ±20 cm are acceptable values for researchers and practitioners. As a result of the determination of the locations of the GCPs established in the field with PPP methods with different session durations and the accuracy analysis of the models generated with UAVs, it is seen that the measurement time of 30 min with the PPP-AR method made it possible to achieve the specified accuracies.




4. Conclusions


Nowadays, UAVs have become widely used tools in map generation. The generally used UAVs have nonmetric camera hardware. In addition, GNSS receivers integrated into UAVs result in low positional accuracy. Even if compact UAVs are capable of photogrammetric acquisition, the outcomes (such as orthomosaic images or 3D models) cannot be used directly in studies requiring high positional accuracy. For these reasons, points called GCPs, whose coordinates are determined by geodetic methods, are needed in studies requiring high spatial accuracy. Although there are various alternatives (such as PPK, RTK and network RTK) in determining GCP coordinates today, the issue of how to obtain GCP coordinates with high spatial accuracy with PPP is a very rare research subject. In this study, a 3D model of a 115 m × 820 m study area in the campus area of Selçuk University was generated by a compact rotary-wing UAV in three different scenarios and analyzed for statistical accuracy. The hRMSE and vRMSE of each scenario were calculated, statistical hypothesis tests were performed, and the differences between the lengths and heights taken from the model were distributed. Their actual values (accurate errors) were examined in detail. In line with the findings obtained in the study, the following conclusions were reached:




	-

	
For the uninhabited area, 30 min GNSS measurements can be performed and processed with the PPP technique and then mapped using a low-cost UAV.




	-

	
There are no significant differences between the horizontal accuracy of the models obtained by PPP with 30 min, 1 h and 2 h measurements. Similarly, there are no significant differences between the vertical accuracy of these models (Bartlett’s test results confirmed these findings).




	-

	
The user can generate a model by processing half-hourly measurements using a GNSS receiver in CSRS-PPP software version 3.0. PPP-AR brings ease of use and provides advantages in obtaining photogrammetric outcomes from UAVs.




	-

	
Without selecting a GCP, a position accuracy of about 1 m in the horizontal direction can be achieved, while selecting at least four GCPs to be homogeneously distributed can achieve a position accuracy of about 1–2 cm in the horizontal direction.




	-

	
Without the GCP, a vertical accuracy of about 3 m is obtained, and about 15 cm vertical accuracy is obtained if four GCPs are used at the corners. An average vertical accuracy of 25 cm can be achieved if eight homogeneously distributed GCPs are selected.




	-

	
As a consequence of this context, it is understood that when generating a model without GCPs, it is not possible to acquire outcomes whose accuracy is comparable with geodetic techniques. For this reason, when looking out for academic purposes, it is important to use homogeneously distributed GCPs on block corners.




	-

	
It is also found that the horizontal and vertical accuracy decreases as the number of images captured decreases.




	-

	
This study demonstrates that PPP-AR is a viable alternative to RTK/PPK for UAV photogrammetry, providing comparable accuracy with 1–2 cm horizontally and 15 cm vertically. However, practitioners should consider choosing an optimal number of GCPs in the model corners.




	-

	
Generally, PPP-AR significantly improves the convergence time by 30 min. This is an important limitation of this study.









A 30 min GNSS session duration seems ideal for GCP positioning using PPP-AR at the moment. However, this duration can be shortened even further. In future studies, the PPP optimization objective of accuracy would be 3–5 cm, horizontally and vertically, respectively, with the use of four GCPs.
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Figure 1. Workflow scheme of the PPP solution. 
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Figure 2. Outcomes generated with the photogrammetric process and generation process steps: (a) image acquisition; (b) image processing; (c) sparse cloud; (d) dense cloud; (e) mesh model; (f) DEM; (g) orthomosaic; and (h) sample of orthomosaic. 
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Figure 3. General workflow scheme. 
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Figure 4. Study area and distribution of GCPs and pillars. 
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Figure 5. (a) GCPs; and (b) pillars. 






Figure 5. (a) GCPs; and (b) pillars.



[image: Drones 08 00456 g005]







[image: Drones 08 00456 g006] 





Figure 6. The outcomes: (A) orthomosaic with no GCP; (B) orthomosaic with four GCPs; (C) orthomosaic with eight GCPs; (D) DEM with no GCP; (E) DEM with four GCPs; and (F) DEM with eight GCPs. 
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Figure 7. Differences between known and measured distances without GCPs. 
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Figure 8. Differences between known and measured distances with four GCPs. 
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Figure 9. Differences between known and measured distances with all the GCPs. 
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Figure 10. Differences between known and measured heights without GCPs. 
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Figure 11. Differences between known and measured heights with four GCPs. 
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Figure 12. Differences between known and measured heights with all the GCPs. 
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Figure 13. Box plot for distance differences without GCPs. 
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Figure 14. Box plot for distance differences with four GCPs. 
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Figure 15. Box plot for distance differences with all the GCPs. 
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Figure 16. Box plot for height differences without GCPs. 
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Figure 17. Box plot for height differences with four GCPs. 
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Figure 18. Box plot for height differences with all the GCPs. 
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Table 1. Results of related studies in terms of the RMSE.
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	Study
	Number of GCPs
	RMSEy,x (cm)
	RMSEh (cm)





	Polat and Uysal [9]
	7
	Not Available
	±15.7



	Martínez-Carricondo et al. [10]
	24
	±3.29
	±5.92



	Manfreda et al. [11]
	16
	±0.20
	±4.00



	Yu et al. [12]
	3–18
	±90.70
	±410.10



	Zimmerman et al. [13]
	5
	±9.60
	±15.10



	Žabota and Kobal [15]
	14
	±3.90
	±6.50



	Martínez-Carricondo et al. [17]
	5
	±3.60
	±2.50



	Hayamizu and Nakata [18]
	9
	±21.50
	±10.30



	Lu et al. [21]
	12
	±4.70
	±2.45



	Yurtseven [22]
	15
	±0.30
	±9.30










 





Table 2. General information about CSRS-PPP.
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Information






	
Version

	
v3.0




	
Solution Type

	
PPP-AR




	
Number of Benchmarks

	
-




	
Organization

	
Natural Research Canada (NRCan)




	
Reference Frame

	
NAD83/ITRF2020




	
Antenna Information

	
IGS20




	
Satellite Orbit and Clock Offsets

	
IGS Final/Rapid/Ultra Rapid




	
Elevation Mask

	
Min. 100




	
GNSS System

	
GPS/GLO




	
Software

	
CSRS-PPP




	
Mode

	
Static/Kinematic




	
Frequency

	
Single/Dual




	
Method of Data Upload

	
Via web page




	
Method of Obtaining Results

	
E-mail




	
Data Format

	
RINEX/Hatanaka




	
Latest Update

	
27 November 2022











 





Table 3. Specs of the UAV and path planning.
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Information






	
UAV

	
Parrot ANAFI




	
Altitude

	
45 m




	
Overlaps

	
75–65% (front and side)




	
Resolution of Images

	
72 dpi




	
Image Size

	
4608 px × 3456 px




	
Focal Length

	
1/2.4 inch




	
Image Acquisition Angle

	
Nadir (90°)




	
Number of Images

	
390




	
Flight Time

	
30 min 42 s




	
Path

	
5013 m




	
Block Area

	
115 m × 820 m











 





Table 4. GCP coordinates from in situ measurements.
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ID

	
120 min PPP-AR

	
60 min PPP-AR

	
30 min PPP-AR




	
North

	
East

	
Up

	
North

	
East

	
Up

	
North

	
East

	
Up






	
GCP3

	
4,210,754.728

	
456,170.288

	
1164.274

	
0.731

	
0.303

	
0.353

	
0.742

	
0.311

	
0.379




	
GCP9

	
4,210,913.548

	
455,658.599

	
1190.360

	
0.619

	
0.655

	
0.331

	
0.679

	
0.698

	
0.271




	
GCP11

	
4,210,687.401

	
456,236.217

	
1161.070

	
0.414

	
0.227

	
0.670

	
0.420

	
0.231

	
0.189




	
GCP12

	
4,210,850.045

	
455,864.848

	
1178.313

	
0.046

	
0.862

	
0.873

	
0.053

	
0.867

	
0.398




	
GCP16

	
4,210,806.442

	
456,050.370

	
1169.165

	
0.445

	
0.382

	
0.725

	
0.456

	
0.389

	
0.229




	
GCP21

	
4,210,857.666

	
455,687.642

	
1181.720

	
0.683

	
0.651

	
0.313

	
0.683

	
0.652

	
0.851




	
GCP22

	
4,210,763.453

	
455,932.517

	
1171.341

	
0.465

	
0.523

	
0.916

	
0.468

	
0.525

	
0.434




	
GCP25

	
4,210,720.725

	
456,097.877

	
1164.401

	
0.735

	
0.887

	
0.004

	
0.738

	
0.891

	
0.528











 





Table 5. Pillar coordinates from in situ measurements.






Table 5. Pillar coordinates from in situ measurements.





	
Pillar ID

	
24 h Static GNSS Measurement




	
North

	
East

	
Up






	
1

	
4,210,709.443

	
456,255.374

	
1162.564




	
2

	
4,210,732.119

	
456,177.415

	
1164.307




	
3

	
4,210,783.224

	
456,001.847

	
1170.762




	
4

	
4,210,848.333

	
455,777.635

	
1180.977




	
5

	
4,210,885.163

	
455,651.031

	
1187.424




	
6

	
4,210,893.588

	
455,621.988

	
1188.811











 





Table 6. Horizontal and vertical RMSEs (cm).






Table 6. Horizontal and vertical RMSEs (cm).





	
Number of GCP

	
RMSE

	
PPP-2 h

	
PPP-1 h

	
PPP-30 m






	
0

	
H

	
102.26

	
104.06

	
105.40




	
V

	
341.46

	
336.05

	
335.57




	
4

	
H

	
1.07

	
1.14

	
1.32




	
V

	
14.20

	
14.74

	
14.86




	
8

	
H

	
16.39

	
16.54

	
16.52




	
V

	
24.45

	
24.69

	
26.42











 





Table 7. Test statistics.






Table 7. Test statistics.





	
Number of GCPs

	
CSRS-PPP




	
H

	
V






	
0

	
0.00535

	
0.00218




	
4

	
0.28145

	
0.01352




	
8

	
0.00059

	
0.04212








    χ   2,0.95   2     = 5.9914.
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