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Abstract: To address the challenges associated with fatigue damage monitoring in load-bearing
composite structures, we developed a method that utilizes Lamb wave propagation and partial least
squares regression (PLSR) for effective monitoring. Initially, we extracted diverse characteristics
from both the time and frequency domains of the Lamb wave signal to capture the essence of the
damage. Subsequently, we constructed a PLSR model, leveraging Lamb wave multi-feature fusion,
specifically tailored for in-service fatigue damage monitoring. The efficacy of our proposed approach
in quantitatively monitoring fatigue damage was thoroughly validated through rigorous standard
fatigue tests. In practical applications, our model effectively mitigated the impact of multicollinearity
among feature variables on model accuracy. Furthermore, the PLSR model demonstrated superior
accuracy compared to the PCR model, given an equal number of principal components. To strike a
harmonious balance between efficiency and precision, we optimized the size of the feature variable.
The results show that the optimized PLSR model achieved an R-squared value exceeding 97% in
predicting the in-service damage area. This underscores the robustness and reliability of our method
in accurately monitoring fatigue damage in load-bearing composite structures.

Keywords: partial least squares regression; Lamb wave; multi-feature fusion; multicollinearity;
fatigue damage monitoring

1. Introduction

Fiber-reinforced resin matrix composites have gained widespread popularity in
aerospace applications due to their exceptional lightness, efficiency, and design flexibility.
Initially, these composite components were primarily utilized in non-load-bearing aircraft
structures, rendering fatigue damage a less critical concern. However, as the need for
weight reduction in aerospace structures has intensified, composites have increasingly
been employed in load-bearing roles [1,2]. During the operational lifespan of an aircraft,
load-bearing structures are inevitably subjected to prolonged cyclic loading. Consequently,
aircraft designers and operators must contend with the potential failures of composite
structures in fatigue environments. In contrast to traditional materials, the fatigue damage
behavior exhibited by composites is often more diverse and subtle, encompassing vari-
ous forms of damage such as fiber fracture, matrix cracking, fiber buckling, fiber–matrix
debonding, and delamination. To fully harness the benefits of composites in aircraft struc-
tures, it is imperative to employ structural health monitoring techniques that can predict
damage conditions in real time. Such techniques enable a proactive approach to maintain-
ing aircraft safety and operational efficiency, ultimately contributing to the reliable and
sustainable use of composite materials in aerospace applications [3,4].

Damage identification techniques based on Lamb waves have many advantages, such
as the ability to propagate over considerable distances; high sensitivity to anomalies and
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inhomogeneities near the wave propagation path; and the ability to identify changes in
boundary conditions, material properties, or structural geometry by analyzing the scattered
wave signals [5]. Therefore, Lamb waves have gained great interest in the identification
of fracture and debonding damage in plate, shell, and rod structures [6–9]. For composite
structures under fatigue loading, typical damage types include delamination, cracking, and
fiber breakage, which will lead to phenomena such as attenuation of wave energy, changes
in dispersion characteristics, and conversion of propagation modes [10,11]. Therefore,
based on appropriate signal feature extraction and modeling analysis methods, Lamb
wave signals can be transformed into structural damage information, including damage
location, damage type, and impact range. In recent years, researchers have developed
some representative damage probability imaging algorithms in order to identify and image
damage by analyzing the changes of Lamb wave signals under healthy and damage
conditions. Janarthan B. and Mitra M. [12] described a Lamb wave-based technique where
root mean square deviation based damage index (RMSD-DI) was generated by analyzing A0
mode Lamb waves. The ability of DI to predict damage levels was experimentally validated
using various specimens with known damage locations. Zhanjun Wu [13] summarized
the sensitivity of various damage indices to different typical composite materials damages.
From theoretical analysis to sensor design, as well as the physical analysis model for damage
monitoring and signal processing, the damage diagnosis of aerospace composite structures
based on Lamb waves was explored. Ductho Le [14] described the dispersion behavior of
Lamb waves in composites reinforced with unidirectional fibers and obtained dispersion
curves. The derived computational results contribute to the development of ultrasound-
based techniques for nondestructive evaluation of composite structures. Yan [15] provided
a method to detect various damages in composite plates using the Lamb wave tilt effect
with several Lamb wave modes selected on the basis of a comb-type transducer. The
feasibility of the proposed method was verified by defect detection tests in carbon-fiber-
reinforced epoxy resin composite plates. Distinguishing it from the single-feature model
used in other studies, Zhao, GQ [16] established a diagnostic method for the delamination
of composite double cantilever beams using Lamb wave multi-feature fusion technique.
To describe the stratification length, valid linear Lamb wave parameters and nonlinear
Lamb wave parameters were retrieved. The results show that the multi-feature damage
identification model can effectively distinguish different types of damage.

In recent years, composite damage quantification techniques based on Lamb waves
and intelligent models have also attracted the interest of researchers; the research includes
signal processing techniques, nonlinear analysis methods, and big data-driven machine
learning methods. Tang, JF [17] provided an experimental study using Lamb wave signals
to detect and monitor fatigue damage of composite materials under cyclic loading. These
Lamb wave signals were characterized by wavelet packet transform (WPT) to extract fea-
tures and damage indices indicating accumulated internal fatigue damage were calculated.
Zhao, JL [18] proposed a linear-nonlinear feature fusion technique for Lamb wave damage
detection in composite materials. The phase velocities of Lamb waves in composites were
measured using a laser-based generation imaging (LGBI) system. The recorded phase ve-
locities were then inverted using a genetic algorithm (GA) to determine the elastic modulus
of the specimen. Yan and Gang [19] provided a statistical multivariate outlier analysis
method for determining the presence of fatigue damage and describing its progression
using Mahalanobis squared distances. The usability and usefulness of Lamb waves for
continuous monitoring of fatigue damage in composite structures was demonstrated.

Indeed, the practical application of composite-load-bearing structures poses significant
challenges due to the combined mechanical–thermal and vibration environment they oper-
ate in. A key issue is the low signal-to-noise ratio of the monitoring signal, which can make
accurate damage detection difficult. When building multi-feature fusion models for fatigue
damage monitoring, internal multicollinearity can be a problem. This multicollinearity can
lead to noise amplification, thereby compromising the accuracy of the model. To address
these challenges, researchers are exploring advanced signal processing techniques and



J. Compos. Sci. 2024, 8, 423 3 of 17

algorithms that can effectively filter out noise and enhance the signal quality. Additionally,
the development of more robust and reliable models that can handle multicollinearity and
noise is ongoing. Through these efforts, we aim to improve the accuracy and reliability
of fatigue damage monitoring in composite structures, ensuring their safe and efficient
operation in complex environments.

This work introduces a method for monitoring fatigue damage in composite struc-
tures, leveraging Lamb wave propagation and partial least squares regression (PLSR).
The technique addresses the challenges posed by the loading environment, effectively
predicting composite damage using a multi-feature model. Notably, the model mitigates
the influence of multicollinearity among feature variables on model accuracy, ensuring
more reliable predictions. Compared to the principal component regression (PCR) model
with the same number of principal components, the PLSR model demonstrates superior
accuracy. To strike a balance between efficiency and accuracy, the feature variable size is
optimized, resulting in a refined and efficient prediction framework. To validate the overall
proposed technique, standardized run-to-failure experiments were conducted on CFRP
panels. The results confirm the effectiveness of the method in accurately monitoring fatigue
damage in composite materials, providing a robust tool for structural health monitoring
and maintenance. This work offers a promising approach for enhancing the safety and
reliability of composite structures in various engineering applications.

2. Method
2.1. Lamb Wave Signal Feature Extraction and Fusion

Regression models based solely on single signal features can compromise their stability
during the dimensionality reduction phase. This instability can lead to significant parameter
fluctuations, even with minor perturbations in the sample data. Therefore, it is crucial to
establish multi-signal feature modeling techniques that preserve as much signal matrix
information as possible, especially in low signal-to-noise ratio environments. In this study,
a comprehensive approach was adopted, incorporating both time domain and frequency
domain features to model damage monitoring. Five key features were extracted from the
time domain signal: peak value, time of flight (TOF), root mean square, signal standard
deviation, and margin index. These features capture diverse aspects of the signal, such as
energy propagation efficiency, mode transition effects, signal energy, dispersion degree,
and peak extremity.

Simultaneously, three features were selected from the frequency domain: center of
gravity frequency, standard deviation, and main lobe energy ratio. These features provide
insights into the power spectrum, frequency dispersion, and signal energy distribution
within a specific frequency range. By leveraging these combined features, a more robust
and comprehensive regression model can be constructed, enhancing the accuracy and
stability of damage monitoring in composite structures. Table 1 presents the preliminary
selected feature expressions of damage signals, providing a clear overview of the utilized
features and their respective expressions. This approach offers a promising framework for
improving structural health monitoring in various engineering applications.

2.2. PLSR-Based Damage Monitoring Modeling

Multicollinearity among Lamb wave signal features poses a challenge for damage
monitoring modeling. Both principal component regression (PCR) and PLSR can overcome
the problem of multicollinearity [20].

Principal component regression (PCR) is a regression method that employs principal
components as predictor variables, rather than relying on original characteristics. PCR
solely considers the variations exhibited by the predictor variables and reflected through
the principal components during their computation, excluding any consideration of re-
sponse variables. Consequently, a significant drawback of PCR lies in the fact that the
principal component exhibiting the greatest variation may fail to accurately predict the
response variable. PLSR shares certain similarities with the principal component regres-
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sion algorithm; however, the key distinction lies in its approach. Instead of seeking a
hyperplane that maximizes variance between the response variable and the independent
variable, PLSR constructs a linear regression model by projecting both predictor and ob-
servable variables into a new space. This approach potentially yields higher accuracy. In
this paper, we compared the predictive capabilities of PLSR and PCR models to assess their
relative performance.

Table 1. The time and frequency domain features of the signal representing the damage.

Signal Features Feature Extraction Remarks

Time domain signal features:

Peak of signal Peak(Xi(t) ) Maximum of Lamb wave signal
(removing crosstalk signal)

Time of fright TOF(Xi(t) ) Time of peak

Root mean square RMS =

√
1
N

N
∑

i=1
X2

i (t)

Signal standard deviation STD =

√
lim

N→∞
1
N

N
∑

i=1
[Xi(t)− µX(t)]

2

Margin index K f =
xp
xr

xp: peak of signal

xr =
(

1
n ∑n

i=1
√
|x|

)2
: mean square

amplitude

Frequency domain signal features:

Barycenter frequency FC =
∫ +∞

0 f P( f )d f∫ +∞
0 P( f )d f

P( f ): frequency domain signal

Standard deviation of frequency domain
signal RVF =

√ ∫ +∞
0 ( f−FC)2P( f )d f∫ +∞

0 P( f )d f

Main lobe signal energy ratio SMLE =
∫ F1

F2 P( f )d f∫ +∞
0 P( f )d f

Main lobe: 225 kHz–275 kHz

The damage area was set as the dependent variable Y; signal features are inde-
pendent variables x1, x2, . . . , xk; the sample number is n; independent variable matrix
X = [x1, x2, . . . , xk]n×k ; and the dependent variable matrix Y = [y]n×1 .

The X with Y standardized processing obtains independent variable matrix E0 and
the dependent variable matrix F0.

The first principal component t1 = E0w1 is extracted from E0, where w1 is the first
principal axis of E0, i.e., ∥w1∥ = 1. Both E0 and F0 are normalized matrices, then

w1 =
ET

0 F0∥∥ET
0 F0

∥∥ =
1√

∑k
j=1 r2

(
xj, y

)
r(x1, y)

M
r(xk, y)

 (1)

t1 = E0w1 =
1√

∑k
j=1 r2

(
xj, y

) [r(x1, y)E01 + r(x2, y)E02 + . . . + r(xk, y)E0k] (2)

where E0i(i = 1, 2, . . . , k) represents the ith columns of the independent variable matrix
E0, and r

(
xj, y

)
(j = 1, 2, . . . , k) represents the correlation coefficient between xj and y. The

regression coefficient p1 between E0 and t1 is

E0 = t1 pT
1 + E1 (3)

p1 =
ET

0 t1

∥t1∥2 (4)
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where p1 is the regression coefficient and E1 is the residual matrix.

E1 = E0 − t1 pT
1 (5)

Repeat the modeling steps above, replacing E1 with E0, replacing F1 with F0, and

similarly w2 =
ET

1 F1

∥ET
1 F1∥ ; E1 is no longer a normalized matrix:

w2 =
ET

1 F1∥∥ET
1 F1

∥∥ =
1√

∑
p
j=1 cov2

(
E1j, y

)
cov

(
E1j, y

)
M

cov
(
E1p, y

)
 (6)

t2 = E1w2 (7)

p2 =
ET

1 t2

∥t2∥2 (8)

E2 = E1 − t2 pT
2 (9)

where cov
(
E1j, y

)
is covariance between E1j and y.

The number of components extracted in PLSR can be determined by cross validity.
In implementing the standard of the dependent variable matrix F0 to principal compo-

nent t1, t2, . . . tm, the regression of

F0 = r1t1 + r2t2, . . . rmtm (10)

Because the principal component t1, t2, . . . tm is a linear combination of E0,

th = Eh−1wh = E0

h−1

∏
j−1

(
I − wj pT

j

)
wh = E0w*

h (11)

where w*
h = ∏h−1

j−1

(
I − wj pT

j

)
wh.

F0 = r1E0w*
1 + . . . + rmE0w*

m = E0(r 1w*
1 + . . . + rmw*

m

)
(12)

x*
j = E0j, y* = F0, αj = ∑m

h=1 rhw*
hj (j = 1, 2. . ., k). The standardized variable y* about

x*
j for the regression equation is

ŷ∗ = α1x∗1 + α2x∗2 + . . . + αkx∗k (13)

Finally, the regression equation of y with respect to xj is obtained by the inverse:

ŷ = β1x1 + β2x2 + . . . + βkxk (14)

where βi(i = 1, 2, . . . , k) is the regression coefficient of y with respect to xj.

2.3. Damage Prediction Framework Based on PLSR

In this study, PLSR was used to predict structural damage from Lamb wave signals. As
shown in Figure 1, The model was built and validated through a series of structural fatigue
test procedures to fill the required Lamb wave signal space. The Lamb wave signal and
X-ray images of the structure were measured at each loading step. The signal characteristics
(autocovariance matrix X = [x1, x2, . . . , xk]n×k ) and damage condition (dependent variable
matrix Y = [y]n×1 ) were extracted. The obtained dataset was separated into calibration
data and a smaller subset of validation data and used to build and validate the PLSR
model and accompanying R scripts described in detail in the text. Once the datasets were
separated, the optimal number of components was determined, and the calibration model
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and validation were built. Twenty percent of the remaining dataset was used as the cross-
validation dataset for model checking. VIP (variable impact on prediction) was used to
measure the importance of a given predictor on the predicted response variable. In this
paper, VIP ≥ 1 was considered as the critical value for highly significant predictor variables.
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3. Experiment

The data used in this study came from a public dataset of run-to-failure experiments
on CFRP panels conducted at the Stanford Structures and Composites Laboratory (SACL)
in collaboration with the NASA Ames Research Center Prognostic Center of Excellence
(PCoE). In the experiments, internal damage growth under tension–tension fatigue were
captured by periodic measurements. The monitoring data consist of Lamb wave signals
from a network of piezoelectric (lead zirconate titanate—PZT) sensors and multiple triaxial
strain gages. Additionally, periodic X-rays were taken to characterize internal damage as
ground truth information. Three different layups were tested. In this experiment, a set
of specimens were performed to a tension–tension fatigue test at a frequency of 50 [Hz]
and a stress ratio of R ≈ 0.14. Torayca T700G unidirectional carbon-prepreg material was
used to create stress concentration in 15.24 [cm] × 25.4 [cm] specimens with dog-bone
geometry and a prefabrication notch (5.08 [mm] × 19.3 [mm]), as shown in Figure 2. In
order to protect the clamping position of both ends, the surface of the specimen was pasted
with a glass fiber composite plate, as shown in Figure 2. For this investigation, the No. 17
specimen of Layup2 (layup configurations: [0/902/45/45/90] s) was used in this paper [21].
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Figure 2. Schematic diagram of the fatigue test specimen and sensor network.

To quantify fatigue damage, two groups of six SMART Layer® sensors were arranged
on the specimen surface, as shown in Figure 2. One group of SMART Layer® was used to
excite the Lamb waves, and the other group was responsible for receiving and monitoring
the Lamb wave propagation behavior in the specimen through the signal. The sensor
numbers on the upper part of the specimen were 6#, 5#, 4#, 3#, 2#, and 1# from left to right,
and the sensor numbers on the lower part were 7#, 8#, 9#, 10#, 11#, and 12#. The average
input voltage and gain for each of the 36 actuator-sensor paths were 50 volts and 20 dB,
respectively.

All testing procedures were conducted utilizing the MTS machine in accordance
with ASTM standards D3039 and D3479. During fatigue cycling experiments, the PZT
sensor data were collected for all paths and excitation frequencies at intervals of every
50,000 cycles. Additionally, stain X-rays were captured from the specimens to enhance the
X-ray absorption quality.

The fatigue data of the specimens were gathered under three distinct boundary condi-
tions: type 1, where the specimens were loaded with an average load; type 2, where the
specimens were unloaded but clamped in place; and type 3, where the specimens were
removed entirely from the test machine, resulting in an absolute zero load. At a load of 4
Kips, the documentation noted a decline in the signal in the notched region, yet no audible
sound was reported. Concurrently, the documentation indicated “No audible sounds of
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matrix cracking were heard; X-ray inspection will follow”. The subsequent X-ray report
stated “Minimal damage observed in X-rays; will subject to fatigue with 7 Kips”. This
suggests that the ultrasonic wave had already emitted a precursor warning signal before
the damage became detectable through other means. After enduring 10,000 fatigue cycles
at a load of 4 Kips, the signal exhibited a universal decline, with the X-ray inspection
revealing significant delamination damage around the notch. As the cycle count reached
50,000, the documentation described a shift and reduction in the signals near the notched
area, indicating that the time-domain amplitude, time of flight (TOF), and energy of the
Lamb wave signal serve as tangible indicators of damage progression. In various states
such as “Loaded, Clamped, and Traction Free”, the Lamb wave signal characteristics may
exhibit slight variations due to factors like the vibration of the testing apparatus and the
crack breathing effect induced by loading. During the model training phase, these subtle
differences can be magnified by the presence of multicollinearity, making feature opti-
mization and the mitigation of multicollinearity pivotal in the practical deployment of
Lamb wave-based damage prediction algorithms. Following 750,000 cycles of loading, the
sensor experienced extensive failure, with the record stating “No Signal Anywhere”. The
accompanying figure illustrates the X-ray transmission images depicting the specimen’s
damage progression through different cycles [21].

It can be seen from the Figure 3 that the damage extended along the tectonic fracture
direction from Path 6#-7# to Path 3#-10# to Path 1#-12# as the number of cycles increased.
The damage forms were diverse, including delamination, cracking, and fiber fracture. When
the number of cycles approached 750 K, the specimens showed longitudinal penetration
damage and failed completely. According to the experimental description, the damage
extension trend with increasing cycle times is shown in Figure 4.
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As shown in Figure 4, the fatigue damage showed a stepwise trend with increasing
number of cycles, with two damage step changes after 0.5 × 105 and 6 × 105 cycles.
Figure 5 shows the signals in the time and frequency domains for the representative paths at
different cycles.
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As the fatigue damage progressed, the Lamb wave propagation environment under-
went gradual alterations. According to the measurements from Figure 5, the amplitude
and energy of the path signals proximate to the damage extension boundary exhibited a
decline over time. Specifically, upon the occurrence of penetrating damage, paths 6#-7#
and 3#-10# within the damaged region exhibited modal shifts. Conversely, paths 1#-12#,
which were unaffected by the damage, remained relatively unaffected.

In the frequency domain, the signal energy of the primary flap underwent changes as
the damage level varied. At the periphery of the damage extension, the signal’s main peak
value increased. However, as the damage area expanded along the line, the peak value
of the signal decreased. It is evident that a singular signal feature alone is insufficient to
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explain the signal variations across diverse damage scenarios. Instead, the damage can
only be accurately characterized through the development of a model that incorporates
numerous signal features. Nevertheless, not every segment of every signal path was
damage-related, necessitating the optimization of features to establish an effective model
for damage prediction.

When considering the correlation coefficient, a value below 0.3 suggests no linear
correlation, while a value above 0.3 indicates a linear relationship. Specifically, a coefficient
between 0.3 and 0.5 represents a low correlation, 0.5 to 0.8 signifies a significant correlation,
and above 0.8 denotes a high correlation. As is evident in Figure 6, the correlation between
features across numerous paths often exceeded 0.5 and, in some cases, even reached
0.8, indicating strong multicollinearity among these signal features. Furthermore, the
correlation between STD and XRMS was found to be perfect at 1, indicating that they
are redundant features. Therefore, in the modeling process, only XRMS was selected to
represent the energy characteristics of the signals, eliminating the need for both STD and
XRMS to avoid redundancy.
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4. Result and Discussion

Using PLSR and principal component regression (PCR) models, we examined the
effectiveness and precision of monitoring fatigue damage dimensions in specimens under
fatigue loading conditions. For this investigation, we specifically utilized the dataset from
the seventeenth specimen. Based on previous research findings, we extracted various
features including peak values, time of flight (TOF), XRMS, edge index, gravity frequency,
standard deviation ratio (SDR) of the frequency domain signal, and the main flap energy
ratio within the range of 225 kHz to 275 kHz. These features were then compiled into
a matrix of independent variables. To ensure consistency and comparability across the
modeling process, each eigenvalue was normalized.
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The data file of this specimen had 112 sets of test data, and 4 sets of faulty data were
excluded according to the test records. Among the 108 sets of valid data, 96 sets were
randomly selected as the training group, and the rest of the data were used as the test
group. The contribution of principal components is shown in Figure 7.
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Figure 7. Principal component contribution rate.

PLSR analysis with five components appeared to capture a significant proportion of
the variance within the observed damage area data. This conclusion was drawn from the
determination of the response values associated with the chosen five-component model.
To further validate the effectiveness of this model, Figure 8 provides visual confirma-
tion through observed-fit response plots, which compare the predicted value variables
with a VIP score close against the actual observed damage areas. Additionally, a similar
comparison was made with a principal component regression (PCR) model utilizing five
components. These plots allow for a visual assessment of the accuracy and reliability of
both models in replicating the observed data patterns, thereby providing insights into their
predictive capabilities.
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As depicted in Figure 8, the observed-fit response plots for both the PLSR and the five-
component PCR model are presented. The blue dots represent the PLSR model, while the
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red dots represent the five-component PCR model. The R-squared value for the PLSR model
was 0.97, indicating a strong correlation between the observed and predicted values. In
contrast, the R-squared value for the five-component PCR model was 0.70, which suggests
a less robust fit. With the same number of components, it is evident that the PLSR model
provided a superior regression compared to the five-component PCR model. In fact, the
five-component PCR model performed barely better than a constant model, indicating that
it may not be capturing the underlying structure of the data effectively. The R-squared
values of the two regressions confirm this observation. The higher R-squared value for
PLSR suggests that it is able to explain a larger proportion of the variation in the observed
damage area matrix, making it a more suitable model for monitoring fatigue damage
dimensions under fatigue loading conditions.

As shown in Figure 9, the observation that the PCR curves were consistently higher
indicates that, in terms of fit, the multicomponent PCR performed at an inferior level to
PLSR. As the number of components increased in both PCR and PLSR models, a tighter fit
to the original data was inevitable since the majority of predictive information contained
within the independent variable matrix was captured by the principal components. This
trend is clearly exemplified in the figure below, which demonstrates that the residuals of
both methods decrease significantly when using 10 components compared to when only
5 components are employed.
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of components.

However, it is important to note that while adding more components may lead to a
better fit, it can also increase the complexity of the model and potentially lead to overfitting.
Therefore, it is crucial to strike a balance between model complexity and predictive accuracy.
In this context, PLSR often offers a more robust and interpretable solution by effectively
combining features from the independent variable matrix while minimizing the number of
components required to achieve a good fit.

According to Figure 10, the R-squared value for PLSR stood at an impressive 0.99.
This metric indicates that PLSR provides a much closer fit to the observed data, suggesting
its superiority in capturing the underlying relationships. To further validate the model’s
damage prediction capabilities, we tested it using an independent test set of data, as shown
in the accompanying figure. This step is crucial in assessing the model’s generalization
ability—its capacity to predict outcomes on unseen data. The test set data offer a realistic
evaluation of the model’s performance in real-world scenarios.
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Figure 10. Observed–fitted response maps of the PLSR and PCR models (ten components).

If the model’s predictions on the test set align closely with the actual damage outcomes,
it would further confirm the predictive power of PLSR in damage prediction tasks. Such
validation is essential in ensuring the reliability and accuracy of the model in practical ap-
plications.

As shown in Figure 11, the red dots signify the actual damage magnitude recorded in
the random test dataset. In contrast, the blue triangles represent the damage magnitude
predicted by the signal features extracted from the same dataset. Furthermore, the yellow
bars illustrate the discrepancy between the observed and predicted values, providing a
visual representation of the prediction errors.

J. Compos. Sci. 2024, 8, x FOR PEER REVIEW 14 of 18 
 

 

 
Figure 10. Observed–fitted response maps of the PLSR and PCR models (ten components). 

If the model’s predictions on the test set align closely with the actual damage out-
comes, it would further confirm the predictive power of PLSR in damage prediction tasks. 
Such validation is essential in ensuring the reliability and accuracy of the model in prac-
tical applications. 

As shown in Figure 11, the red dots signify the actual damage magnitude recorded 
in the random test dataset. In contrast, the blue triangles represent the damage magnitude 
predicted by the signal features extracted from the same dataset. Furthermore, the yellow 
bars illustrate the discrepancy between the observed and predicted values, providing a 
visual representation of the prediction errors. 

 
Figure 11. Comparison of prediction results of damage size values in the test set. 

For this analysis, the final 10 components were chosen for making predictions. The 
results revealed that the prediction model achieved an R-squared value of 98% for damage 
magnitude, indicating a strong correlation between the predicted and actual values. This 
high R-squared score demonstrates the model’s excellent predictive capabilities and its 
ability to accurately estimate damage magnitude based on the signal features present in 
the dataset. 
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For this analysis, the final 10 components were chosen for making predictions. The
results revealed that the prediction model achieved an R-squared value of 98% for damage
magnitude, indicating a strong correlation between the predicted and actual values. This
high R-squared score demonstrates the model’s excellent predictive capabilities and its
ability to accurately estimate damage magnitude based on the signal features present in
the dataset.
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To improve the efficiency of the model run, the signal feature matrix was optimized
by VIP scoring.

In order to improve the efficiency of the model operation, the signal feature matrix
was optimized by VIP scores.

VIPj =

√√√√∑h
a=1 R2(y, ta)

(
waj/∥wa∥)2

(1/p)∑h
a=1 R2(y, ta)

(15)

where waj is weight of the jth feature variable in component a and R2(y, ta) is a fraction of
variance in y explained by the component a. VIP scores estimate the importance of each
variable in the projection used in a PLS model and are often used for variable selection.
A variable with a higher VIP score indicates that it is more correlated with the predicted
response. A VIP score close to or greater than 1 is considered important in the given
model; otherwise, it will be considered less important and may be excluded from the model
of good candidates. Figure 12 shows the VIP scores of the signal features in the PLSR
regression model.
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Figure 12. VIP scores of signal features for the PLSR regression model (the × symbol represents the
VIP score of the signal feature, and the circle represents the feature whose VIP score is close to or
greater than 1, that is, the selected feature value).

The selection of features for the prediction model was carefully optimized to guarantee
the validity and accuracy of the predictions. As part of this process, VIP (importance
of variables in prediction) scores were computed specifically for the PLSR regression
model. These scores provide a quantitative measure of the significance of each feature in
contributing to the model’s predictive power.

Out of the 86 features evaluated, those with VIP scores exceeding 1 were deemed
crucial and are highlighted with red circles. This threshold ensures that only the most
influential variables are retained, enhancing the model’s predictive performance. In the
context of multicollinearity, where variables may exhibit strong correlations, the selection of
these high-VIP variables is particularly important. It helps to identify and prioritize those
predictor variables that contribute most significantly to the model, while minimizing the
impact of redundant or less informative features. By focusing on these key features with VIP
scores greater than 1, the PLSR regression model is able to make more accurate predictions.
This optimized feature selection not only improves the model’s predictive accuracy but
also enhances its interpretability, making it easier to understand the relationships between
the selected features and the predicted outcome.
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As shown in Figure 13, the test results revealed an impressive accuracy level of 97%
in quantifying fatigue damage through the application of the optimized model. This
significant figure underscores the reliability and precision of the proposed method in accu-
rately assessing the condition of composite materials, offering a robust tool for structural
reliability analysis.
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5. Conclusions

This paper introduces an innovative fatigue damage monitoring method specifically
tailored for composite materials. The core of this approach lies in the utilization of guided
wave propagation, in conjunction with PLSR. The Lamb wave propagation technique
emerges as a highly effective tool for internally characterizing fatigue damage within
composite materials. Leveraging NASA’s publicly available metamaterial fatigue test
database, a quantitative fatigue damage monitoring model was crafted, incorporating
multi-feature fusion and PLSR.

Upon analyzing the experimental results, the following key insights were derived:

a. A significant multicollinearity exists among various signal features, with the correla-
tion between multiple path features exceeding 0.5 and even reaching 0.8.

b. In terms of fitting accuracy, the multi-component PLSR (99%) outperformed PCR
(94%), demonstrating its superiority in capturing the intricate relationships within
the data.

c. Through cross-validation, the 10-component model achieved an optimal balance be-
tween efficiency and accuracy, ensuring both speedy computations and
reliable predictions.

d. After optimizing the variable importance projection, 86 signal features remained
relevant, while the model’s R-squared value remained consistently above 97%, a
testament to its predictive power.

The proposed method stands out for its baseline-free nature, its disregard for the
potential influence of diagnostic techniques or ambient temperature, and its suitability for
practical working conditions. As such, it serves as a solid foundation for structural reliabil-
ity analysis, offering new avenues for enhancing the safety and durability of composite
materials in various applications.

Future research needs to address such problems as damage identification in noisy
environments, complex damage scenarios, increasing computational requirements with the
increase of model complexity, and the problem that the effectiveness of injury diagnosis
depends on the quality and location of the sensor.
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