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Abstract: This study examines the residual stress induced by manufacturing and its effect on failure
in thermosetting unidirectional composites under quasi-static loading, using Finite Element-based
computational models. During the curing process, the composite material develops residual stress
fields due to various phenomena. These stress fields are predicted using a constitutive viscoelastic
model and subsequently initialized within a damage-driven Phase Field model. Structural tensors
are used to modify the stress-based failure criteria to account for inherent transverse isotropy. This
influence is incorporated into the crack phase field evolution equation, enabling a modular frame-
work that retains all residual stress information through a heat-transfer analogy. The proposed
coupled computational model is validated through a representative numerical case study involving
L-shaped composite parts. The findings reveal that cure-induced residual stresses, in conjunction
with discontinuities, play a critical role in matrix cracking and significantly affect the structural
load-carrying capacity. The proposed coupled numerical approach provides an initial estimation of
the influence of manufacturing defects and streamlines the optimization of cure profiles to enhance
manufacturing quality. Among the investigated curing strategies, the three-dwell cure cycle emerged
as the most effective solution.

Keywords: virtual manufacturing; residual stress; phase field; damage

1. Introduction

Thermosetting composite materials are extensively utilized in the aerospace industry
because of their exceptional stiffness and outstanding in-plane strength-to-weight ratio [1].
Research in the previous decades has shown that several iterative analyses, such as the
selection and optimization of composite materials (resin and fiber), mold characteristics,
and other factors, are required to develop an effective manufacturing process [1,2]. This is
mainly caused by manufacturing defects that occur during the manufacturing process [3,4].
Additionally, during manufacturing, composite parts attain residual stresses while be-
ing processed in the mold, even in the absence of external forces or thermal gradients,
as noted in [5]. The final shape of the manufactured part deviates from the desirable
design due to the uneven distribution of residual stresses during manufacturing. These
residual stresses not only cause deformation, but also remain partially embedded within
the parts after the process. This “locked-in” residual stress significantly affects damage
and failure propagation, particularly interlaminar delamination and intralaminar matrix
cracking [6–8]. Therefore, it is vital to develop methods that can accurately predict the
effect of internal residual stress fields on the structural behavior of thermoset parts under
different manufacturing conditions.

The formation of internal residual stresses is attributed to various factors that range
from micro- to macro-scales. Residual stresses in fiber-reinforced polymer–matrix thermoset
composites are largely inevitable due to the differing properties of the fiber and resin
throughout the curing process [9,10], also known as the polymerization reaction. During
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this phase, the thermosetting resin transitions from a viscous to a rubbery, and then finally, a
glassy state. This results in the development of internal residual stresses and deformations
related to the material’s chemical and thermal behavior [11–13]. Chemical shrinkage,
associated with the Coefficients of Chemical Shrinkage (CCS), occurs as the resin undergoes
curing, leading to a reduction in its free volume. As the temperature rises, the resin
molecules undergo end-linking reactions that draw them inwards, resulting in transitions
between different states. Consequently, the available space within the resin decreases,
exerting pressure on the fibers and generating internal residual stress that is uniformly
distributed throughout the composite laminate. Additionally, thermally induced stress
fields arise from the mismatch between the Coefficients of Thermal Expansion (CTE) of the
resin and the fibers. A diverse set of approaches is being employed to evaluate internal
residual stress in thermosetting composites [14]. Upon demolding, the majority of these
stresses are released, causing the manufactured thermoset parts to assume distorted shapes.
It is also important to acknowledge that factors such as the part thickness, curing boundary
conditions, mold material, and lay-up configuration significantly affect the final residual
stress field [15–18].

The need to include internal residual stress fields alongside deformation predictions
for a more comprehensive failure analysis through structural simulations highlights the
significance of constitutive models. In recent decades, Finite Element Analysis (FEA) cou-
pled with constitutive models has demonstrated a high effectiveness in predicting residual
stresses [19]. Fully viscoelastic models [20–23] accurately depict curing behavior but require
extensive material characterization and involve high computational costs [5]. Meanwhile,
the Cure Hardening Instantaneously Linear Elastic (CHILE) model establishes simpler
elastic relations to describe changes in composite thermo-chemo-mechanical properties
based on cure process variables, incorporating a viscoelastic model that accounts for the
path dependence of these variables [24–26]. A classic example of the CHILE model is
presented in a previous study [25], where a simplified viscoelastic model incorporating
the path dependence on cure state variables is utilized. Upon the demolding step in the
numerical analysis, the implications and nature of the possible residual stresses during
manufacturing can be further explored to assess their impact on the structural response of
the part.

Thermoset composite parts formed into different types of profiles are extensively used
in aerospace structures as reinforcement and present possible failure modes including
delamination and matrix cracks [27–31]. Studies on these subjects provide an insight into
the interaction between inter- and intralaminar damage. In general, these phenomena
exhibit distinct failure mechanisms, making damage and failure modeling a persistent
challenge. Within the context of Finite Element (FE)-based tools at the meso-scale level,
various approaches exist for predicting failure mechanisms [32]. These approaches are com-
monly categorized into discrete and smeared continuum models. Among the widely used
approaches for predicting coupled failure interactions is the Cohesive Zone Model (CZM),
which is well discussed in many numerical studies [27–29,33–36]. The CZM facilitates the
modelling of crack initiation and progression through a traction-separation law. Although
the CZM can be easily implemented within an FE framework, it is crucial to identify in
advance the zones where delamination or matrix cracking is likely to occur. This identifica-
tion can be quite cumbersome in the case of 3D problems. Additionally, the process may
encounter convergence issues due to physical or numerical instability [37,38]. Even with
approaches like the extended FE Method(X-FEM), challenges arise, such as the need for
re-meshing and difficulties in explicitly representing and tracking crack paths, particularly
in 3D problems involving multiple interacting inter- and intralaminar cracks [39].

In this study, we utilize the widely used smeared Phase Field (PF) model [40]. The
variational PF model has gained significant attention from computational studies to predict
the formation, growth, and failure of cracks within and between layers of composite parts.
This approach employs a thermodynamic framework in which crack propagation occurs
once the fracture toughness exceeds the material’s critical toughness [41,42]. A scalar
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variable is utilized to implement a diffuse region of finite width, which characterizes the
discrete crack surface and, in turn, describes the material’s damage [43,44]. This feature
provides a diffuse representation of fracture surfaces, such as delamination and matrix
cracks, allowing for a seamless transition from the undamaged material to the damaged
region. By utilizing diffusive damage representation, the model effectively tracks crack
growth without requiring any additional criteria, thereby simplifying the process of model-
ing crack progression [40]. Previous reviews provide a detailed analysis of PF modeling
for failure in composites [45,46]. Recent advancements in the PF model have addressed
the modeling aspects of delamination and anisotropic bulk fracture, as explored by many
researchers [47–59]. For composites at the meso-scale, anisotropy is introduced by consider-
ing structural tensors in the crack surface density function. Structural tensors are employed
to modify energetic and failure criteria to account for inherent anisotropies [49,60,61]. The
adjusted failure criteria, incorporating structural tensors, impact the driving force, and this
influence is integrated into the crack PF evolution equation, facilitating the establishment
of a modular structure. The PF approach is favored for its simplicity and its ability to
couple with cure-induced residual stresses at the lamina level. In the present study, a
comprehensive 3D mixed-mode PF framework is implemented to numerically model the
progressive failure process associated with delamination and matrix cracking, taking into
account the “locked-in” residual stresses post-manufacturing.

Manufacturing defects, such as residual stress, voids, and pre-cracks, are omnipresent
in composites and are inherently unavoidable. Despite recent advancements in numerical
modeling [62–66], effectively modeling composite failure when defects like voids and
residual stresses coexist at the lamina level remains insufficient. The existing literature
indicates a significant gap in understanding 3D defect distribution and stress variation,
both of which are critical for accurately determining failure characteristics. It is essential
to investigate how such interactions jointly influence composite failure, especially under
varying manufacturing conditions. Moreover, such analyses can help us understand mech-
anisms like the effects of thermal expansion, cure shrinkage, and part–mold interactions,
which alter the residual stress and subsequently affect the structural response. Within this
study, we investigate cure-induced residual stress and its impact on failure in unidirec-
tional (UD) fiber-reinforced polymer–matrix composites subjected to quasi-static loading
conditions. We utilize a coupled FE-based CHILE model, followed by a PF approach, which
incorporates structural numerical analyses with initialized residual stresses. Unlike X-FEM,
which loses residual stress data during remeshing, or CZM, which struggles with defining
traction-separation laws and numerical stability, the coupled CHILE-PF approach remains
efficient, requiring fewer calibration parameters. Moreover, the approach is simpler and
more efficient for handling parts with discontinuities, such as voids. The effectiveness
of the proposed coupled computational models is demonstrated through representative
numerical examples, including L-shaped curved thermoset parts manufactured under the
Manufacturing Recommended Curing Cycle (MRCC). Additionally, for thicker parts, we
employ the concept of heat-transfer analogy to model the influence of stochastic voids on
the load-carrying capacity. This coupled numerical approach to progressive damage offers
an initial assessment of the impact of manufacturing defects and facilitates the optimization
of cure temperature profiles.

2. Methods

In this section, we provide a detailed discussion of the computational methods cor-
responding to the CHILE model and the PF model used to simulate the manufacturing
cure and structural simulations. Firstly, Section 2.1 addresses the modeling of cure-induced
residual stresses arising from manufacturing processes. This is followed by a review of
the PF model for rate-independent failures under quasi-static conditions, including consid-
erations of residual stresses. This section also includes a discussion on the calibration of
parameters related to the PF model and the selection of the degradation function, as applied
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to UD composites at the meso-scale. Finally, we elaborate on the numerical implementation
of the coupled computational models.

2.1. Cure Hardening Instantaneous Linear Elastic Constitutive (CHILE) Model

The commonly used computational approach for predicting the residual stress field
involves FE-based tools with constitutive models. The classic CHILE model was proposed
in [25], which exploits path dependence on cure state variables within the study. The
instantaneous relaxation modulus of Maxwell’s element, comprising a dashpot and spring
system within the viscoelastic model of the partially cured resin, is influenced by the cure
state variables, namely the degree of cure, ϱ, and the glass transition temperature, Tg.
Appendix A provides detailed information on how the cure state variables influence the
volumetric free strains, ε. The viscoelastic model of the partially cured resin is influenced
by the reduced time associated with the dashpot and spring, represented by Y′ and Y,
respectively. The thermo-viscoelastic behavior of the materials is described in integral form,
incorporating the linear elastic Hooke tensor, C. The equation is given as follows:

σ(t) = Cε +
∫ t

0
δC
(
Y − Y′)∂(εmech − ε)

∂ℸ ∂ℸ (1)

where σ represents the stress, δC represents the independent relaxation function of N
Maxwell elements, and εmech and ε denote the mechanical non-volumetric free strain and
volumetric free strain, respectively. The dependence of Y and Y′ on state variables is
defined through a shift factor, aT , given by

Y =
∫ t

0

1
aT

dt′ ; Y′ =
∫ ℸ

0

1
aT

dℸ′ (2)

The Maxwell’s model with N elements, assembled in parallel with a free spring,
provides C as follows:

C =


0, ∀ ϱ < ϱgel

C∞ +
N
∑

n=1
Cn e((−t)ρn) , ∀ ϱ ≥ ϱgel

(3)

where C∞ represents the fully relaxed modulus of uncured resin, Cn denotes the spring
constant, ρn are the relaxation times, with n indicating the number of Maxwell elements.
The variable ϱgel refers to the degree of cure at which the material transitions to the rubbery
state. The shift factor, aT , is assumed to tend toward infinity in the glassy state and
approaches zero in the rubbery state. Additionally, a variable, ι, is incorporated to establish
the mathematical approximation of aT , as expressed by

aT = lim
γ→0

{
ι, ∀ T ≥ Tg(ϱ)

1
ι , ∀ T < Tg(ϱ)

(4)

where T denotes the part temperature. This assumption dictates the Hooke tensor: in the
rubbery state, Cr is referred as the fully relaxed Hooke tensor, C∞, while in the glassy state,
Cg is expressed as (C∞ + ∑N

n=1 Cn). The stress increment, ∆σ, is given by

∆σ =

(
C∞ +

1
∆Y

N

∑
n=1

ρnCn e(
−∆Y

ρn )

)
(εmech − ε)−

N

∑
n=1

(
1 − e(

−∆Y
ρn )
)

σn
res(t) (5)

where σres represents the locked-in residual stress field, initially set to 0, which is deter-
mined using a recursive update:

σres(t + ∆t) =
(

1 − e(
−∆Y

ρn )
)

σn
res(t) + ρn ∆(εmech − ε)

∆Y
C

n

(
e(

−∆Y
ρn )
)

(6)
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This is integrated into the FE tool using the method in [67]. The reduced time is
expressed as ∆Y = ∆t/aT . An incremental formulation is developed by substituting
the rate dependence with a path dependence on the curing process variables, follow-
ing Equations (1)–(4). The stress increment, when simplified, corresponds to ∆t, and is
expressed as

∆σ =

{
Cr∆(εmech − ε)− σres(t), ∀ T ≥ Tg(ϱ)

Cg∆(εmech − ε), ∀ T < Tg(ϱ)
(7)

Finally, the evolving locked-in residual stress, based on the loading history, is calcu-
lated as

σres(t + ∆t) =
{

0, ∀ T ≥ Tg(ϱ)
σres(t) +

(
Cg − Cr

)
∆(εmech − ε), ∀ T < Tg(ϱ)

(8)

The state variable, denoted as σres, is calculated based on the loading conditions and
the evolution of cure-state variables. In the rubbery and viscous states, the material is
considered to be relaxed, and as a result, σres is set to 0. However, in the glassy state,
an internal stress builds up gradually. This accumulated stress is eventually released at
the boundaries once the curing process is complete, causing plastic deformations. The
residual state remaining within the part is denoted by (σres, εres) and is initialized for the
consecutive structural numerical analyses. Note that residual state redistribution is not
addressed, as it is relevant when machining processes occur after manufacturing.

2.2. Phase Field Model

The PF model is developed from a thermodynamic framework in which cracks propa-
gate when the fracture toughness exceeds the critical material toughness [41,42]. A diffuse
region of finite width characterizing the discrete crack surface is implemented using a
variable, ϕ, where ϕ = [0,1] ranges from zero to one, representing the damaged and undam-
aged states, respectively [43,44]. A detailed PF approximation of smeared crack topology
is provided in Appendix B. The composite lamina, Ω, with fibers oriented at an angle, θ,
includes a sharp crack, Γ, with a residual state (σres, εres), as illustrated in Figure 1.
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The lamina, Ω, is associated with boundary conditions represented by ∂Ωu and ∂Ωτ ,
and ∂Ωu

⋃
∂Ωτ = ∂Ω, ∂Ωu

⋂
∂Ωτ = {}. The regularized crack functional is given by

Γϕ =
∫

Ω γ(ϕ,∇ϕ; A)dΩ
γ(ϕ,∇ϕ; A) = 1

c0

(
1
lϕ

ω(ϕ) + lϕA : ∇ϕ ⊗∇ϕ
) (9)
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where γ(ϕ,∇ϕ; A) signifies the energy density of the crack surface per unit volume, lϕ de-
notes the regularization length scale, and ω(ϕ) refers to the geometric function. The
constant c0 is defined as c0 = 4

∫ 1
0

√
ω(ϕ)dϕ. The generic form of ω(ϕ) is taken as

ζϕ + (1 − ζ)ϕ2 ∀ ϕ ∈ [0, 1]. A is the second-order structural tensor that accounts for the
anisotropy, defined as A = I + ςM, where ς is the anisotropic constant that penalizes dam-
age normal to the unit normal vector, M, which depends on the critical fracture toughness in
both strong and weak directions. The material direction is denoted by m = [cos θ, sin θ, 0 ]T ,
and M = m ⊗ m. The surface fracture energy is given by

Wϕ =
∫

Γ
GcdA =

∫
Ω

Gcγ(ϕ,∇ϕ; A)dΩ (10)

Based on the variational framework [68], the regularized total energy functional is
defined as the combination of the elastic potential energy, the fracture energy associated
with the crack surface, and the work influenced by external loads, as given by

W =
∫

Ω
g(ϕ)ψdΩ +

∫
Ω

Gcγ(ϕ,∇ϕ; A)dΩ−
∫

Ω
b·udΩ −

∫
∂Ω

τ·udA (11)

where ψ represent the Helmholtz free energy function, and b and τ represent the body
force and surface traction, respectively. The degradation function, g(ϕ), is designed to
account for material degradation due to cracks and must meet the following conditions:

g(0) = 1, g(1) = 0, g′(ϕ) < 0 and g′(1) = 0 (12)

The choice of g(ϕ) and ω(ϕ) has led to the adoption of various PF models for com-
posites in recent years [69,70]. The three most popular degradation functions, namely, the
Ambrosio–Tortorelli functions (AT1 and AT2) and the Phase Field Cohesive Zone (PF-CZ)
functions, along with their respective characteristics, are presented in Table 1. In the AT2
model, while damage boundedness is inherently guaranteed, it does not include an elastic
domain, leading to immediate damage regardless of the load magnitude, which is unreal-
istic. In contrast, the AT1 and PF-CZ models overcome this limitation by introducing an
elastic domain with a defined damage threshold, as specified by{

γth = 3Gc
16lϕ

(for AT1 model)

γth = ft
2

2E′ (for PF-CZ model)
(13)

Table 1. Different geometric and degradation functions, along with their associated properties.

Characteristics Ambrosio–Tortorelli
Type 1 (AT1)

Ambrosio–Tortorelli
Type 2 (AT1)

Phase Field Cohesive
Zone (PF-CZ) 1

Damage type brittle brittle brittle-cohesive

Damage profile
(

1 − |x|
2lϕ

)2
e
(− |x|

lϕ
) 1 − sin

(
1 − |x|

lϕ

)
Damage bandwidth 4lϕ ∞ πlϕ

ω(ϕ) ϕ ϕ2 2ϕ − ϕ2

g(ϕ) (1 − ϕ)2 (1 − ϕ)2 (1−ϕ)p

(1−ϕ)p+Q(ϕ)

c0 2.67 2 π

1 For the PF-CZ model, Q(ϕ) =
(
1 + z1ϕ + z2z3ϕ2) and z1 = 4

πlϕ
.E′Gc

′/ ft
2. The values of p, z2, and z3 vary

depending on the specific traction-separation law [69]. Here, E′, Gc
′, and ft represent the modulus, critical

fracture toughness, and material tensile strength in the weak direction of the homogeneous meso-scale lamina,
respectively.

In this study, the AT1 degradation type regularization is employed to define a finite
width for the diffuse interlaminar and intralaminar cracks, given the inherently brittle
nature of UD thermoset composites. With the cure-induced residual state, represented by
(σres, εres), the elastic residual strain, εres, is known in advance and is incorporated into the



J. Compos. Sci. 2024, 8, 533 7 of 28

strain determination as an offset, expressed as: ε∗ = εmech + εres. The effective Helmholtz
free energy, ψ, is defined as follows:

ψ = 1
2 ε∗ : C : ε∗ = 1

2 o1tr2(ε∗) + o2tr
(

ε∗2
)

+o3tr(ε∗)tr(ε∗M) + 2(o4 − o2)tr
(

ε∗2M
)
+ 1

2 o5tr2(ε∗M)
(14)

where oi=1,2,...5 are constants dependent on the mechanical properties of the UD composite
lamina [71]. The parameters are dependent on the modulus, C, which in turn is related to
the mechanical properties. This dependency is briefly explained in Appendix C. Note that
when o2 = o4 and o3 = o5 = 0, the condition reverts back to the case of isotropy, which
is ideal for modeling the interface with homogeneous isotropic resin. The volumetric–
deviatoric split corresponding to the isotropic part is used for modeling mixed-mode
fracture [72,73]. The decomposition of the isotropic component of the effective Helmholtz
free energy is given as

ψ+
iso =

K
2
< tr(ε∗) >2

+ + µT(ε
∗
D : ε∗D); ψ−

iso =
K
2
< tr(ε∗) >2

− (15)

where K is the bulk modulus given by K = o1 + (2/3)o2, and ε∗D = ε∗ − (1/3)tr(ε∗)
represents the deviatoric component of the effective strain in the system. The Macaulay
bracket is defined as < d >± = (d ± |d|)/2. The decomposition of the of the anisotropic
part is given by

ψ±
aniso = o3< tr(ε∗) >±< tr(ε∗M) >± + 2(o4 − o2)< tr

(
ε∗2M

)
>

±
+ 1

2 o5 < tr(ε∗M) >2
±

(16)

As ϕ evolves, elastic energy is degraded according to g(ϕ), and, consequently, the
stress state is expressed as

σ = g(ϕ)(σres + C : εmech) (17)

The initial residual stress state is assumed to remain unchanged after the demolding
step in the cure analysis. However, as cracks propagate, the stress state changes due to
the degradation of the total stress, which also affects the residual stresses. The variation of
the system’s regularized total energy functional, W, with respect to displacement, u, and
damage, ϕ, produces the core equations of the PF model:

∇σ + b = 0 in Ω
g′(ϕ)H +

(
1
c0

(
ω(ϕ)

lϕ
− 2lϕ∇ϕ·(A·∇ϕ))

))
≥ 0,

.
ϕ ≥ 0 in Ω

σ. nv = τ in ∂Ωτ

∇ϕ . nv = 0 in ∂Ωu

(18)

where nv represents the unit normal vector. The damage driving force, H, is defined as
follows:

H =
ψ+

aniso
√

ς + 1

G f
c

+
ψ+

mI

GmI
c

+
ψ+

mI I

GmI I
c

(19)

where G f
c corresponds to the fracture toughness associated with fiber failure, while GmI

c
and GmI I

c represent the critical toughness due to mode I and mode II crack propagation,
respectively. Figure 2 illustrates the various types of failures that can occur in composite
structures when subjected to loads. This definition of H facilitates precise modeling of
composite failures under different modes [49]. It is important to note that damage is an
irreversible process; thus, the PF evolution law in Equation (18) must satisfy the condition
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.
ϕ ≥ 0. To ensure this, the definition of the history variable, H, must comply with the
Karush–Kuhn–Tucker conditions, which are given by

ψ+
i −H ≤ 0,

.
H ≥ 0, Hi

(
ψ+

i −Hi
)
= 0 with i = f , mI , mI I

Hi = maxtϵ[0,ttot]ψ
+
i

(20)

where t and ttot represent the current time and total time, respectively. HmI and HmI I are
the driving forces for mode I and mode II crack propagation, respectively. This criterion
establishes the propagation conditions for inter- and intralaminar cracks within the com-
posite material. A mode I-dominated mixed-mode propagation occurs when HmI > HmI I ,
while the opposite is true for mode II-dominated propagation.
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Remark 1. Significance of the anisotropic constant, ς, and the length scale, lϕ, in UD composites.

Considering a failure crack that propagates at an angle, χ, with respect to the global
system, the gradient of the crack in the normal direction is expressed as follows: ∇Tϕ =

||∇ϕ||2[−sinχ, cosχ, 0 ]. With the definition of the structural tensor, A, the anisotropic part
of the surface energy density is given by

∇ϕ·A·∇ϕ = ||∇ϕ||2A(χ)
where, A(χ) =

(
1 + ς

2
)
− ς

2 cos(2(χ − θ))
(21)

It is important to note that when χ aligns with θ, A(χ) equals 1; otherwise, A(χ) > 1,
∀ ς > 0. By defining the anisotropic fracture energy as Gc(χ) = Gc

√
A(χ) and length scale

as lϕ(χ) = lϕ
√

A(χ), the crack surface fracture energy, referring to Equation (10), can be
rewritten as follows:

Wϕ =
∫

Ω

Gc(χ)

c0

(
1

lϕ(χ)
ω(ϕ) + lϕ(χ)||∇ϕ||2

)
dΩ (22)

With this formulation, the influence of the parameter ς and the fiber direction θ is

further investigated. From the literature, the value of ς should satisfy
(

G f
c /GmI /mI I

c

)2
− 1.

Unfortunately, the difference in fracture toughness between the matrix and fibers for the
case of UD composites is quite large, resulting in an unreasonably high value for ς. This,
in turn, leads to numerical stability issues and/or diffusive failure when the crack is
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perpendicular to the fiber direction. Therefore, the parameter ς = {0–50} was chosen for a
trial-and-error approach to calibration. We considered the experimental case of a Single
Edge Notched lamina with dimensions 1 mm × 2 mm, featuring fibers oriented at different
angles (30◦, 45◦, and 60◦), as shown in study [74]. The material under investigation is
Hexcel’s HTA/6376 epoxy. The bottom of the lamina was fixed, while a displacement
load was applied to the top. Testing was conducted using a Zwick/Roell 100 kN universal
testing machine, with the load applied at a rate of 0.1 mm/s. High-speed camera equipment
was employed to capture images of the resulting failures. The material properties utilized in
the analysis were as follows: longitudinal modulus EX = 114,880 MPa, transverse modulus
EY = 11,700 MPa, shear modulus GXY = 9660 MPa, Poisson’s ratio µXY = 0.21, fiber failure
toughness G f

c = 106.30 N/mm, critical fracture toughness in mode I GmI
c = 0.28 N/mm

and critical fracture toughness in mode II GmI I
c = 0.79 N/mm. An internal length scale of

lϕ = 0.02 mm was taken with element size set to lϕ/5. It was observed that as ς increased,
the minimum fracture energy occurred along the fiber direction, which facilitated crack
propagation in that direction. This behavior aligns with experimental findings and is
depicted in Figure 3A–C. However, it is crucial to ensure that the value of ς remains
sufficiently small to achieve a well-defined smeared crack pattern. Therefore, for the
subsequent numerical analyses involving UD composite laminates, ς was assumed to
be 50, although it should be calibrated for different composite materials. Furthermore,
the influence of increasing ς on peak loads and failure displacement can be observed in
Figure 3D. Furthermore, for a fixed value of ς = 50, the influence of the internal length scale,
lϕ, was investigated. According to the literature, lϕ is a material-dependent parameter
that also depends on the geometric and degradation functions implemented within the PF
model. In this study, the AT1 model was adopted and lϕ was estimated as in [46]:

lϕ =
3E′Gc

′

8 ft
2 (23)
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Figure 3. Effect of anisotropic parameter, ς, on the crack pattern for different fiber orientations repre-
sented experimentally in 1-direction and numerically by orange arrows relative to the X-axis: (A) at
30◦, (B) at 45◦, and (C) at 60◦ (with a deformation scaling factor of 1.0). Additionally, (D) presents the
comparison of load-displacement plot for 45◦ case. All computations were conducted with a length
scale of lϕ = 0.02 mm. (E) illustrates the influence of the length scale lϕ with a fixed value of ς = 50
for 45◦ case. Experimental results from [74] were reproduced with permission from Elsevier.
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The ft is unknown from experiments and was assumed to range between 150 and
350 MPa, within which lϕ = {0.01–0.04} was explored. The numerical predictions were
observed to be stable, with only a slight influence of lϕ on the mechanical response, as
shown in Figure 3E.

2.3. Numerical Implementation

In this section, we present the implementation of the coupled computational frame-
work proposed in this study. The numerical analysis using the CHILE model includes
FE calculations carried out with ABAQUS/Standard, along with a User Material subrou-
tine (UMAT). This model enables superposition between cure-state variables and loading
conditions, as explained in Section 2.1. Following the completion of the curing step, the
demolding process is introduced to capture the residual state of the part after manufactur-
ing. After demolding, the structural numerical model incorporating the PF model with
cure-induced residual stress is implemented using different UMAT. In this context, the
concept of heat transfer analogy [75,76] is implemented within the UMAT associated with
the PF model. The analogy is as follows: for a body with thermal conductivity λ, and in
the presence of a heat source r, the steady-state evolution of the temperature field T is
governed by the balance law:

λ·∇2T =− r (24)

By rearranging the PF evolution law (refer to Equation (18)) and treating damage as
analogous to temperature, the equation can be expressed as follows:

A·∇2ϕ = −r =
g′(ϕ)H

lϕ
+

ϕ

lϕ2 in Ω (25)

The heat flux and its rate are defined within the HETVAL subroutine for computing
the Jacobian matrix. The primary motivation for employing the heat-transfer analogy was
its ability to seamlessly integrate the residual cure stress field alongside the initial cracks,
defined with nodal temperature, i.e., ϕ > 0.97. The CHILE model, which includes initial
cracks, does not effectively constrain the cure boundary conditions. In contrast, introducing
an initial crack solely within the PF model results in a loss of information regarding the
localized cure-induced residual stress state. Additionally, the effects of stochastic voids can
be incorporated within the coupled framework using this heat transfer analogy.

The global system equations outlined in the PF model (refer to Section 2.2) can be
solved using either a monolithic or staggered scheme. In the staggered scheme, as opposed
to the monolithic approach, the PF and the displacement sub-equations in Equation (18)
are separated by keeping the history variable fixed during the solution of the displacement
problem. Although the monolithic solution is stable, it often suffers from poor convergence.
In contrast, the staggered scheme is more robust but requires small increments to maintain
the numerical stability of the FE solution. The latter is preferred for PF numerical analysis,
especially when stochastic voids are included within the coupled framework. For post-
processing the PF numerical results, particularly the nodal temperature to compute failure
probability, the tools in study [77] were utilized.

3. Results and Discussion

In this section, we first benchmark the numerical computational models against
experimental data. We then implement the proposed coupled CHILE-PF computational
framework on an example of L-shaped parts. The thicknesses selected for the numerical
analyses of UD laminates in this study range from 2 mm to 20 mm, encompassing typical
fuselage and wing-skin-associated features. The material under consideration was the
AS4/8552 UD carbon/epoxy prepreg [78]. Each ply in the stacking configuration had a
thickness of 0.183 mm. Additionally, interfaces, denoted by “//”, were assumed to have a
finite thickness of 0.02 mm between dissimilar plies.
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The numerical analyses for the following examples were conducted at the meso-scale,
assuming that the fiber–resin matrix corresponding to each ply was homogeneous. In the
initial cure analysis associated with the CHILE model, several assumptions were taken into
account. The diffusion cure kinetics model [13,79] was utilized to update the cure-state
variables. It was assumed that the temperature was evenly distributed across the entire
part. Furthermore, it was assumed that the thermo-chemo-mechanical properties remained
constant across different cure states and that there was sufficient stress buildup within the
viscous state during polymerization. The CTE and CCS were considered independent of
the degree of cure due to their minimal variations. This is because thermal expansion is
primarily driven by temperature changes rather than small variations in the cure, and most
chemical shrinkage occurs during the early stages before gelation.

Secondly, from the perspective of structural PF numerical analysis, the examples
involve displacement-loading conditions. With the inclusion of interfaces between dis-
similar plies, an additional PF variable corresponding to the interface was considered to
model interlaminar delamination. The critical fracture toughness attributed to the fibers
was G f

c = 71.90 N/mm, while the critical fracture toughness for the matrix in the normal
and shear directions were GmI

c = 0.305 N/mm and GmI I
c = 2.77 N/mm, respectively. The

anisotropic parameter ς was taken as 50. A length scale parameter, lϕ = 0.1, was assumed
for both inter- and intralaminar failures. It was assumed that the homogeneous isotropic
interface modelled with the initial crack was weak, with a fracture toughness of (1/50)th
of the GmI

c and GmI I
c compared to that of the surrounding bulk UD lamina. This occurs

because the matrix-rich region has lower resistance to failure, causing microcracks to form
and propagate along the interfaces, which leads to a reduction in the load-carrying capacity.
Given the significant differences in fracture toughness between the plies and interfaces,
a bottleneck issue arises. This issue is addressed by replacing the abrupt transition with
a continuous and smooth function that defines such drastic changes [50]. It is crucial to
emphasize that when applying the first gradient of damage in the PF approach for reg-
ularization, a minimum FE mesh size is necessary to accurately capture the topology of
the regularized crack surface (refer to Appendix B). Therefore, a characteristic element
size of lϕ/4 was assumed for the FE discretization along the predicted failure propagation
paths [80]. The numerical analysis, which included both a cure and a structural analy-
sis, was performed using ABAQUS/CAE (Version 2023), integrated with two FORTRAN
UMATs that ran consecutively. The coupled computational numerical runs utilized six
CPU cores per job and were executed on the in-house supercomputer, Lucia.

3.1. Benchmark for CHILE Numerical Model

The experimental analysis involved a Z-shaped part fabricated using the hand-layup
method with the configuration [45◦//−45◦//0◦//90◦] s. The part was cured in an auto-
clave under a temperature cycle that began with a heating ramp of 1.50 ◦C per minute,
gradually increasing the temperature from room temperature to 180 ◦C. Upon reaching
180 ◦C, the component was held at this temperature for 120 min. After the dwell period,
the part was cooled back to room temperature at the same rate of 1.50 ◦C per minute.
Throughout the entire curing cycle, a constant pressure of 7 bars was applied. The speci-
men was manufactured using an invar mold. After demolding, the spring-in angles were
measured using point cloud data collected with a Nikon MMDx100 laser scanner (Nikon
Metrology Europe S.A., Leuven, Belgium). The FE model, illustrated in Figure 4, consid-
ers the pressure and temperature cure cycles applied to the free surface of the Z-shaped
part. The 3D geometrical model was created by extruding and meshing the defined shell
geometry in the thickness direction. Prior to extrusion, the materials, thicknesses, and
orientations of the plies were defined. Draping modeling was performed using a Simulayt
Composite Modeller within ABAQUS. The Z-shaped part in the 3D model was discretized
into 17,784 hexahedral C3D8 elements, each defined with a linear geometric order and
assigned specific local orientations to accurately represent the composite layup. The mold,
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designed as a rigid body, was constructed using 2296 quadrilateral R3D4 elements, also
characterized by a linear geometric order.
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Figure 4. (A) Geometry and (B) FE model with associated boundary conditions for the curing analysis
of the Z-shaped part.

The purpose of the imposed boundary condition, as shown in Figure 4 of the numerical
model, was to closely replicate the experimental conditions, where pressure holds the part
against the mold, preventing the curved section from closing freely. Finally, during the
demolding step, the pressure and contact conditions with the mold were removed to
predict distortions. Additionally, specific constraints were applied to three corners of the
specimen during the demolding step to prevent rigid body movements. The mechanical
and thermo-chemical properties of the UD AS4/8552 and the 8552 resin, related to the bulk
plies and interfaces, respectively, are detailed in Tables 2 and 3.

Table 2. Properties of UD prepreg AS4/8552 at various states [78,81,82].

Properties Uni-Directional Plies

Rubbery Glassy

Longitudinal modulus, EX (MPa) 137,665.50 137,770.70
Transitional slope for EX (MPa/◦C) 3.43

Transversal modulus, EY (MPa) 165 7070.70
Transitional slope for EY (MPa/◦C) 13.51

Transversal modulus, EZ (MPa) 165 7070.70
Transitional slope for EZ (MPa/◦C) 13.51
In-plane shear modulus, GXY (MPa) 44.30 3404.40
Transitional slope for GXY (MPa/◦C) 12.50

Out-of-plane shear modulus, GXZ (MPa) 44.30 3404.40
Transitional slope for GXZ (MPa/◦C) 12.50

Out-of-plane shear modulus, GYX (MPa) 41.60 2594.10
Transitional slope for GYX (MPa/◦C) 5.77

In-plane Poisson′s ratio, µZY (-) 4.00 × 10−4 1.89 × 10−2

Out-of-plane Poisson′s ratio, µXY (-) 4.00 × 10−4 1.89 × 10−2

Out-of-plane Poisson′s ratio, µZY (-) 0.98 0.45
CTE in longitudinal direction, αX (1/◦C) −8.78 × 10−7 −7.98 × 10−8

CTE in transverse direction, αZ (1/◦C) 4.06 × 10−5 3.05 × 10−5

CTE in through thickness direction, αY (1/◦C) 4.06 × 10−5 3.05 × 10−5

CCS in longitudinal direction, βX (-) 1.07 × 10−4 6.97 × 10−3

CCS in transverse direction, βZ (-) −1.82 × 10−2 −1.80 × 10−2

CCS in through thickness direction, βY (-) −1.82 × 10−2 −1.80 × 10−2
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Table 3. Properties of homogeneous resin 8552 at various states [78].

Properties Uni-Directional Plies

Rubbery Glassy

Modulus, E (MPa) 40.30 2328.87
Transitional slope for E (MPa/◦C) 8.07

Shear modulus, G (MPa) 13.44 868.30
Transitional slope for G (MPa/◦C) 3.95

Poisson′s ratio, µ (-) 4.90 × 10−1 3.70 × 10−1

CTE in longitudinal direction, α (1/◦C) 1.50 × 10−4 4.89 × 10−5

CCS in through thickness direction, β (−) 8.30 × 10−1 7.60 × 10−1

The cure-induced residual stress fields upon demolding, as determined by the CHILE
numerical model, are crucial because this state of stress persists after manufacturing and
can potentially affect the final strength of the component. The cure kinetics model [79]
describes the evolution of cure state variables, which, in turn, informs the development of
properties during the curing process at various states. More details on the parameters of
the cure kinetics model and their impact on stress buildup can be found in our previous
work [83,84]. As the vitrification process begins, the substantial enhancement of mechanical
properties becomes coupled with volumetric free strains, leading to the formation of tensile
residual stresses within the flanges and web. Figure 5 illustrates the residual stresses in the
global X, Y, and Z directions upon demolding. When the boundary conditions are removed
during the demolding step, most of the induced residual stress is released, resulting in
distortions manifested as spring-in angles A1 and A2. It is important to note that there is
a significant magnitude of tensile residual stresses at the corners, particularly along the
global Y-axis, reaching up to 32 MPa. Moreover, the induced residual stresses are unevenly
distributed throughout the thickness of the part. This influence should not be overlooked
in the subsequent structural analysis within the virtual manufacturing framework.
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Validation of the CHILE model was achieved by comparing the spring-in angles
resulting from process-induced distortions. It was observed that these experimental mea-
surements were associated with a standard deviation of 0.2. Figure 6 shows the comparison
of the average values of spring-in angles A1 and A2 after the demolding step. The numerical
analysis predicted a relative error of 19.75% and 17.27% for angles A1 and A2, respectively.
The total CPU time required for the analysis was approximately 0.61 h. Given the closer
correlation with the measurements from the laser scans, the model is further implemented
to the case study of L-shaped specimens in Section 3.3, which feature localized regions with
a comparable type of curvature.
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3.2. Benchmark for PF Numerical Model

Just as we validated the CHILE model, we also validated the PF model for simulating
failure in pure mode I and mode II cases. This behavior in mode I and mode II was
represented using Double Cantilever Beam (DCB) and End-Notch Flexure (ENF) tests,
respectively. The DCB and ENF tests were conducted according to ASTM D5528 and
D7905/7905M standards [85,86], respectively. A 50 kN load cell was employed, with a
loading rate of 1 mm/min. Specimens with nominal pre-crack lengths of 35 mm and
32 mm across the width were used for DCB and ENF tests, respectively. More details on
the experiments can be found in the literature [87,88]. The experimental analysis consisted
of laminates made exclusively of 0◦ plies. In this pure UD configuration, the residual stress
field resulting from manufacturing was found to have an insignificant influence and was
therefore excluded from the subsequent PF numerical analysis. This was due to the lack
of mismatch in the CTEs and CCSs between adjacent laminas. The effective properties
were calculated after the cooling stage of manufacturing, with cooling rates as shown in
Tables 2 and 3.

Firstly, for the case of mode I failure, a conventional DCB benchmark specimen with
reinforcement plates bonded to each arm was used for analysis. The specimen labeled [0◦16]
measured 175 mm in length and 3 mm in thickness. The reinforcements, each labeled [0◦8],
measured 120 mm in length and 1.47 mm in thickness, and were positioned on either side
of the arm to induce curvature in the delamination front during propagation. Figure 7A
illustrates the specimen’s configuration and the corresponding boundary conditions. In
the FE model, the part was represented by 266,080 hexahedral C3D8T elements with
linear geometric order. The final position of the delamination front after a prescribed
displacement of 15 mm is shown in Figure 7B. The peak load occurred during the elastic
opening of the specimen’s arms, just prior to crack propagation (around 3 mm), reaching
approximately 180.84 N, as noted in the experiments. In contrast, further interlaminar
crack propagation caused the load to decrease with displacement until the delamination
reached the reinforced section, where the load began to increase, reaching 168.85 N due to
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the stiffness provided by the reinforcements. The PF numerical analysis predicted an initial
peak load of 180.37 N and a subsequent peak load of 157.04 N, with errors of 0.26% and
6.99%, respectively. Furthermore, the PF numerical model replicated the loading–unloading
boundary condition at every 1 mm of accumulated displacement opening, showing a strong
correlation with the delamination fronts, as shown in Figure 8.
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Secondly, for the case of mode II-dominated failure, the ENF specimen consisted of
two UD laminae stacked with an adhesive layer, designated as [0◦8//0◦8]. Figure 9A
displays the dimensions of the sample. Each of the plates, labeled [0◦8], measures 100 mm
in length and 1.47 mm in thickness, with an interface featuring an initial crack that extends
32 mm from one end. In the FE model, the part was represented by 176,800 hexahedral
C3D8T elements with linear geometric order. Roller supports measuring 10 mm and
4 mm in diameter were modeled as rigid bodies using quadrilateral R3D4 elements, also
with linear geometric order. The displacement was applied to the 10 mm roller, while
the displacement of the lower rollers was fixed. Additionally, constraints were imposed
on three nodes to prevent rigid body movement of the specimen. Lastly, the interaction
between the rollers and the specimen was considered under the assumption that there was
no friction. The properties for the CFRP and interface were consistent with those used in
the previous case. The PF numerical analysis predicted a peak load of 531.71 N with a
7.49% error, with failure occurring at a displacement of 3.81 mm, which correlated well
with the experimental envelope from the previous study [88], as illustrated in Figure 9B,C.
The total CPU execution time for the staggered scheme was approximately 3.15 h for the
DCB test case and 1.91 h for the ENF test case.
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3.3. Coupled Computational Model for L-Shaped Composites

Upon completing the benchmark cases for pure mode I and mode II failures, we
advanced to the more complex scenario of L-shaped laminate specimens. This test case
simulated a bending-opening condition, which is characteristic of mixed-mode failure [30].
The coupons used in this study were fabricated using the hand layup method and cured in
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an autoclave following the two-dwell MRCC process [78]. The MRCC process involved an
initial temperature increase of 2 ◦C per minute up to 120 ◦C, followed by an isothermal
hold for 60 min. A second temperature increase, at the same rate, raised the temperature to
180 ◦C, which was then held isothermally for 120 min. Finally, the temperature was gradu-
ally reduced to room temperature at a rate of 2 ◦C per minute. Similar to the benchmark
case, a constant pressure of 7 bars was applied throughout the process. After manufactur-
ing, the test setup was designed to apply a combination of moment and axial loading to the
specimens. Each specimen was mounted on a freely rotating pin within the loading fixture,
which was secured to a hydraulic 250 kN static testing machine. The load was applied verti-
cally, and the specimen was loaded at a rate of 1 mm/min. The angle between the arms and
the inner radius at the bend section was 90◦, with an inner radius of 8 mm. The laminate
thicknesses for the thin and thick layers were 3.31 mm and 5.52 mm, respectively, following
the stacking sequences of [0◦3//90◦3//0◦3] s and [0◦3//90◦3//0◦3//90◦3//0◦3] s. Prior
to testing, the specimen surfaces were polished, painted white, and coated with speckle
patterns to aid in the observation of inter- and intralaminar crack propagation. In the FE
model, the thin and thick sections were represented by 203,500 and 682,440 hexahedral
elements, respectively, each with linear geometric order and allocated local orientations.
The mold, which was assumed to have a negligible CTE, was modeled as a rigid component
using 10,730 quadrilateral R3D4 elements. The boundary conditions for the thin sample
case are shown in Figure 10A.
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(B) the structural simulation using the PF model, respectively.

For the case of the thin sample, the spring-in effect observed during the demolding
step with the CHILE model resulted in induced deformations and a residual stress field,
as illustrated in Figure 11. The shear components were observed to be minimal compared
to those in the primary directions. Notably, the tensile residual stresses within the 90◦

plies were near the material’s tensile strength, at approximately 64 MPa. Additionally,
through-thickness residual stresses were significantly higher in the inner 0◦ plies compared
to the 90◦ plies. The residual state post-demolding is critical, as these stresses persist after
manufacturing and may impact the in-service strength of the thermoset part.



J. Compos. Sci. 2024, 8, 533 18 of 28

J. Compos. Sci. 2024, 8, x FOR PEER REVIEW 18 of 28 
 

 

through-thickness residual stresses were significantly higher in the inner 0° plies com-
pared to the 90° plies. The residual state post-demolding is critical, as these stresses persist 
after manufacturing and may impact the in-service strength of the thermoset part. 

After the demolding step, the cured L-shaped part was subjected to a bending-open-
ing load configuration, consistent with the experiment, as depicted in Figure 10B. In the 
FE model, the boundary conditions were idealized using kinematic coupling, which con-
nected the load to the specimen’s edge surfaces through reference points [36]. This con-
figuration allowed for displacement along the Y-axis at the top load point and permitted 
rotation around the Z-axis at the top and bottom load points, effectively simulating a free 
rotation. The rest of the degrees of freedom were constrained at both points. 

 
Figure 11. (A) The overall deformation before and after the demolding step in the curing simulation 
with respect to the affixed CSYS, and (B) the associated residual stress upon demolding in the pri-
mary global directions (with a deformation scaling factor of 1.0). 

The failure mechanisms in the curved section of the thin sample under loading in-
cluded interlaminar delamination and matrix-induced cracking. Figures 12 and 13 present 
the inter- and intralaminar crack regions denoted by 𝜙 > 0.97, along with the load-dis-
placement plots comparing experimental and numerical results. The experiments re-
vealed a spread in the measured maximum load drops. The load drop corresponded to 
delamination across the curved section, followed by a slow and steady propagation of 
failure into the arms. The PF analysis that included residual stress closely aligned with the 
experimental envelope, highlighting the importance of considering the locked-in residual 
stresses within the part. This is because tensile residual stresses make matrix-induced 
cracking in the 90° layers more noticeable. As a result, the load level decreased from 441 
N to 408 N when accounting for these residual stresses, compared to the case without 
residual stresses. 

Figure 11. (A) The overall deformation before and after the demolding step in the curing simulation
with respect to the affixed CSYS, and (B) the associated residual stress upon demolding in the primary
global directions (with a deformation scaling factor of 1.0).

After the demolding step, the cured L-shaped part was subjected to a bending-opening
load configuration, consistent with the experiment, as depicted in Figure 10B. In the FE
model, the boundary conditions were idealized using kinematic coupling, which connected
the load to the specimen’s edge surfaces through reference points [36]. This configuration
allowed for displacement along the Y-axis at the top load point and permitted rotation
around the Z-axis at the top and bottom load points, effectively simulating a free rotation.
The rest of the degrees of freedom were constrained at both points.

The failure mechanisms in the curved section of the thin sample under loading
included interlaminar delamination and matrix-induced cracking. Figures 12 and 13
present the inter- and intralaminar crack regions denoted by ϕ > 0.97, along with the
load-displacement plots comparing experimental and numerical results. The experiments
revealed a spread in the measured maximum load drops. The load drop corresponded
to delamination across the curved section, followed by a slow and steady propagation of
failure into the arms. The PF analysis that included residual stress closely aligned with the
experimental envelope, highlighting the importance of considering the locked-in residual
stresses within the part. This is because tensile residual stresses make matrix-induced
cracking in the 90◦ layers more noticeable. As a result, the load level decreased from
441 N to 408 N when accounting for these residual stresses, compared to the case without
residual stresses.
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Figure 13. Comparison of failure loads based on experimental data [30] and numerical PF simulations,
with and without manufacturing-induced residual stresses.

The total CPU time incurred with the coupled approach was approximately 4.94 h.
The proposed coupled computational approach provides an initial estimation of the impact
of cure-induced residual stresses and serves to optimize cure temperature profiles. Two
common strategies for modifying the MRCC without requiring additional post-cure cycles
are (a) 100 modified stochastic cooling rates between 0.5–2.0 ◦C/min and (b) 100 three-dwell
cure cycles, introducing an additional isothermal zone between 120 ◦C and 180 ◦C. In the
second and third dwell cycles, stochastic heating rates range from 0.5–2.0 ◦C/min, while
the intermediate isothermal dwell lasts between 60–100 min. These modified zones are
illustrated in Figure 14A. A stochastic coupled computational approach was applied to
various cases, and the nodal values of the ϕ, corresponding to the 90◦ plies, were post-
processed. A comparison of the nodal values between different models was implemented
using the failure probability metric. The failure probability was defined as the ratio of the
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number of nodes with ϕ > 0.97 (indicating failure) to the total number of nodes in the 90◦

plies.
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The comparison of failure probabilities within the 90◦ plies is depicted in Figure 14B.
It is noted that while the slower cooling rate strategy results in a 6.45% reduction in failure
probability, the three-dwell cure cycle approach yields a significant reduction of 32.26%.
This improvement is attributed to the introduction of the third isothermal dwell, which
delays the transition between the rubbery and glassy states. Consequently, this approach
locks in a relatively lower residual stress state associated with higher modulus values in
the glassy state. Meanwhile, lower cooling rates promote a more uniform temperature
distribution throughout the material, thereby reducing internal stresses. Post-processing
results indicated that the average tensile residual stresses for the modified three-dwell
cycles and modified cooling rates were 31 MPa and 41 MPa, respectively. Furthermore,
the peak load at failure was observed to have improved by 5.64% and 0.94% compared to
the MRCC. Similar to the conclusions drawn in the previous study [89], it is emphasized
that adjusting the cure conditions concerning the cooling zone is less feasible in terms of
production costs compared to adding an extra isothermal dwell within the cure cycle.
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The coupled numerical approach was then applied to the thick specimen. The failure
pattern predicted by the PF numerical analysis closely correlates with the experimental
observations, as shown in Figure 15. Furthermore, the shift in delamination between the
interfaces associated with the 90◦ plies, especially around the inner radius of the specimen
where matrix cracking occurs, is accurately replicated.
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However, it is essential to recognize the presence of random process-induced voids
within the 90◦ plies, as illustrated in Figure 16A. The existence of these stochastic voids
should be taken into account during both the cure and structural numerical analyses. Ran-
dom voids, represented as gaussian random non-zero nodes, were generated over the 3D
mesh of the L-shaped part. A comprehensive explanation of this approach is available in
a previous study [90]. The randomly generated non-zero nodes were established based
on the void percentage, which is a function of the applied pressure in the cure boundary
condition, as described in [91]. This relationship is illustrated in Figure 16B. These correla-
tions were utilized to examine and compare the localization of the residual stress fields in
the thick L-shaped part. Figure 16C displays one of the random stochastic configurations
corresponding to void ratios of 0.5%, 2.0%, and 3.0%, respectively. The randomly generated
voids were not assigned thermo-chemo-mechanical properties and damage phase values
(ϕ = 0.97) in the curing and structural numerical analyses, respectively, to accurately repli-
cate the effects of voids within the numerical model. The cure numerical analysis reveals
that as the void ratios increased, there was a significant localization of the residual stress
fields. Residual stress associated with edge delamination was present in all three cases;
however, as the void ratio increased, we observed the formation of localized stress fields in
the primary directions at the curved section. Therefore, it is essential to understand how
this localization influences the peak failure loads in subsequent structural analyses.

The localized stress field initialized within the PF framework influenced the peak fail-
ure loads in the load-displacement plots. Figure 17 illustrates the mean load-displacement
responses for the three cases involving 100 stochastic voids, alongside the case without
residual stress. Notably, the stochastic PF analysis with a 0.5% void ratio shows a closer
correlation with the experiments, achieving a peak load of 829 N compared to 889 N for the
case without voids. Meanwhile, the peak load decreases by 14.23% and 20.74% when the
void ratio is increased from 0.5% to 2.0% and 3.0%, respectively. This illustrates that the
increasing void percentage and the corresponding rise in localized residual stress adversely
impact matrix cracking in the thick parts. It is important to note that the assumption of no
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covariance between the void ratio and fracture properties has been made and should be
revisited in future.
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4. Conclusions

Manufacturing defects are an unavoidable aspect of producing composite parts. Con-
sequently, it is crucial to comprehend how these defects influence the structural response
of manufactured composite components. This study focused on examining the influence
of “locked-in” internal residual stress fields on the load-carrying capacity and strength of
composite parts, particularly those with curvatures commonly used in aerospace appli-
cations. The nature and magnitude of these stress fields are significantly influenced by
the curing thermal loading conditions, which dictate the evolution of cure state variables
and, in turn, inform the development of thermal, chemical, and mechanical properties at
the meso-level of the homogeneous lamina. For the numerical case study, coupled com-
putational models—comprising the CHILE model and the PF model—were applied to an
L-shaped composite part with varying thicknesses and cross-ply configurations, involving
AS4/8552 prepregs.

When cure loading conditions involve the MRCC, internal residual stresses are crucial,
especially tensile residual stresses in the hoop direction of the curved sections of thermoset
composite components. The magnitude of these localized stress fields approaches the
tensile strength of the lamina. When subjected to mechanical loading in scenarios such as
bending-opening with mixed-mode effects, there is significantly more damage related to
intralaminar matrix cracking compared to cases without cure-induced residual stresses.
The presence of increased bulk matrix cracking results in a premature loss of load-carrying
capacity, aligning well with the experiments. This coupled approach facilitates the op-
timization of cure thermal loading profiles, thereby reducing risks and improving the
manufacturing quality by accounting for the curing phenomenon. This study explored
various stochastic cure-coupled PF simulations that incorporated three-dwell cure cycles
and cooling conditions. The three-dwell cure cycle emerged as the most effective solution,
as it deliberately delays the transition between rubbery and glassy states during curing.
This delay, in turn, leads to reduced bulk matrix cracking under structural loads.

Furthermore, the analysis of thick L-shaped parts took into account the presence of
varying stochastic void content, as these voids induce localized internal residual stresses
during manufacturing. The effects of such localized stresses, when incorporated into the PF
model, were analyzed under similar loading conditions. In the future, it will be crucial to
establish a clear correlation between voids and fracture or mechanical properties to improve
the prediction accuracy. The proposed computational approach has significant potential for
developing virtual manufacturing processes that incorporate new resin formulations in the
industry. However, it is crucial to consider the specific chemical and physical properties of
these formulations to ensure their accurate and effective implementation. Moreover, the
coupled approach could be adapted for real-time monitoring by using an offline surrogate
model trained on high-fidelity outputs, such as failure loads, displacement, and probability
of failure, with loading conditions as inputs. Additionally, integrating intermediate machin-
ing processes—linking manufacturing stages to structural responses—can be a valuable
aspect of future numerical analyses. A key limitation is the difficulty of implementing
a transition area between plies with higher fiber volume fractions. While CZM-based
interfacial cracks with PF models offer an alternative, challenges arise in calibrating the
CHILE model parameters during curing. Additionally, applying the coupled approach to
large-scale structures is challenging due to the need for a better understanding of PF model
parameters in complex, multiscale structures. Despite these limitations, the approach
holds promise for delivering comprehensive and reliable design evaluations in virtual
manufacturing practices.
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Appendix A. Cure State Variables and Volumetric Free Strains

The key variables relevant to the cure process include the degree of cure, ϱ, the glass
transition temperature, Tg, volumetric free strains, CTEs and CCSs, the gel point (ϱgel), the
vitrification point (ϱvitr) and the mechanical properties at different states. The variable ϱ
is the ratio between the heat released at initial time and the total amount of heat released
during the curing process. This ratio ranges from 0 to 1, and it serves as a state variable for
estimation. The degree of cure describes the system’s state during curing, representing the
ratio of heat released at a specific time to the total heat released throughout the process.
As the material approaches the glassy state, molecular mobility decreases significantly
due to the reduction in resin volume. This transition is defined by the glass transition
temperature, Tg.

After the vitrification stage, molecular mobility significantly decreases due to the
reduction in resin volume, emphasizing the need to control the cure rate. The transforma-
tion from the rubbery to the glassy state occurs when the cure temperature, T, matches
with Tg, which is known to depend on ϱ. This relationship is described by DiBenedetto’s
relationship [92]. A cure kinetics model that incorporates diffusion control to capture this
phenomenon is applied [79]. Furthermore, the material properties are anisotropic and vary
at different stages of curing. The volumetric free strain, ε, is associated to the state variables,
given by

ε = εth + εch (A1)

εth =
∫ t

0 α( ϱ, T)
(

∂T
∂t

)
dt and εch =

∫ t
0 β(ϱ, T)

(
∂ϱ
∂t

)
dt

with α | β =


αv
∣∣∣ βv ∀ ϱ < ϱ gel and T ≥ Tg

αr
∣∣∣ βr ∀ ϱ ≥ ϱgel and T ≥ Tg

αg
∣∣ βg ∀ T < Tg

(A2)

where αi and βi represent the CTEs and CCSs in various states throughout the cure pro-
cess, respectively. Expansion strains are regarded as negligible in the viscous state. When
transitioning to the rubbery state, there is a decrease in the free volume due to chemical
shrinkage, coupled with matrix expansion resulting from thermal effects. Additionally, en-
tering the glassy state marks the completion of the cross-linking reaction, i.e., the influence
of chemical shrinkage becomes less significant. It is important to note that thermal effects
are not considered when the isothermal temperature remains stable, but they are relevant
during the cooling phase of the curing cycle.

Appendix B. Approximation of Diffuse Crack Topology

An example of a 1D bar loaded at both ends is used to illustrate the PF approximation
of diffuse crack topology. Assuming that damage initiates with cracks, an exponential
function corresponding to the AT2 model is defined to represent the non-smooth crack
topology, expressed as follows:

ϕ(x) = e
−|x|

lϕ (A3)



J. Compos. Sci. 2024, 8, 533 25 of 28

where ϕ represents the damage, ϕ(0) = 1 indicates the completely damaged state and
ϕ(±∞) = 0 represents the undamaged state. It represents the solution to the homogeneous
differential equation [40] given by ϕ(x)− lϕ2ϕ′′ (x) = 0 in Ω subject to the Dirichlet con-
dition. The variational principle in its strong form, as expressed in Equation (A3) [40], is
given as follows:

ϕ = Arg
{

inf
ϕ∈Hc

Γϕ

}
(A4)

where Hc = { ϕ|ϕ(0) = 1 and ϕ|ϕ(±∞) = 0}. The crack surface functional, denoted as
Γϕ =

∫
γ(ϕ,∇ϕ)dΩ, represents the crack surface area. Here, γ is the surface density

functional, and when extended to 3D problems, it is expressed in general form as

γ(ϕ,∇ϕ) =
1
2

(
ϕ2

lϕ
+ lϕ.||∇ϕ||2

)
(A5)

Appendix C. Material Parameters for the Helmholtz Free Energy Function

According to [71], for transversely isotropic UD composites, the material parameters
oi=1,2...5 in the Helmholtz free energy function are defined by

o1 = y2; o2 =
y1

2
; o3 = y3; o4 =

y4

2
+ o2; o5 = y5 (A6)

The parameters yi=1,2...5 are related to the mechanical properties that define the linear
elastic Hooke tensor, C, assuming an axis of isotropy is given by

y1 = C11 − C12; y2 = C12; y3 = C13 − C12
y4 = 2(C55 − C66); y5 = C11 + C33 − 2C13 − 4C55

(A7)

This corresponds to the case of UD transverse isotropy, where C11 = C22, C23 = C31,
C44 = C55, and C66 = (C 11 − C12)/2.
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