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Abstract: The self-organizing convolutional map (SOCOM) hybridizes convolutional neural net-
works, self-organizing maps, and gradient backpropagation optimization into a novel integrated
unsupervised deep learning model. SOCOM structurally combines, architecturally stacks, and al-
gorithmically fuses its deep/unsupervised learning components. The higher-level representations
produced by its underlying convolutional deep architecture are embedded in its topologically or-
dered neural map output. The ensuing unsupervised clustering and visualization operations reflect
the model’s degree of synergy between its building blocks and synopsize its range of applications.
Clustering results are reported on the STL-10 benchmark dataset coupled with the devised neural
map visualizations. The series of conducted experiments utilize a deep VGG-based SOCOM model.

Keywords: deep learning; unsupervised learning; convolutional neural network (CNN); self-organizing
map (SOM); clustering; visualization

1. Introduction

For more than a decade, deep learning has been at the forefront of the development of
methods that shift the focus towards meaningful representation discovery by algorithms.
The devised distributed layered representations, which build upon lower-level invariant
partial features, reveal higher-level abstract concepts and aspects of the data. The induced
responses, from discovered correlations within data, depend on the connectivity and
memory characteristics of the neurons. In an algorithm this is implemented as multiple
sequential causative compute events wherein each event transforms (often in a nonlinear
way) the aggregate response of the network [1]. Deep learning within this context refers to
the accurate adjustment of parameters (weights and biases) across such events.

Probably the most common bottleneck encountered in many deep learning approaches
like convolutional neural networks (CNNs) is the requirement for big labeled datasets. Con-
structing these datasets is a time-consuming costly procedure that frequently might end up
proving error-prone or even infeasible for various reasons. Even commonly used computer
vision datasets have been shown to be susceptible to such label errors [2]. The obvious (but
not necessarily simple) answer to these problems is devising deep learning models that
can be trained with unlabeled/uncategorized data; in other words, invent unsupervised
learning algorithms for such deep networks. Aligned with this ongoing research direction
one can trace a number of works that combine or hybridize self-organizing maps (SOMs)
with CNNs. The common denominator in these models is to equip CNNs with the unsu-
pervised clustering capabilities of the SOMs, or inversely, extract deep representations (e.g.,
CNN codes) and quantize them into the SOM neural map.

The range of these approaches—including the present one—is quite widespread,
spanning the range from purely unsupervised learning algorithms up to semi (or even full)
supervised ones, and from shallow networks and growing/hierarchical models [3–6] to
architectures containing multiple hidden layers; for instance [7–11]. Meeting both main
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objectives i.e., building a deep SOM and training it in a purely unsupervised way has
proven a complex and difficult task. Only a small number of models exist that can be
classified as unsupervised beyond any doubt [12–14]. Equally few are the approaches that
extend beyond the three hidden layer limit [13,15,16].

In a nutshell, the key characteristics and contributions of the proposed self-organizing
convolutional map (SOCOM) prototype are:

(1) A generic deep convolutional architecture that extends far beyond the trivial three
hidden layer limit of shallow networks.

(2) An inherent flexibility to embed existing deep convolutional models and to facilitate
transfer learning from pre-trained CNNs, these can be used either as fixed feature
extractors (yielding CNN codes) or as initial weight/parameter values for the subse-
quent backpropagation stages.

(3) An end-to-end unsupervised learning algorithm that does not necessitate the tar-
gets/labels of the training samples at any stage, and is specifically tailored to meet the
requirements of the architecture’s complexity, depth, and parameter size.

(4) A complementary neural map visualization technique that offers insight and in-
terpretation of the SOCOM clusters, or equivalently, a projection and quantiza-
tion of the achieved higher-level representations onto the array of output neurons;
this is also achieved without using any type of label information throughout the
respective processes.

The organization and structure of the remaining four sections of this paper are as
follows. Section 2 presents in detail and in-depth the SOCOM both architecturally and
algorithmically. Subsequently, this section analyzes the key components of the learn-
ing and feedforward operations. Section 3 contains experimental results with the focus
on the analysis and systematic evaluation of the devised neural map visualization tech-
nique. In addition, experimental comparisons are carried out against several related
algorithms on a deep learning benchmark dataset. Section 4 summarizes the whole paper
and draws conclusions.

2. SOCOM Prototype

A generic and at the same time characteristic SOCOM architecture consisting of
multiple convolutional, pooling, fully connected, and self-organizing layers is illustrated
in Figure 1. The mathematically expressed algorithmic learning procedures are presented
in the following subsection. This section describes the main functionality and key methods
of the SOCOM from a macroscopic operational point of view.
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Figure 1. Detailed architecture of a SOCOM paradigm consisting of an input layer (green), 3 convolutional layers (yellow)
followed by ReLUs (blue), 2 pooling layers (red), 3 fully connected layers (turquoise), and an output neural map (purple).

The input layer of the SOCOM accepts any type of numerical data arranged in vectors,
matrices (e.g., grayscale images), or volumes (e.g., colored images or successive images
that exhibit a spatiotemporal correlation). The explicit assumption of CNNs that the inputs’
elements are correlated, something that makes the information propagation more efficient
and hugely reduces the network’s parameter count, still holds in the SOCOM paradigm
but does not a priori exclude all other types of input data.
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As can be seen, a SOCOM comprises a sequence of different layers with adjustable
parameters. Each respective layer transforms one volume of activations to another via
a differentiable function, thus facilitating the use of backpropagation during training.
Stacking these layers in series eventually forms a full SOCOM architecture (Figure 1).

A SOM lattice of topologically arranged neurons acts as the output layer. Each of
its neurons receives the activations of every unit in the last fully connected layer. The
magnitude of each neuron’s activation is based on a distance metric between the input
activations and its codebook parameters. The neural mapping of the input image coincides
with the position of the neuron that produces the optimal fit with respect to the computed
activations and the neighborhood kernel (which has been defined over the topology of
the neural grid). Apart from mapping, this particular type of nonlinear projection can be
further exploited for data clustering and visualization.

It is also interesting to note that the proposed SOCOM architecture is in a position to
incorporate any number of layers (from the previous types) in any permutation. There are
only two limitations: (1) after the first fully connected layer convolutional layers cannot be
used, (2) the output layer needs to be a SOM grid.

With respect to Figure 1, let a sample be applied to the inputs of the SOCOM. A kernel
which is a part of the first (hidden) convolutional layer computes its activations by sliding
its receptive field along the width and the height of the input volume and by applying a
nonlinearity. This process is repeated for all the filters that form the first convolutional layer.
After all the activations have been gathered, they are arranged in a feature map which is
considered to be the input volume for the following layer. If the next layer is a convolutional
layer the previous process is repeated. If it is a pooling layer then the input volume is
downsampled along its width and height spatial dimensions but not along its depth. When
the representations of the last convolutional (or pooling) layer have been computed then
all the activations of the corresponding feature map are connected to every unit in the fully
connected layer. Its units perform affine transformations and their activations are calculated
by applying a nonlinear squashing function to the results of the transformations. Once
again, this procedure is repeated per layer until the defined number of fully connected
layers has been incorporated. In the end, the neurons of the output lattice receive the
activations from the last hidden fully connected layer. By taking into consideration their
codebook weights and their position onto the grid an activation (or response) is computed.
After comparing all the activations, the neuron (viz. its position onto the self-organizing
grid) yielding the optimal response identifies with the projection of the input sample
onto the output layer. Clusters around paradigms (encoding underlying patterns and
distributions) of the input samples are formed by accumulating their respective projections
onto the output plane.

SOCOM transforms the initial input image layer by layer to the final output mapping.
The layers that contain tunable parameters are the convolutional, the fully connected,
and the self-organizing; the gradient descent backpropagation algorithm is utilized for
performing the necessary learning adjustments. On the contrary, the ReLU and pooling
layers do not require any training because they implement fixed functions that do not have
any modifiable parameters.

2.1. SOM Review

Studies have convincingly shown that the best self-organizing results are obtained if
the following two partial processes are implemented in their purest forms [17]:

(1) Decoding of that neuron that has the best match with the input data pattern (the
so-called winner);

(2) Adaptive improvement of the match in the neighborhood of neurons centered around
the winner.
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The SOM may be described formally as a nonlinear, ordered, smooth mapping of input
data onto the elements (denoted as e) of a regular, low-dimensional array. The mapping is
implemented in the following way, which resembles the two aforementioned processes.
Assume first that x is an input vector. With each element e in the SOM array a vector ue
(codebook) is associated. Considering the Euclidean distances of x given each ue the image
of the input vector on the SOM array is defined as the neuron (denoted as c) yielding the
smallest Euclidean distance:

c = argmin
e

∣∣∣∣∣∣x− ue

∣∣∣∣∣∣. (1)

Subsequently, the classical rule for updating the neurons’ codebook parameters is:

u(next)
e = ue + ηhc,e(x− ue) (2)

where η is the learning rate and hc,e is the neighborhood function/kernel. The core idea is
to optimize proportionally the parameters of the neurons lying in the vicinity of the winner
so as to gain some knowledge from the same input x.

The SOM, in its basic form, produces a nonlinear projection of input data. It converts
the complex statistical relationships between data into simple geometric relationships
of their image points on a low-dimensional display, usually a regular two-dimensional
grid of neurons. As the SOM thereby compresses information, while preserving the most
important topological and statistical relationships of the primary data elements on the
display, it may also be thought to produce some kind of abstractions. These characteristics,
abstraction, dimensionality reduction, and visualization in synergy with clustering, have
been utilized in a widespread and extensive set of data analysis tasks.

2.2. Forward Propagation

A generic SOCOM architecture consists of an input layer, L hidden layers (convolutional,
pooling, and fully connected ones), and an output layer (viz. lattice of ordered neurons).

2.2.1. Convolutional Layer

wl,p
m,n,d is the m-th, n-th, and d-th element of weight matrix of filter p connecting

neurons of layer l with neurons of layer l− 1. Kernel or filter p is of dimension k1 × k2 ×D.
Consequently, at each layer l for the bank of P filters we have w ∈ Rk1×k2×D×P and biases
b ∈ RP. At such a layer a convolution operation is carried out (e.g., Figure 2), which is the
same as a cross-correlation with a rotated kernel. The convolved input vector of filter p at
layer l plus the bias is represented as xl,p

i,j and is calculated according to:

xl,p
i,j =

k1−1

∑
m=0

k2−1

∑
n=0

D−1

∑
d=0

wl,p
m,n,dOl−1,d

i+m,j+n + bl,p (3)

where Ol−1,d is the output of the d-th filter at layer l − 1. Particularly at the first layer (viz.
the input layer) we feed an image (or a sequence of images) with height H1, width H2 and
depth D such that I ∈ RH1×H2×D. At the first hidden convolutional layer this results in:

x1,p
i,j =

k1−1

∑
m=0

k2−1

∑
n=0

D−1

∑
d=0

w1,p
m,n,d Ii+m,j+n,d + b1,p. (4)

Frequently the convolution layer is coupled with (viz. followed by) a non-saturating
activation function which is applied element-wise thresholding to zero (Figure 2). The
ReLU activation function induces sparsity to the hidden units thus resulting in more
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valuable representations. The output at layer l is the outcome of the application of the
activation layer to the convolved layer:

Ol,p
i,j = f

(
xl,p

i,j

)
= max

(
0, xl,p

i,j

)
=

 xl,p
i,j , xl,p

i,j > 0

0, xl,p
i,j ≤ 0.

(5)
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Figure 2. Example of a convolutional layer comprised of 2 filters (yellow) that are applied to a 3 channel input volume.
Subsequently, each element of the resulting feature maps is fed through a ReLU (blue).

2.2.2. Pooling Layer

Periodically a pooling layer is inserted in between successive convolutional layers
(Figure 3), its aim is to progressively reduce the spatial size of the representation; thus,
(a) reducing the number of parameters and computation in the following layers and
(b) controlling overfitting. The max operation is used more frequently, other types of
pooling like average or L2 norm pooling have been shown to not work equally well. Let a
pooling layer of size kp × kp that slides over its input with a stride equal to sp thus reducing
kp × kp blocks to a single value.

The outcome of the pooling layer is calculated according to:

Ol,p
i,j = max

0≤a≤kp−1,0≤b≤kp−1

(
Ol−1,p

i·sp+a,j·sp+b

)
. (6)

Nearly always the choice at the pooling layer is either a 2× 2 region filter with a stride
of 2 or an overlapping pooling operation with a 3 × 3 filter size and a stride of 2.
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Figure 3. Example of a pooling layer (red) connected after a convolutional or ReLU layer comprised of 5 feature maps.

2.2.3. Fully Connected Layer

In this case, each unit at a given layer l is connected to every unit in the previous
layer l − 1. The weight (or parameter) associated with the connection between unit j′s
output (at layer l − 1) and the unit i in layer l is denoted as wl

i,j. Additionally, bl
i is the

bias associated with unit i in layer l. Apart from the ReLU other common choices for the
nonlinear activation function f () (particularly in multilayer perceptrons and autoencoders)
are the sigmoid and the hyperbolic tangent. The computation that each individual unit
represents is essentially a weighted sum of the unit’s inputs including the bias term:

xl
i =

P−1

∑
j=0

wl
i,jO

l−1
j + bl

i (7)

Ol
i = f

(
xl

i

)
(8)

where P is the total number of units in layer l − 1. As can be seen, starting with some set of
activations from the previous layer the inputs to the units at the next layer are computed
(Figure 4) and after applying the nonlinearity this pattern of propagation is continued until
the desired layer is reached.
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Between the last convolutional layer (or probably, the last pooling layer) and the first
fully connected layer, a different connectivity pattern exists between the elements and
the units of the underlying and the overlying layers (Figure 4). Practically, in terms of
formulation this can either be accomplished by algorithmically converting fully connected
layers to convolutional layers or alternatively by squashing the feature maps’ elements
into a single vector:

Ol
j+i·H2+p·H1·H2

= Ol,p
i,j (9)

where, in this particular case, l is assumed to be the last convolutional layer consisting of
H1 × H2 feature maps.

2.2.4. Output Layer

The output layer that consists of G topologically arranged neurons performs a map-
ping of its input representations onto its neural map (Figure 5). More specifically, the
projection of an input representation on the SOCOM plane is defined as the neuron yield-
ing the lowest weighted squared Euclidean distance between the last hidden layer’s outputs
OL

i and its corresponding codebook parameters ug,i where weighting refers to the neigh-
borhood kernel/function he,g defined over the topology of the neural grid. Frequently,
this neuron (denoted as c) is referred to as the winner. Algorithmically, this best-matching
winner neuron is given by:

c = argmin
e

G−1

∑
g=0

he,g

P−1

∑
i=0

(
OL

i − ug,i

)2
(10)

where P is the total number of units in the last layer L. Additionally, this particular
type of nonlinear projection can be further exploited for data clustering and visualization
procedures. Additionally, if the unimodal neighborhood function’s radius is narrow
enough, so as to contain mainly the closest neighbors, then in the landslide of cases the
previously detected best-matching neuron coincides with the usual winner neuron of the
original SOM learning algorithm.

More particularly, in the mapping and in the (complementary) learning processes the
function he,g(y) has a very central role; it acts as the neighborhood function, a smoothing
kernel defined over the lattice neurons. y symbolizes time, or equivalently, the correspond-
ing iteration. For convenience, it is necessary that he,g(y)→ 0 when y→ ∞ . Usually
he,g(y) = h

(∣∣∣∣re − rg
∣∣∣∣, y

)
, where re, rg ∈ R2 are the location vectors of neurons e and g on

the lattice. With increasing
∣∣∣∣re − rg

∣∣∣∣ the function he,g(y)→ 0 . The width and form of
he,g(y) define the stiffness of the elastic surface to be fitted to the input representations. In
the literature, the most frequently used neighborhood kernel can be written in terms of the
Gaussian function:

he,g(y) = exp

(
−
∣∣∣∣re − rg

2
∣∣∣∣

2σ(y)2

)
(11)

where the square root of the variance σ(y) defines the width of the kernel (radius) and is a
monotonically decreasing function of time.

2.3. Backpropagation

The purpose of being in a position to compute the error is dual. First, a quantifica-
tion/estimation of the network’s performance is obtained. Second, learning takes place via
the optimization of the network’s weights to minimize this specific error. This error func-
tion can be a number of different things, such as binary cross-entropy or sum of squared
residuals. Differently from supervised approaches, learning in the case of SOCOM does
not necessitate any type of desired or target values at any stage; thus giving rise to an
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end-to-end unsupervised deep learning algorithm. The corresponding error/cost/loss
function (or alternatively, the penalty term) is symbolized as E and is defined as:

E =
G−1

∑
c=0

N(c)
G−1

∑
d=0

hc,d
1
2

P−1

∑
i=0

(
OL

i − ud,i

)2
(12)

where

N(c) =

1, c = argmin
e

G−1
∑

d=0
he,d

1
2

P−1
∑

i=0

(
OL

i − ud,i
)2

0, otherwise.
(13)

Mach. Learn. Knowl. Extr. 2021, 3 885 
 

 

𝑐 = 𝑎𝑟𝑔 𝑚𝑖𝑛  ℎ, ൫𝑂 − 𝑢,൯ଶିଵ
ୀ

ீିଵ
ୀ      (10)

where 𝑃 is the total number of units in the last layer 𝐿. Additionally, this particular type 
of nonlinear projection can be further exploited for data clustering and visualization 
procedures. Additionally, if the unimodal neighborhood function’s radius is narrow 
enough, so as to contain mainly the closest neighbors, then in the landslide of cases the 
previously detected best-matching neuron coincides with the usual winner neuron of the 
original SOM learning algorithm. 
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For gradient descent backpropagation the updates that need to be performed are
for the weights, the biases, and the deltas (i.e., the tunable parameters of the SOCOM
algorithm). The utilized energy formula by the SOCOM is in accordance with the variation
proposed in [18] and has been also adopted by our previous hybrid SOM networks [19,20].

The benefits of the utilized energy function are noticeable: (1) The derived learning
equations are no longer heuristic (as in the classical SOM approaches) but instead they
are fully proven mathematically. (2) By conceptualizing (a priori) what in fact the training
rules minimize, one has access to a global measure of learning performance. (3) Since
due to its construction the cost function is differentiable, the corresponding partial, and
total derivatives can be computed in a straightforward way, something that provides the
capability to devise gradient backpropagation-based training algorithms.

In general, the benefit of having a differentiable loss function for a model currently
becomes even more important since the two major machine learning libraries Pytorch
and Tensorflow have built-in capabilities for automatic differentiation (torch.autograd
and tf.GradientTape, respectively). For instance, according to Pytorch’s documentation
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“torch.autograd provides classes and functions implementing automatic differentiation
of arbitrary scalar valued functions”. The automatic differentiations of all operations on
tensors simplify the required backward executions/passes. This facilitates the realiza-
tion of gradient backpropagations which are essential parts for a number of stochastic
gradient descent learning/optimization algorithms. As a result, the synergy of the SO-
COM’s loss function with the automatic differentiation capabilities of Pytorch brings forth
optimization/learning capabilities that were not applicable to SOM approaches of the past.

3. Experiments
3.1. Neural Output Visualization

Intrinsically, the spatial arrangement of the neurons in the output plane of the clas-
sical SOM lends itself to a wide and rather diverse range of techniques that aim to visu-
ally present aspects of the trained model’s projections and clustering results. The two-
dimensional neural planes (and less frequently the three-dimensional neural volumes) of
the SOM outputs that differentiate them from other well-established clustering algorithms,
provide the basis for analyzing/summarizing domain space information, interpreting
the produced results, studying the hidden relations, and drawing conclusions on the un-
derlying (possibly latent) structures and patterns of the data under consideration. As a
result, during the past years, there has been a constant flow of SOM-specific visualization
techniques being published. U-matrix, P-matrix [21], U*-Matrix [22], cumulative/stacked
representation planes [20], sequence likelihood projection [23], connectivity strength matrix
visualization [24], Clusot surfaces [25], gradient fields and borderline visualizations [26],
visualization induced SOMs [27], smoothed data histograms [28], and component planes
and response surfaces [29], are only a few of the techniques that have been proposed during
the past two decades. The common denominator in the above and similar approaches is
that they exploit the structurally direct connections between the inputs and the outputs
for devising projections onto the output grids, for enriching and refining the produced
clusterings, and for demonstrating data relationships and patterns visually. Apart from
those that solely operate on the output layer and fully ignore input information, like for
instance the U-matrix, the rest are not applicable to SOMs with deeper architectures. The
techniques based both on the neural output and the input feature space, that exploit their
in between relationships and correlations, fail in the cases where the gradual architectural
shifting from no hidden layers to deep networks makes the input space–output plane
correspondences hard to detect and quantify.

On the contrary, there has been a number of successful approaches when it comes to
understanding and gaining insight into what the various features and representation layers
of CNNs encode. These techniques, exactly because CNN architectures are specifically
tailored for images (or image-like input data), produce results in the form of images that
are readily interpretable by humans; something which is usually not possible for other
types of data.

The underlying idea in [30] is to find the input features’ values (i.e., patterns) that
maximize the activation of each specific neuron along the CNN architecture. Extending the
activation maximization idea [31] described a technique for visualizing the class models
(i.e., output layer) by computing an appropriately regularized image. The authors of [32]
further refined this approach to incorporate the activations of each neuron to different
types of features; its multiple facets were used to create a synthetic visualization. A
number of additional regularization methods to bias images towards being more visually
interpretable are contained in [33]. In addition to richer regularizers (viz. total variation,
jitter) the work in [34] follows a per-layer response inversion approach (using natural
pre-images) to gain insight into what a CNN models. A complementary technique is
visualizing the interactions between neurons (viz. activation space) in an effort to better
understand neural networks [35]. This is extended by visualizing groups of neurons that
are together strongly activated [36]. The activation atlas [37] is the result of visualizing
the space jointly represented by common interactions between neurons. On a slightly
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different path, a technique is proposed in [38] that utilizes a multilayered deconvolutional
network to project the representation activations back to the input pixel space so as to
trace the activity within the model in a visually interpretable way. The work in [39]
proposes a visualization method that detects/highlights which pixels of an input image are
particularly influential (or not at all influential) for a node in the network. The problem of
estimating the contributions of a feature to the overall classification score is also examined
in [40] and these contributions are further visualized as heatmaps.

The devised neural map visualization (NMV) uses the activation maximization tech-
nique as its main building block and aligns it with the structural and algorithmic character-
istics of the neural output map. As a visualization mechanism, its goal is to provide insight
into the inferred representations and clustering results of the SOCOM. With regards to the
published methodologies, it follows the same substratal reasoning that a pattern to which
a neuron responds maximally is a reasonable approximation of what a unit is doing. For
each neuron g in the SOCOM output layer, the optimization problem posed it to find the
image(s)

...
y that:

s =

{
j : arg topk

0≤j≤P

(
ug,j, k

)}
(14)

...
y = argmax

y

(
∑
i∈s

OL
i (y)− λ||y||22

)
(15)

where P is the total number of units in the last hidden layer L, ug,i if the ith codebook
parameter of neuron g, k represents the number of elements returned by the topk() function
that finds the top maximum valued elements in the given vector/matrix, and λ is the
coefficient that controls the magnitude of the weight decay.

As can be seen, the optimization objective is comprised of a summation of the most
important features fed to an output neuron coupled with an L2 weight decay regulizer. The
reasoning behind this strategy is that the SOCOM’s output is based on Euclidean distances
between codebook parameters and the last hidden layer’s activations something that
deviates from the mechanism found in the fully connected layers preceding the output; the
highest valued codebook parameters of a specific neuron reveal which activations from the
last hidden layer play a prominent role in rendering the specific neuron the best-matching
winner, and consequently, they should be taken into consideration during the optimization
process. It should be noted that such an approach is not entirely new since it is inspired by
the supervised activation maximization counterparts where the (unnormalized) class scores
are used instead of the class posteriors returned by the soft-max layer so as to avoid the
phenomenon of maximizing the class posterior by minimizing the scores of other classes
and not concentrating on maximizing the class in question.

A crucial problem that arises when activation maximization visualizations come into
play is that “it is easy to produce images that are completely unrecognizable to humans,
but state-of-the-art deep neural networks believe to be recognizable objects” [41]. Addi-
tional/alternative explanations of this phenomenon and of the closely related problem of
adversarial examples’ misclassification are given in [33,42,43]. The proven answer/solution
as far as activation maximization is concerned is to impose regularizations during the opti-
mization process to bias images in becoming more visually interpretable. When NMV was
applied without a regularization method, the aforementioned problem also surfaced. In
order to address it, certain types of regularization were brought into the test. Possibly the
most popular in the literature i.e., the L2 regularization, which tends to suppress the small
number of extreme pixel values from distorting the output image, produced comparably
better results. Furthermore, as can be seen in (15), the L2 regularization was part of the
objective function and was adjusted accordingly via the weight decay parameters of the
SGD algorithm that was employed for performing the necessary optimization steps. On
a side note, Adam and Adamax [44,45] both of which performed far better during the
training procedures of SOCOM did not demonstrate equally higher performance and as a
result, the simpler SGD [46] was qualified for the optimization required by the NMV.
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The experimental setup and in particular the utilized dataset for the present series of
experiments were chosen to serve a dual purpose. The first objective is to comply with the
justifiable expectation of testing modern models on datasets that exhibit a certain level of
difficulty and complexity. In particular, when it comes to images, the starting point during
the proof-of-concept stages of algorithm development and testing is the MNIST dataset
(and similar ones like the Fashion-MNIST, Kuzushiji-MNIST, and EMNIST). They have
been well studied and their early-stage testing value is undoubtable, but when used in
isolation they might offer a partial biased view of a model’s capabilities. For instance, their
grayscale characteristic (i.e., that they consist of single-channel images) conceals the fact
that a substantial number of deep SOMs are not in a position to process and model colored
images whereas a handful of advanced ones like [14–16,47] succeed in doing. Nevertheless,
preliminary results for the MNIST benchmark of a pilot SOCOM study can be found in [48].

The more challenging STL-10 benchmark dataset [49] was used in this experimental
setup. More specifically, STL-10 consists of colored 96 × 96 pixel images: 5000 labeled
training images, 8000 labeled testing images, and 100,000 unlabeled images. This choice
apart from testing SOCOM’s performance on a more difficult dataset was also dictated by
the need to work with and demonstrate NMVs with higher resolution images.

The visualization-oriented experiments involved SOCOMs using the vgg11 [50] as
their backend architecture. Including the parameters of the neural output, the overall
architectures have 12 layers of tunable weights. As is frequently the case in the litera-
ture [31,39,51,52], the vgg backend architecture was selected because the activation maxi-
mization results are visually more recognizable and better interpretable. Since Pytorch’s
vgg11 model is pre-trained on the Imagenet dataset images were resized to 224 × 224.
Certain modifications have been carried out on the vgg11 so as to give rise to the final
structure of the SOCOM. (1) The vgg11’s last fully connected layer receiving 4096 inputs
(feature values) and yielding 1000 activations alongside its complementary soft-max com-
ponent were replaced by a hexagonal lattice of neurons. (2) A 1D pooling layer, receiving
the weighted outputs of the lattice, has been added for facilitating the devised backprop-
agation optimization algorithm. Subsequently, exactly because SOCOM’s construction
provides this capability, transfer learning [53,54] was utilized for obtaining the initial
weight/parameter values of the hidden layers that are shared with the vgg11 architecture.
Having a far better starting point for the parameters’ estimations in contrast to random
initializations has definitely accelerated all the stages of the training procedures. The
codebook parameters have been initialized according to the methodology described in [55],
using a uniform distribution.

There is one more structural hyperparameter: the number of neurons in the output
layer. A specific number for the neural map’s (per row and column) dimensionalities is not
crucial, actually, a wide range of grid sizes result in equally performing SOCOMs. As long
as the total number of neurons remains above the number of data categories/labels, no
evident deterioration is observed. Obviously, larger maps provide more space for repre-
senting intra-cluster homogeneity and wider margins for expressing inter-cluster distances,
but this comes at the expense of additional computation time and of neurons being the
best match for few or no samples. A characteristic 8 × 6 hexagonal array of neurons has
been chosen for visualization reasons. The resultant network was trained/adapted by
the SOCOM unsupervised training algorithm where modifications were allowed down
to the first fully connected layer. This approach was followed so as to have a common
set of identical features, stemming from the convolutional layers, between the SOCOM
and the classification models, so as to be in a position to compare the corresponding acti-
vation maximization images of the classifier’s output units and the NMV images of the
cluster neurons.

Overall, the learning hyperparameter selection strategies that have been used could
be summarized as follows. In accordance with the tenfold cross-validation technique, grid-
based parameter configurations were evaluated/compared using purity as a performance
measure. For certain hyperparameters like the learning rate, weight decay, and momentum,
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the upper and lower limits of their value ranges have been further refined according to
the graph-based technique described in [56]. The top-performing (in certain cases by a
large margin) SOCOM learning algorithms incorporated either the Adam or Adamax
optimizers. It is interesting to note that this finding is in agreement with the observation
that “Adam has been empirically shown to outperform most other optimizers in deep
learning networks” [57]. Eventually, the neural output map’s training hyperparameters that
were selected were learning rate = 0.2 and weight decay = 0.001. The backend architecture’s
tuning hyperparameters were learning rate = 5·10−5 and weight decay = 0.01. Sigma
decreased linearly from 0.55 to 0.35, when it reached 0.35 it remained constant for the
remaining duration of the training phase. Training batches comprised of 200 randomly
selected samples and the total duration of the learning phase was set to 1000 steps. The
reason for opting for bigger batch sizes is that they had a stabilizing effect on the learning
curve by limiting fluctuations, and frequently, achieved a better performance overall.

In a similar fashion, a grid-based search was also conducted for finding a set of hyper-
parameters (learning rate, weight decay, momentum, adaptation steps), with respect to the
optimization dictated by the (14) and (15) equations that produced visually recognizable
images. In each independent run, the starting point was a colored image normalized
around zero. Excluding extreme hyperparameter choices, hyperparameter values that
complemented each other nearly always resulted in interpretable visualizations. One
such indicative NMV is illustrated in Figure 6. The first expected, but at the same time
important, point to make is that the images characterizing each neuron on the grid are
in a one-to-one correspondence with the calculated cluster categories as these have been
defined by posterior majority voting over the assigned training samples at each neuron.

Nearly always, the majority of each neuron’s samples determine the contents of the
produced image. It is also interesting to note that classes that share common visual charac-
teristics like deer-horse, cat-dog, and truck-airplane reside in adjacent neurons/clusters,
something that further supports the continuity characteristic of the SOCOM mappings.

Figure 7 contains juxtapositions between parts from the NMV that describe individual
neurons of the SOCOM and the units of the vgg11 classifier that encode the same categories
as the neurons do. By inspecting the respective pairs it can be seen that they are closely
correlated in the sense that they focus on the same characteristics in each image category.
Additionally, as expected, identical hyperparameter sets yield similar images with similar
quality and comparable depicted information. From a more macroscopic point of view, one
could notice that both networks seem to focus on the same aspects of the input samples in
order to achieve the respective clustering and classification results. In the case of animals,
these are mainly distinctive parts of the head whereas in the case of vehicles these are
(oblong) straight or diagonal edges. The aforementioned remarks might seem trivial
but when the different network output mechanisms are taken into consideration (affine
transformations followed by a soft-max nonlinearity vs. competition based on weighted
distances over a topologically arranged lattice) then the results provide additional proof
in favor of the activation maximization technique, as far as the robustness and generality
of its use are considered. Since both the SOCOM and the CNN classifier share the same
backbone architecture, this argument could be extended to include the image modeling
capabilities of CNNs.
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Figure 6. Neural map visualization (NMV) of the 8 × 6 neural output map of a SOCOM trained on the STL-10 benchmark
dataset. Each individual neuron of the grid is represented by a synthetic image that depicts what the neuron models and which
are the representations/patterns maximizing its response. As can be seen, there is a one-to-one correspondence between the
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individual cluster/neuron visualizations and the respective categories obtained after posterior labeling of each neuron
by applying the majority voting scheme. With respect to the topographical arrangement of the neural output map this
posterior labeling is the following.
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as the robustness and generality of its use are considered. Since both the SOCOM and the 
CNN classifier share the same backbone architecture, this argument could be extended to 
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The projection shown in Figure 8 has been constructed to further demonstrate 
SOCOM’s clustering continuity and self-organizing capabilities. Essentially, the same 8 × 
6 neural map is depicted, but in this case, each neuron is represented by the unique 
individual images, from the testing batch of the STL-10, that demonstrate the best/optimal 
fit with respect to the devised energy formula (viz. mapping schema). Apart from the 
evident correspondence between the synthetic images of Figure 6, the actual images of 
Figure 8, and the posterior labeling of the output neurons, an additional observation needs 
to be made. Not only do common/shared visual characteristics result in mappings that are 
adjacent on the SOCOM neural map but even more subtle differences like perspective, 
orientation, or focus are distinguished and are subsequently assigned to different but still 
neighboring neurons. For instance, the neurons clustering/describing cars (on the bottom 
right of the mapping) specialize accordingly in modeling either the side of the vehicle, its 
front-back, or close-up viewing points. It is also interesting to point out that the number 
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of outliers is significantly low and the few ones that can be traced are located at the 
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Figure 7. Upper row: selected synthetic images (taken from the overall NMV) of SOCOM neurons representing monkeys, 
airplanes, and cats. Lower row: the analogous synthetic images of the output units of the vgg11 classifier that represent 
the exact same categories of data. As can be seen, without being identical, they focus on the same characteristics and 
patterns of the input data (edges, parts of the head, vertices at different scales, and orientations) to achieve the respective 
clustering and classification results, despite the fact that the underlying mechanisms of their output layers are different. 

A key characteristic of the NMV that should be pointed out is that it does not require 
any type of class/category assignments, or posterior information in general, at any stage 
of its operation. This is fully aligned with the end-to-end unsupervised property of the 
SOCOM learning algorithm. The combination of these two algorithmic components of the 
SOCOM brings forth a network that is in a position to train, produce 
clusterings/mappings, and visualize them without using any type of label information at 
any stage of the whole procedure. The NMV offers an unsupervised visual interpretation 
of what the SOCOM models, or equivalently, a projection of the achieved higher-level 
representations onto the output neural map. 

Figure 7. Upper row: selected synthetic images (taken from the overall NMV) of SOCOM neurons representing monkeys,
airplanes, and cats. Lower row: the analogous synthetic images of the output units of the vgg11 classifier that represent the
exact same categories of data. As can be seen, without being identical, they focus on the same characteristics and patterns of
the input data (edges, parts of the head, vertices at different scales, and orientations) to achieve the respective clustering
and classification results, despite the fact that the underlying mechanisms of their output layers are different.

The projection shown in Figure 8 has been constructed to further demonstrate SOCOM’s
clustering continuity and self-organizing capabilities. Essentially, the same 8 × 6 neural map
is depicted, but in this case, each neuron is represented by the unique individual images,
from the testing batch of the STL-10, that demonstrate the best/optimal fit with respect to
the devised energy formula (viz. mapping schema). Apart from the evident correspondence
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between the synthetic images of Figure 6, the actual images of Figure 8, and the posterior
labeling of the output neurons, an additional observation needs to be made. Not only do
common/shared visual characteristics result in mappings that are adjacent on the SOCOM
neural map but even more subtle differences like perspective, orientation, or focus are
distinguished and are subsequently assigned to different but still neighboring neurons.
For instance, the neurons clustering/describing cars (on the bottom right of the mapping)
specialize accordingly in modeling either the side of the vehicle, its front-back, or close-up
viewing points. It is also interesting to point out that the number of outliers is significantly
low and the few ones that can be traced are located at the boundaries of their respective
clusters (for instance between the neurons which model cats and dogs lying on the floor).

A key characteristic of the NMV that should be pointed out is that it does not require
any type of class/category assignments, or posterior information in general, at any stage
of its operation. This is fully aligned with the end-to-end unsupervised property of the
SOCOM learning algorithm. The combination of these two algorithmic components of the
SOCOM brings forth a network that is in a position to train, produce clusterings/mappings,
and visualize them without using any type of label information at any stage of the whole
procedure. The NMV offers an unsupervised visual interpretation of what the SOCOM
models, or equivalently, a projection of the achieved higher-level representations onto the
output neural map.

3.2. Quantitative Analysis

For evaluating the quality of the clustering output, and more specifically in the case
of SOMs, the quality of the mapping output various internal and external criteria have
been introduced. Internal criteria are more qualitative in the sense that they evaluate
clustering results indirectly (e.g., by means of organization, compactness/sparseness,
isolation, and preservation), whereas external are more quantitative since by measuring the
match between clustering and external (e.g., human-based) categorizations they are in a
position to provide more precise assessments. Despite the fact that in the general case there
is no binding rule stating that class categorizations are in a one-to-one correspondence with
potential cluster assignments, nearly always in the related literature the preferred criterion
is purity; an external type criterion:

PUR =
1
S

P

∑
p=1

max
1≤t≤T

∣∣sp ∩ st
∣∣. (16)

The subscript p denotes the partitioning of a set of S samples into P distinct clusters
(a posteriori estimated by the model); similarly, the subscript t denotes the assignment of
these samples into T categories (a priori defined in the dataset). As expected, its resulting
values lie in the [0, 1] interval. Obviously, purity identifies with accuracy given that the
majority voting principle is utilized for labeling each individual cluster. Although purity
intuitively is rather straightforward/precise, it tends to favor small (in sample numbers)
clusters like singletons.

Training trajectories showing the error (12) and the purity/accuracy (16) graphs from
indicative top-performing SOCOM’s are given in Figure 9. Two SOCOM models are de-
picted, a network initialized with transfer learning from a problem-specific vgg11 classifier
(SOCOM-PSTL) and one without (SOCOM). As it is reasonable to expect, the former
demonstrates better performance (both in terms of error and accuracy) in comparison to the
latter whereby it also converges faster to a higher accuracy value. As can be observed, in
either case, the coarse phase appears to last less than 15 epochs followed by the fine-tuning
(viz. convergence) phase of the SOCOM learning procedure. It is also interesting to note
that despite the fact that the SOCOM’s error drops faster it does not reach the low values of
SOCOM-PSTL; nevertheless, with respect to accuracy it manages to improve significantly
later along in the training procedure.
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Figure 8. The best-matching images, from the STL-10 testing batch, of every neuron forming the 8 × 6 SOCOM neural map. 
Each individual neuron is represented by the four images yielding the highest activations among all the images assigned 
to the specific neuron. If a neuron describes/contains less than four images (or even no images at all) this is shown by 
empty/white slots. 

Figure 8. The best-matching images, from the STL-10 testing batch, of every neuron forming the 8 × 6 SOCOM neural map.
Each individual neuron is represented by the four images yielding the highest activations among all the images assigned
to the specific neuron. If a neuron describes/contains less than four images (or even no images at all) this is shown by
empty/white slots.



Mach. Learn. Knowl. Extr. 2021, 3 895

Mach. Learn. Knowl. Extr. 2021, 3 894 
 

 

3.2. Quantitative Analysis 
For evaluating the quality of the clustering output, and more specifically in the case 

of SOMs, the quality of the mapping output various internal and external criteria have 
been introduced. Internal criteria are more qualitative in the sense that they evaluate 
clustering results indirectly (e.g., by means of organization, compactness/sparseness, 
isolation, and preservation), whereas external are more quantitative since by measuring 
the match between clustering and external (e.g., human-based) categorizations they are in 
a position to provide more precise assessments. Despite the fact that in the general case 
there is no binding rule stating that class categorizations are in a one-to-one 
correspondence with potential cluster assignments, nearly always in the related literature 
the preferred criterion is purity; an external type criterion: 

𝑃𝑈𝑅 = 1𝑆  maxଵஸ௧ஸ்ห𝑠 ∩ 𝑠௧ห
ୀଵ .     (16)

The subscript 𝑝  denotes the partitioning of a set of 𝑆  samples into 𝑃  distinct 
clusters (a posteriori estimated by the model); similarly, the subscript  𝑡  denotes the 
assignment of these samples into 𝑇  categories (a priori defined in the dataset). As 
expected, its resulting values lie in the ሾ0, 1ሿ interval. Obviously, purity identifies with 
accuracy given that the majority voting principle is utilized for labeling each individual 
cluster. Although purity intuitively is rather straightforward/precise, it tends to favor 
small (in sample numbers) clusters like singletons. 

Training trajectories showing the error (12) and the purity/accuracy (16) graphs from 
indicative top-performing SOCOM’s are given in Figure 9. Two SOCOM models are 
depicted, a network initialized with transfer learning from a problem-specific vgg11 
classifier (SOCOM-PSTL) and one without (SOCOM). As it is reasonable to expect, the 
former demonstrates better performance (both in terms of error and accuracy) in 
comparison to the latter whereby it also converges faster to a higher accuracy value. As 
can be observed, in either case, the coarse phase appears to last less than 15 epochs 
followed by the fine-tuning (viz. convergence) phase of the SOCOM learning procedure. 
It is also interesting to note that despite the fact that the SOCOM’s error drops faster it 
does not reach the low values of SOCOM-PSTL; nevertheless, with respect to accuracy it 
manages to improve significantly later along in the training procedure. 

 
Figure 9. Training evolution of two characteristic types of SOCOMs, alongside the trajectories of the respective 
performance criteria. (Left) The networks’ error/loss values across training time (i.e., epochs). (Right) The achieved 
accuracies at each stage of the unsupervised learning procedure. 

Figure 9. Training evolution of two characteristic types of SOCOMs, alongside the trajectories of the respective performance
criteria. (Left) The networks’ error/loss values across training time (i.e., epochs). (Right) The achieved accuracies at each
stage of the unsupervised learning procedure.

The 8000 test images that have been ignored/excluded during training, were used
for estimating SOCOM’s accuracy. A list of top-performing (also in terms of accuracy)
characteristic deep SOMs, (partially) unsupervised learning CNNs, and CNN clustering
techniques is summarized in Table 1. As can be seen, SOCOM belongs to the top-performing
group of algorithms. Moreover, differently from the rest of the top-performing models, it
achieves the reported accuracy rate by following an end-to-end unsupervised approach
throughout both its learning phase and clustering operations.

One needs to be clear from the beginning with regards to the key difference between
obtaining accuracies with a posterior labeling of neurons (as is the case for IIC, ADC,
DAC, DEC, and SOCOM) and obtaining accuracies with the addition of a supervised
model/layer (like MLP, SVM or fully connected soft-max network). For instance “in this
work we propose an evaluation procedure consisting of applying the result (the feature
vector) in a classification system and comparing it to other classifiers under the same
datasets” [59]. Deterministically, the supervised layer approaches’ results are expected to
be higher-better since the unsupervised networks’ outputs are treated as input features
to a supervised network (which is obviously trained in a supervised manner). This type
of experimental testing does reveal characteristics of the unsupervised module’s output
feature space but it offers an over-optimistic view of the network’s clustering capabilities
and performance. The end-to-end unsupervised learning networks that resort to this kind
of feature space validation are all those scoring above 66%; this fact renders SOCOM as
the only algorithm in the group capable of producing clustering and (indirectly through
neuron posterior labeling) classification results without the requirement of a front-end
output supervised layer. Actually, under a puristic unsupervised learning comparison, the
models that utilize class-label information at whichever part of their operation should be
excluded. Strictly speaking, this exclusion would also involve SOCOM-PSTL since it is
initialized with transfer learning from a problem-specific supervised classifier. The only
algorithms conforming to such strict unsupervised learning and operating criteria are the
SOCOM, IIC, ADC, DAC, and DEC. With respect to this experimental comparison setup,
the SOCOM outperforms the rest by at least 18%.

The main objective of the present experimental series was to set in motion SOCOM’s
algorithmic mechanisms in an effort to tangibly demonstrate and verify its capabilities and
clustering performance. The primary goal of the reported results was to complement the
theoretical merits of the proposed model with their practical applications.
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Table 1. The reported accuracies of deep SOMs, (partially) unsupervised learning CNNs, and
CNN clustering techniques on the STL-10 dataset. If a methodology necessitates an additional
supervised training layer applied to its features for producing the reported results then this is
specifically indicated in the last column and the exact types of the supervised layers are shown in
the parentheses.

Model/Network Accuracy (%)
End-to-End

Unsupervised
Learning

Unsupervised
Clustering and
Classification

Operations

SOCOM-PSTL 84.19 • •
Spatial Contrasting Initialization
(Soft-max classifier) [58] 81.34 • —

UDSOM (SVM classifier) [59] 80.19 • —

SOCOM 78.7 • •
Exemplar CNN
(SVM classifier) [60] 74.2 • —

Convolutional k-Means Clustering
(Linear classifier) [61] 74.1 • —

Zero-bias CNN ADCU
(Soft-max classifier) [62] 70.2 • —

MSRV+C-SVDDNet
(SVM and soft-max classifier) [63] 68.23 • —

Committees of Deep Networks
(SVM classifier) [64] 68.0 • —

Unsupervised Feature Learning by
Augmenting Single Images
(SVM classifier) [65]

67.4 • —

Hierarchical Matching Pursuit
(SVM classifier) [66] 64.5 • —

Discriminative Convolution with
Fisher Weight Map
(Logistic regression classifier) [67]

66.0 • —

IIC [68] 59.8 • •
ADC [69] 53.0 • •
DAC [70] 47.0 • •
DEC [71] 35.9 • •

4. Conclusions

The SOCOM prototype is in a position, in theory and in practice, to incorporate deep
convolutional networks and to train them with a gradient backpropagation algorithm
specifically tailored to meet the requirements of the architectures’ complexity, depth, and
parameter size. The construction of the SOCOM intrinsically offers the capability to
make use of transfer learning from pre-trained CNNs. Furthermore, the low-dimensional
spatially ordered array of output neurons, which is overlaid above the embedded hidden
layer features/representations of multi-channel inputs (e.g., colored images or sequences
of images/signals), provides topology-driven clusterings and visualizations. In particular,
the devised unsupervised learning visualization technique apart from offering insight and
interpretation of the SOCOM’s clustering operation and neural mapping also provides
defensible indications regarding the formation of higher representations that comprise
low-level distributed partial features.
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Finally, it is reasonable to expect that the present self-contained study of the SOCOM
prototype could give rise to a number of closely related research directions pointing towards
enriching and diversifying the model, and towards promoting accessibility and ease-of-use
of the SOCOM variants to the scientific research community. We believe that promising
research paths to follow have been identified. We are undertaking certain parts of this
research work, which we will make publicly available in the nearest future.
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