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Abstract: An artificial intelligence-based geostatistical optimization algorithm was developed to
upgrade a test Iranian aquifer’s existing groundwater monitoring network. For that aquifer, a
preliminary study revealed that a Multi-Layer Perceptron Artificial Neural Network (MLP-ANN)
more accurately determined temporally average water table elevations than geostatistical kriging,
spline, and inverse distance weighting. Because kriging is usually used in that area for water table
estimation, the developed algorithm used MLP-ANN to guide kriging, and Genetic Algorithm (GA) to
determine locations for new monitoring well location(s). For possible annual fiscal budgets allowing
1–12 new wells, 12 sets of optimal new well locations are reported. Each set has the locations of new
wells that would minimize the squared difference between the time-averaged heads developed by
kriging versus MLP-ANN. Also, to simultaneously consider local expertise, the algorithm used fuzzy
inference to quantify an expert’s satisfaction with the number of new wells. Then, the algorithm used
symmetric bargaining (Nash, Kalai–Smorodinsky, and area monotonic) to present an upgradation
strategy that balanced professional judgment and heuristic optimization. In essence, the algorithm
demonstrates the systematic application of relatively new computational practices to a common
situation worldwide.

Keywords: bargaining theory; fuzzy inference system; groundwater monitoring; geostatistics; artificial
neural network; optimization

1. Introduction

Groundwater level maps are crucial raster data that relate aquifer hydraulic conductiv-
ity, recharge zones, flow directions, velocity, and management strategies. They also assist in
operations, i.e., their conservation policies. A groundwater level monitoring network is es-
sential for managing groundwater [1,2]. However, installing observation wells throughout
an aquifer is impractical [3,4]. Consequently, many researchers have focused on improving
head estimation for unmonitored sites [5,6]. The accuracy of estimating groundwater heads
at unmeasured locations depends on the number and location of monitoring wells and
varies spatially with the surface fitting method [6,7].

The process of determining unknown values between known values is called inter-
polation. Surface fitting methods are used to interpolate the value at unknown points.
These methods can be classified as follows: I: deterministic (e.g., spline, inverse distance
weighting (IDW), etc.); II: geostatistical (e.g., kriging, universal kriging, etc.) [8]; and III:
machine learning [6]. Of the geostatistical methods used to develop water table maps from
observed water levels by surface fitting [9], kriging is the most common [10,11]. Machine
learning has been applied to estimate or predict groundwater levels [6,12] and to predict
other water-related variables [13].
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The accuracy of interpolations depends on the number and spatial distribution of
monitoring locations [11,14]. To improve the accuracy of estimation at unmonitored points,
the importance of implementing observation well monitoring programs has attracted
the attention of many authors [15,16]. Model fitting and interpolation methodologies
can differ for site-specific conditions. Utilized optimization objective functions include
reducing the long-term monitoring cost [5], maximizing spatial accuracy and minimizing
temporal redundancy in head observations [16,17], minimizing standard deviations in
predicted head error by adding new wells and eliminating wells [18,19], improving the
reliability of groundwater simulation model predictions [20,21], and optimizing the number
of monitoring stations and sampling intervals [22,23]. As far as the design of monitoring
networks is concerned, there is no single right or wrong method, and often, judgment
should be based on the expertise of the personnel designing the network rather than on
statistical or modeling results [24,25].

Ideally, the design should employ (i) qualitative and quantitative hydrogeological
information and statistical approach(es) that might include statistical analysis, interpolation
methods, contaminant transport simulations, and/or numerical groundwater flow [24,26]
and (ii) local experts’ experience [24]. To represent an expert’s opinion, a Fuzzy Inference
System (FIS) uses fuzzy logic and set theory to convert fuzzy qualitative input values into
crisp numeric values. Two types of widely used FIS [27] are Mamdani [28] and Sugeno [29].
To date, FIS has been used in groundwater management for estimating groundwater
levels [30–32] but has not been utilized in improving a groundwater monitoring network.

The primary objective of this research was to integrate expert insights into a frame-
work aimed at pinpointing optimal locations for new observation wells, thereby enhancing
the precision of kriged groundwater level maps. Initially, it discerned the most precise
surface fitting method for delineating groundwater levels within the study area, namely, the
Qazvin plain in Iran. Subsequently, the study proposed strategies for augmenting ground-
water level monitoring networks via heuristic optimization, which involved identifying
prime sites for new wells and incorporating expert judgments through fuzzy logic. This
study introduced an innovative methodology that orchestrated multiple processes concur-
rently and sequentially to systematically juxtapose and harmonize numerical optimization
outcomes with expert-derived site-specific knowledge. Notably, this methodology intro-
duced the inaugural FIS designed specifically to encapsulate expert judgment in enhancing
groundwater level monitoring networks.

2. Materials and Methods
2.1. Study Area

Due to excessive groundwater extraction, over one-third of Iran’s plains are now
designated as prohibited zones for new well drilling [33,34]. In the 3919 km2 Qazvin
Aquifer, groundwater levels have steadily decreased over the years, leading to limitations
on groundwater extraction in areas classified as prohibited plains where new extraction
well drilling is prohibited [11,35]. This region has an annual mean temperature of 13 ◦C,
an annual precipitation of about 320 mm, and a cold-dry climate (Figure 1). Groundwater
levels, as monitored by 168 observation wells, exhibit an average monthly range between
1129.5 m and 1408.3 m.

Considering the aquifer’s important role as a primary source of irrigation water, water
managers are motivated to refine their estimations of groundwater volumes [11]. With a
focus on aiding the Qazvin Regional Water Company (QRWC), this study aims to elucidate
the most efficacious methodology for increasing the accuracy of widely utilized groundwa-
ter level data through the integration of additional groundwater level observation wells.
Acknowledging the inherent temporal variability of groundwater, including fluctuations
within each year, the study adopts the mean head derived from a comprehensive dataset
encompassing 72 consecutive months of monthly measurements as the target water level at
each pre-existing observation site.
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2.2. Comparison of Groundwater Surface Mapping Methods for the Study Area

In the study area, water managers have traditionally relied on kriging to generate
water table maps [11]. Kriging head values are derived from an existing monitoring well
network. There is commonly overestimation and underestimation of values for locations
without observed data [36]. In our study, comparative analyses are performed between
kriging [37], inverse distance weighting (IDW) [38,39], spline [40,41], and Multi-Layer
Perceptron Artificial Neural Network (MLP-ANN) [42].

To conduct these analyses, a Kriging MATLAB toolbox [43] was added to the MATLAB
toolboxes, and the neural network toolboxes were utilized for MLP-ANN. For spline and
IDW methods, we used Arc GIS. Observed head values were divided into two groups:
training and testing. The accuracy of each method was evaluated to estimate the heads of
the testing sets.

2.2.1. Kriging

Kriging is the most used technique for mapping geologic and hydrological surfaces [44,45].
To estimate a value at a specified location, kriging considers both the distance between
known observation locations and the difference in their observed values. To estimate
a value at a location without direct measurement, kriging employs observed data and
weights as specified within Equation (1).

H∗(x) =
Nm

∑
i=1

1
2N(h)∑

N(h)

i=1 (H(Xi)−H(Xi + h)) H(xi) (1)

where H∗(x) is the groundwater level estimated by kriging, Nm is the number of observa-
tion wells, H(Xi) is the groundwater level measured at the ith location, and N(h) is the total
number of pairs of employed observation locations that are separated by a distance h. The
weight is calculated by applying equations that use a site-specific semivariogram [37,39].

To adequately describe site-specific regional geologic trends, it is crucial to utilize
an appropriate form of semivariogram. Within the study area, statistical indicators are
employed to assess and contrast five types of theoretical variograms: spherical, exponential,
Gaussian, linear, and power function. Within the outlined methodology, the semivariogram
offering the most accurate estimation of head size is identified. For each semivariogram, the
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evaluation process involves dividing observed field data into 70% training and 30% testing
sets, determining kriging that optimizes the agreement between observed and estimated
(kriged) heads, applying these weights to estimate heads at testing dataset locations, and
calculating statistical metrics.

2.2.2. Inverse Distance Weighting (IDW)

In IDW interpolation, a set of sample points is linearly weighted to determine a value
for an unmeasured location. These weights are determined by the inverse distance between
the measured and predicted locations, meaning that points closer to the predicted location
exert more influence on its value compared to those farther away. The computation of the
value for unmeasured points is performed using the following equation:

H∗(x0) =
Nm

∑
i=1

1
di

∑n
i=1

(
1
di

) H(xi) (2)

where di is the distance from the ith measured point (xi) to the predicted point (x0). The
same evaluation process is applied to assess the performance of this method.

2.2.3. Spline

The spline interpolation method utilizes a mathematical function to minimize overall
surface curvature, resulting in a smooth surface that precisely intersects the measured
points. This function can be expressed as follows:

S(x, y) = T(x, y) +
Nm

∑
i=1

λiR(ri) (3)

where λi is the coefficient found by solving a system of linear equations, ri is the distance
between the predicted point and the ith point, S(x,y) is the new point of interpolation,
and T(x, y) and R(ri) are defined differently based on the selected option, which is the
regularized option in this study. For additional details, consult references [40,41]. To
statistically evaluate the performance of the interpolation method, testing data that were
not used for training are employed.

2.2.4. Artificial Neural Network (ANN)

Artificial Neural Networks (ANNs) use simple information to help describe a com-
plex system [1,46]. Among machine learning algorithms, artificial neural networks stand
out for their capacity to discern intricate patterns from data [6,47]. While a range of
machine learning algorithms exists for estimating groundwater levels [6,48], this study
aims to construct a model that requires minimal input data that are both easy and in-
expensive to collect. Thus, a feed-forward back-propagation neural network algorithm
featuring a Multi-Layer Perceptron (MLP-ANN) architecture is developed for estimating
the water table at a designated location (Figure 2). A previously reported MLP-ANN [6]
employed latitude and longitude as inputs, and one hidden layer was not as accurate
as kriging. The new MLP-ANN presented here additionally employed ground elevation
as input and incorporated more than one hidden layer, as suggested in [6], to improve
interpolation accuracy.

An MLP-ANN having hidden layers is a function, f : RI → RO , where R is the set of
real numbers, I is the size of the input vector, and O is the size of the output vector FO(x),
such that the matrix notation is as follows:

O(I) = FO(bO + wO(FH(bH + wH(I)))) (4)

where bH and bO are the bias matrices of the hidden layer and output layer, respectively;
wH and wO are the weight matrices of the hidden layer and output layer, respectively; and
FH and FO are transfer functions.
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Figure 2. Conceptual architecture of employed hidden layer perceptron (NFL = number of neurons in
the first layer; NSL = number of neurons in the second layer; NAF = number of activation functions).

The designed MLP-ANN calculated the groundwater level map using three inputs
(longitude, latitude, and elevation) and used back-propagation to learn the network. The
MPL-ANN is created using a neural network toolbox. To select an appropriate network,
the data were randomly partitioned into two sets: 70% for training and 30% for testing. We
selected the only MLP-ANN that satisfied two criteria: (i) a coefficient of determination
higher than 0.9 and (ii) no estimated groundwater heads above the ground surface.

As shown in Figure 2, the first step started with a network that had one hidden layer
and three neurons. The number of neurons was changed from 3 to 40. For each new number
of neurons, three different activation functions—log-sigmoid, hyperbolic tangent sigmoid,
and linear—were tested for the hidden layer. To evaluate each architecture, the same testing
and training data were used. After that, the performance of each architecture was assessed
based on the two criteria.

For the first criterion, the coefficient of determination (R2) was calculated for the
testing data. For the second criterion, 47,500 uniformly spaced check points that were 280 m
apart (Figure 3) were provided. Groundwater levels at the check points were calculated and
compared to the corresponding ground elevations. If no network met the two criteria, the
number of neurons in the first layer could increase up to 40, and for each added neuron, the
three activation functions could be evaluated. Following this step, one hidden layer could
be added if the network did not still meet two criteria, so that the network was trained with
two hidden layers. In this case, the first hidden layer had three neurons, and the second
layer’s neuron could change from 3 to 40. Furthermore, the activation function of hidden
layers could be changed. Consequently, if it did not satisfy the criteria, one neuron could be
added into the first hidden layer, making four neurons, and the second layer could change
from 3 to 40 neurons to meet two criteria again. The cycle was continued until the created
network satisfied both criteria.
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2.2.5. Cross-Validation for Evaluation of Surface Fitting Methods

For each method, evaluation involves partitioning observed field head data into a
training set and a testing set. Each method’s training involves developing the set of weights
or coefficients that cause the method’s estimated heads to the best match observed training
heads. Then, each trained method is used to estimate the heads of the testing dataset. The
same testing and training sets have been used to evaluate the methods. The coefficient of
determination (R2), Root Mean Squared Error (RMSE), Mean Absolute Error (MAE), Root
Mean Squared Logarithmic Error (RMSLE), and Relative Absolute Error (RAE) are used
to evaluate how well each method estimates water levels at locations not used in training.
Expressions of these parameters are shown in Equations (5)–(9):

R2 = 1−
∑Ntest

i=1

(
hobs

i − hp
i

)2

∑Ntest
i=1

(
hobs

i − h
obs
)2 (5)

RMSE =

√√√√∑Ntest
i=1

(
hobs

i − hp
i

)2

Ntest
(6)

MAE =
1

Ntest
∑Ntest

i=1

∣∣∣hobs
i − hp

i

∣∣∣ (7)
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RMSLE =

√
1

Ntest
∑Ntest

i=1

(
log
(

hobs
i + 1

)
− log

(
hp

i + 1
))2

(8)

RAE =
∑Ntest

i=1

∣∣∣hp
i − hobs

i

∣∣∣
∑Ntest

i=1

∣∣∣hp
i − h

obs
∣∣∣ (9)

where Ntest is the number of elements within the testing subset, hobs
i is the observed ground-

water level at the ith station, hp
i is the predicted groundwater level at the ith station, and

h
obs

is the average of observed groundwater levels.
The testing process outlined above identifies the method that offers the closest matches

between estimated groundwater heads and observed groundwater heads. Subsequently,
the novel methodology described below is employed to determine the requisite number
and locations of additional observation well(s) necessary to achieve the study’s objectives.

2.3. Designed Methodology and Model

The procedural goal is to determine the number and locations of new observation
wells to be added to an existing observation network. To maximize simultaneously both
quantitative accuracy improvement and qualitative Satisfaction of the Expert, the presented
procedure uses multiple tools simultaneously, iteratively, and sequentially to develop
trade-off curves, and then applies game theory to select a compromise strategy. Figure 4
illustrates the flowchart of the proposed model.

Overall, the user is first requested to enter the Maximum Number of Added Wells
(MNAWs) to be considered for addition to the monitoring network. The subsequent process
is divided into two main phases:

• Phase 1: This phase is executed MNAW times to construct a Pareto optimum trade-off
curve. It is further subdivided as follows:

# Phase 1a: For each specified Number of Additional Wells (NOAWs) (rang-
ing from 1 to MNAW), the model employs kriged groundwater level, the
most accurate interpolation method, combined with a heuristic optimization
algorithm. This phase aims to identify new well location(s) that will max-
imize the improvement in water level representation achieved through the
kriging method.

# Phase 1b: This phase utilizes an FIS to incorporate local expert opinions regard-
ing the preferred number of a new well(s) and the unit cost of a new well.

# Phase 1c: After executing phases 1a and 1b MNAW times, phase 1c constructs
the Pareto optimum curve. This curve visualizes the trade-off between accuracy
improvement from phase 1a vs. the expert opinion from phase 1b. It provides a
comprehensive view of potential conflicts and compromises between numerical
optimization and experiential input.

• Phase 2: In this phase, three game theory techniques are applied to the Pareto optimum
curve to identify equilibrium strategies. By applying these game theory techniques,
the model identifies the most balanced and effective strategies for well placement,
considering both numerical accuracy and expert opinions. These strategies help
ensure that the final decision on the number and location of new wells is both optimal
and equitable.

Based on the outcomes of Phase 1 and Phase 2, the model user selects the number of
new wells to be installed at the locations specified by the model. The detailed procedures
and methodologies employed in each phase are explained in the following sections.
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Figure 4. Algorithm for improving existing monitoring networks (NOAW: Number of Additional
Observation Well(s); MNAWs: Maximum Number of Added Wells; GA: Genetic Algorithm; SOE:
Satisfaction of the Expert; and FIS: Fuzzy Inference System).

2.3.1. Phase 1 (Produce Heuristic and Experiential Solutions)

Phases 1a and 1b run once for each specified Number of Additional Wells (NOAWs).
NOAW values range from 1 to MNAWs (the MNAWs in this study is 12 wells). For each
NOAW, within Phase 1a, a Genetic Algorithm (GA) identifies the optimal location(s) of
added well(s) by maximizing the inverse of the mean sum of squared differences between
the Most Accurate Interpolated Method (MAIM) and a newly kriged surface (the kriging
weights change with additional well(s)). In the separate Phase 1b, a Fuzzy Inference System
(FIS) calculates the Satisfaction of the Expert (SOE) for each NOAW. Phases 1a and 1b both
run MNAW times. Then, Phase 1c prepares a trade-off curve reflecting tension between the
results of Phases 1a and 1b.

Phase 1a (Produce and Apply Genetic Algorithm (GA))

GA is an iterative optimization technique inspired by the natural genetic processes of
living organisms [49,50]. It is particularly useful for solving complex, nonlinear problems
with multiple local optima, making it ideal for search and optimization tasks [7,51].

In the context of hydrology, GA excels in handling the inherent uncertainty and
complexity of surface and subsurface water systems [50,52]. One of its key features is
adaptability; by adjusting the mutation and crossover rates in response to changes in the
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average fitness value, GA can introduce randomness to avoid local minima or increase
the crossover rate for more informed reproduction when there are significant changes in
fitness. This adaptability enhances its ability to find optimal solutions in dynamic and
complex environments [25]. Consequently, this study employed the GA due to its proven
success and widespread application in water resources, as demonstrated by [7,20]. Other
optimization algorithms could substitute for the GA in the presented procedure.

The flowchart in Figure 5 illustrates the Genetic Algorithm (GA) process utilized in
this study. Each optimization uses a different NOAW, ranging from one to MNAWs. In
each optimization, the number of observation well(s) to be added to the existing network
and the search area need to be specified. To provide the GA with feasible options, around
1000 uniformly spaced candidate well locations are provided (Figure 6). Then, the most
accurate interpolation method is used to simulate groundwater levels for them.

As explained, the intent of this study was to identify the optimal locations for adding
NOAW new wells to improve the accuracy of the kriged groundwater level map. To begin
an optimization, the model randomly selects NOAW locations from Figure 6 candidate
coordinate points. This location or set of locations can be termed a coordinate point strategy.
In a NOAW 2 optimization, an individual strategy of the population of strategies identifies
two new coordinate points or locations. Each location has two optimization variables, the
x coordinate and y coordinate, that are adjusted within each iteration. For example, for
NOAW 2, each individual has two x and two y coordinates.

Kriging is then executed using just the heads from a new monitoring network that
includes the existing wells plus the NOAWs of randomly selected wells. Next, the objective
function Equation (10) is used to calculate the fitness value of that monitoring network.
Each optimization sought to select the NOAW location(s) that would maximize the inverse
of the mean squared error difference between the kriged surface from the new monitoring
network and the heads from most accurate interpolation method (MAIM) at all N locations
shown in Figure 6. Each optimization stops iterating when (1) the best objective function
value remains unchanged for 1000 consecutive iterations and (2) the best fitness value
(BFV) is better than or equal to the best previous fitness value (BPFV). BPFV is the BFV
for “NOAW-1”.

maximize ZNOAW =

∑N
i=1

(
hAIM

i − h Kriged
i

)2

N


−1

for NOAW = 1, 2, . . . , MNAW (10)

In Equation (10), NOAWs is the number of additional observation wells for a particular
optimization; i is the index of the center of a cell within a uniform grid covering the Qazvin
Aquifer; N is the number of cells in the grid; hAIM

i is the interpolated head at the ith location
computed by the most accurate interpolation method; and h kriged

i is the head at the ith
location that was estimated by kriging that used heads from NOAWs and existing wells.

If the stopping criteria are not satisfied, individuals are selected using the tournament
selection method to crossover parents. After crossing the parents, the new locations are
replaced with the points from the search space (Figure 6) that are closest to those locations.
Then, mutation occurs with a specific mutation probability.

Individual fitness values are determined (Equation (10)) and compared with the
previous best fitness. If the best fitness is the same as the previous best fitness, the best
repetition fitness value is increased by one; otherwise, the best fitness value is replaced
with the new fitness and the counter is reset to zero. The optimization continues until both
stopping criteria are met. Phase 1a ends when NOAWs equal MNAWs.

For a specified NOAW, Equation (10) minimizes the MSE of differences between the
most accurately interpolated potentiometric surface elevations and newly kriged values
resulting from adding new observation well(s). Equation (11) divides Root Mean Square
Error (RMSE) by NOAW. If the objective function values of NOAW and NOAW-1 are equal,
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the design using NOAW-1 provides the higher efficiency (EfNOAW). Thus, EfNOAW is a
measure of the effectiveness per additional new well, and the larger the value, the better.

EfNOAW =

(
∑N

i=1

(
hANN

i −hkriging
i

)2

N

)0.5

NOAW
(11)
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Phase 1b (Produce and Apply Fuzzy Inference System, FIS)

Recently, fuzzy systems have been extensively utilized to address environmental
issues [53,54], effectively overcoming the shortcomings of traditional methods [24,54].
Fuzzy inference supports consistent decision making using linguistic terms, similar to how
decisions are made in everyday situations while remaining aligned with the principles
established by the decision maker in advance. Fuzzy inference systems employ approx-
imate reasoning, a mathematical framework developed by [55], to manage information
heterogeneity and linguistic ambiguity.

The importance of incorporating an expert’s knowledge in optimizing groundwater
monitoring is emphasized by [24]. FIS was used in this study to achieve expert satisfaction
in optimizing the monitoring network and to overcome the limitations of conventional
methods. The Satisfaction of the Expert (SOE) regarding the addition of wells to the existing
network is formulated using the Mamdani Fuzzy Inference System (MFIS). The MFIS was
developed using the Fuzzy Logic Toolbox in MATLAB. As shown in Figure 7, the FIS
consists of three main components: fuzzification, the fuzzy inference mechanism, and
defuzzification.
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Figure 7. Fuzzy Inference System (FIS) process.

The process began assigning membership functions to all inputs and outputs and
fuzzifying all variables. The Mamdani FIS in this study takes NOAWs and the unit cost
of well installation as inputs and expert opinions as outputs. Figures 8–10, respectively,
illustrate FIS development of membership functions for NOAWs, well installation cost, and
the Satisfaction of the Expert (SOE) in the case study.
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Figure 8 shows NOAW fuzzification using triangular and trapezoidal membership
functions to represent the number of monitoring wells being added: small number (Sn),
average number (An), and great number (Gn). Zero wells, six wells, and from ten to twelve
wells have the highest degree of memberships in groups “Sn”, “An”, and “Gn”, respectively.
The NOAWs for “Sn” changes from 0 to 5 new wells, set “An” ranges from 3 to 9 new wells,
and set “Gn” ranges from 7 to 12 new wells.

Figure 9 shows unit well installation cost fuzzification into low cost (Lc) and high cost
(Hc) sets, using trapezoidal membership functions. USD 0 to USD 2500 and USD 5000 and
above, respectively, define membership in cost sets “LC” and “HC”.

The FIS uses trapezoidal membership functions to calculate the Satisfaction of the
Expert (SOE) for each NOAW (SOENOAW). Figure 10 shows the fuzzification of SOE
with the number of added wells into three linguistic values: Low Satisfaction of the
Expert (LSOE), Medium Satisfaction of the Expert (MSOE), and High Satisfaction of the
Expert (HSOE).

After fuzzifying the variables, inference rules are applied to link the input variables to
the output. Fuzzy inference is the process of formulating the mapping from a given input
to an output using fuzzy logic. Table 1 presents the specific inference rules used in the
developed FIS. There are three sets of inference rules that describe NOAWs and two sets
that describe the unit cost of a new well, resulting in a total of six FIS model inference rules.
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Table 1. Fuzzy inference system rules for determining the satisfaction of the expert with a NOAW
based on the unit cost of the NOAW.
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Small Average Great

Low cost LSOE MSOE HSOE
High cost MSOE LSOE LSOE

Then, during the inference step, these fuzzy inputs are processed using the inference
operations and rules. In implementing the Mamdani approach to formulate the FIS, a maxi-
mization fuzzy operator, a minimization implication method, a maximization aggregation
method, and a center of area defuzzification method are applied.

Finally, the defuzzification process converts the fuzzy output sets back into crisp
values, providing a clear, actionable output. For each NOAW, the FIS application provided
the SOE, effectively translating the fuzzy inputs and rules into a meaningful output that
reflects expert opinions. Phase 1b ends when NOAWs equal MNAWs.

Phase 1c (Normalized Pareto Curve Production and Application)

A conflict between two objectives is quantified as the rate of change in one optimal
objective value with respect to the other optimal objective value within the feasible solution
space (S ⊆ <2, where <2 refers to two dimensions in real number space). The Phase 1a goal
conflicts with the Phase 1b goal of maximizing SOENOAW. Assuming a maximization objec-
tive (in which the largest objective function value is the best), Phase 1c uses Equation (12) to
normalize the optimal EfNOAW and SOENOAW values. A unit normalized value represents
the best objective function value, and a zero value represents the worst.

On,i =
Oi −Om,i

Ox,i −Om,i
(12)

In Equation (12), on,i is the normalized ith objective function value; oi is the ith
objective function value; ox,i is the maximum objective value; and om,i is the minimum
objective value.

2.3.2. Phase 2 (Produce and Use Symmetric Conflict Resolution Methods)

To identify equilibrium or compromise solutions that consider the two objectives
resulting from GA and FIS, Phase 2 applies three symmetric bargaining theory methods:
(1) Nash, (2) Kalai–Smorodinsky, and (3) area monotonic. An Excel Workbook was used to
calculate comparison solutions for each method.

• Method 1: Nash solution

The approach of Nash requires that a two-party conflict resolution solution satisfies
four specific conditions or axioms [56,57]. As formulated in Equation (13) to address the
current problem, the resulting symmetric Nash (SOE NORM

∗, Ef NORM
∗) solution lies on the

Pareto frontier and maximizes the product of positive changes from the minimum feasible
objective function values of the two objective functions:

Maximize (SOE NORM − d1)(EfNORM − d2)

Subject to the following :

d1 ≤ SOE NORM ≤ m1

d2 ≤ EfNORM = g(SOE NORM) ≤ m2

(13)

where EfNORM is the normalized improvement effectiveness of optimal locations selected
by GA for each NOAW; SOE NORM is the normalized Satisfaction of the Expert determined
via MFIS for each NOAW; d1 and d2 are the normalized minimum acceptable objective
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values; m1 is the normalized maximum effectiveness improvement achievable according
to the GA; and m2 is the normalized maximum satisfaction of the expert achievable for
the assumed new well unit cost, according to the MFIS. d1 and d2 equal zero (their least
achievements), and m1 and m2 equal one (their highest achievements).

• Method 2: Kalai—Smorodinsky solution

Kalai and Smorodinsky (1975) showed that by replacing Nash’s axiom of independence
of irrelevant alternatives with an axiom of monotonicity, the resulting solution is monotonic
and linear. Assuming a linear solution segment exists between a point of disagreement
and the best point, then the best solution is at the interception of this segment with the
Pareto frontier [58]. For a situation in which the mathematical optimization results and the
expert’s satisfaction (EfNORM = SOE NORM) have equal weight, the solution of Equation (14)
yields the compromise strategy in the normalized space.

d2 +
[
(m2−d2)
(m1−d1)

]
(SOE NORM − d1)− EfNORM = 0

Subject to the following :

d1 ≤ SOE NORM ≤ m1

EfNORM = g(SOE NORM)

(14)

Rearranging Equation (9) as (EfNORM − d2)/(m2 − d2) = (SOE NORM − d1)/(m1 − d1)
shows that on the line both objective function values are the same proportional distance
above their minimum within their respective ranges. The compromise strategy is at the
intersection of that line with the Pareto curve.

• Method 3: symmetric area monotonic solution

A solution to Nash’s cooperative bargaining problem is for a linear segment starting
at the disagreement point that divides the area under the curve into two subsets of equal
areas [58]. The solution is the root of the nonlinear equation, as seen in Equation (15):[∫ x

d1 g(t)dt− 1
2 (x− d1)(g(SOE NORM) + d2)

]
=
[∫ m1

x g(t)dt− (m1 − SOE NORM)d2 +
1
2 (x− d1)(g(SOE NORM)− d2)

] (15)

3. Results
3.1. Water Table Estimation

As previously discussed, the accuracies of the four surface fitting methods for the
Qazvin Aquifer were evaluated. This process commenced by partitioning the total observed
head and location data into separate training and testing datasets. Subsequently, each of
the four methods underwent training using the identical training dataset and testing using
the same testing dataset. A comparative analysis of the performance of each method is
presented in Table 2.

Table 2. Testing cross-validation results of the best of each surface fitting method.

Method

Statistical Parameter IDW Kriging MLP-ANN Spline

Train Test Train Test Train Test Train Test

R2 1.00 0.75 1.00 0.81 0.97 0.93 1.00 0.79
RMSE 0.09 26.80 0.00 24.53 10.77 13.70 0.04 26.52
MAE 0.04 13.44 0.00 11.93 4.50 6.62 0.02 12.10

RMSLE 0.000 0.009 0.000 0.009 0.004 0.005 0.000 0.009
ARE 0.001 0.496 0.000 0.423 0.155 0.279 0.001 0.457
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The results indicated that the MLP-ANN provided the most accurate estimation of
groundwater levels at testing locations, while ensuring that no water table heads were
estimated above the ground surface. This was evidenced by its highest R2 value and
lowest RMSE, MAE, RMSLE, and ARE values in the test dataset. In addition to our
findings, refs. [8,59] also demonstrated that the ANN method had the best performance
in their studies. Their results corroborated our conclusion that machine learning excels
in predictive accuracy and generalization capability, further reinforcing our favorable
conclusion concerning the effectiveness of this method for groundwater level predictions.

The optimal MLP-ANN structure comprised a feed-forward neural network with
two hidden layers, featuring 6 and 33 neurons, respectively. Sigmoid tangent activation
functions were employed in the hidden layers, while a linear transfer function was used in
the output layer. Consequently, Phase 1a utilized this MLP-ANN to estimate groundwater
levels at candidate locations for adding well(s).

Kriging demonstrated the highest accuracy after MLP-ANN. However, it incorrectly
produced some water table heads above the ground surface. Regardless of its accuracy,
kriging requires defining the spatial correlation structure using a parameterized but un-
known variogram model. This process is complicated and requires making numerous
assumptions, such as stationarity, isotropy, and multivariable normality. These conditions
are not easily verifiable and require expert knowledge of spatial statistics. Another study
noted that the accuracy of kriging can be significantly affected by the assumptions and
conditions needed for its implementation [6,14]. Their simulated data followed a Gaussian
distribution with a specified variogram model, likely contributing to kriging’s minimal
prediction error in that context.

By applying MLP-ANN, the data do not need to assume a specific distribution, and
more input data can be used to increase accuracy. The training process is also more flexible,
and various methods can be utilized to enhance accuracy and control error, as demonstrated
in this study. Additionally, the spatial relationships between hydrogeological variables are
poorly understood due to their inherent complexity and nonlinearity. Therefore, integrating
soft computing models with each other or with numerical methods (creating hybrid models)
significantly enhances our comprehension of these intricate relationships. This approach
leads to superior modeling accuracy, as previously demonstrated [25,52].

Here, the best kriging option used a Gaussian distribution semivariogram, which
was then applied in Phase 1a. While both IDW and spline methods showed good training
results, they did not generalize as effectively as MLP-ANN and kriging. In line with
that, [60,61] showed that kriging was more accurate than IDW, and the spline was less
accurate compared to kriging was shown by [62,63]

3.2. Phase 1a (GA Application)

Because MLP-ANN most closely matched observed heads during testing, the pur-
pose of this phase is to cause kriged heads to match more closely the MLP-ANN heads
for GA-selected locations. To execute the designed GA, a code has been written in
MATLAB 2016a.

Within each optimization, the GA provides the locations of the NOAW wells that will
most improve the overall accuracy of the kriged surface. The red line in Figure 11 shows
the change in RMSE as new wells are added. As demonstrated, RMSE decreases as the
number of added wells increases. The RMSE for each NOAW was lower than the RMSE
from the previous iteration, demonstrating that the algorithm’s performance improved as
it progressed. Without adding a new well, the RMSE was 20.42 m. By adding wells, the
improvement in RMSE ranged from 0.73 m for one well to 2 m for twelve wells.

Figure 11 illustrates the effectiveness per added well (EfNOAW), computed by
Equation (11), versus RMSE. Increasing NOAWs to improve accuracy (by decreasing
RMSE), asymptotically decreased the per-well effectiveness (EfNOAW). Adding one well
had the most significant impact compared to other NOAW scenarios. However, as more
wells were added, the intensity of RMSE change fluctuated. For example, the change in
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RMSE for one well was 3.56%. For four wells, it was 0.1%, and it increased to 0.45% for
six wells. Then, it started to decrease again, and for twelve wells, the RMSE increased by
1.40%. The effectiveness changes also decreased, similar to the trend in RMSE. A significant
change was observed with the addition of the first well, about 50%, and from NOAW 10
onwards, the effectiveness remained almost constant. The initial result was presented at
the 12th International Conference on Hydro Informatics [64]. A similar trend and concerns
were observed in the study by [5].
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Number of Additional 
Wells (NOAWs) 

Satisfaction of the Expert 
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Figure 11. Ef and RMSE as functions of NOAWs.

A trade-off between increasing accuracy and efficiency occurred at NOAW 5, where
the lines intersected. In other words, a designer can determine the number of wells to
add by considering the intersection of two lines as well as the percent change in efficiency
resulting from adding an additional well. Decision making can be aided by considering the
trade-off between accuracy and efficiency in adding wells.

Although the GA is designed to find the optimal locations for NOAWs to improve
accuracy, Figure 11 shows that the amount of improvement becomes less significant or even
increases slightly in some cases. This suggests that adding more wells might not always
be cost-effective, as the change in RMSE diminishes with additional wells. Following this
section, we demonstrated how the application of FIS can enable experts’ opinions to assist
decision making further.

3.3. Phase 1b (FIS Application)

To address the concerns mentioned in the previous section and to overcome the limita-
tions of using only conventional methods for hydrologic decision making, an MFIS was
developed [24]. In this MFIS, NOAWs and the unit cost of well installation were consid-
ered to evaluate expert satisfaction and incorporate expert opinions into the optimization
process. The proposed model is flexible enough to incorporate additional information that
could impact expert opinions concerning their satisfaction. However, in this study, we
focused on demonstrating how considering only the cost and NOAWs can involve decision
makers in the numerical optimization model.

Figure 12 demonstrates the inference mechanism for specific inputs, such as NOAW
9, and a unit well cost of USD 4000. This figure illustrates how the features are applied
to map the input variables to the output. The MFIS was run for three different well costs,
as presented in Table 3. The result showed that as the cost increased, expert satisfaction
decreased. The proposed model utilized the result of MFIS for a cost of USD 4000.
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Table 3. Satisfaction of the expert (SOE) with each NOAW, as a function of unit well installation cost.

Number of Additional Wells
(NOAWs)

Satisfaction of the Expert
(SOE) for USD 4000/Well

Satisfaction of the Expert
(SOE) for USD 6000/Well

Satisfaction of the Expert
(SOE) for USD 8000/Well

1 35 44 49
2 36 44 49
3 37 42 43
4 37 31 31
5 39 27 24
6 39 25 20
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8 52 30 20
9 61 27 20

10 68 25 20
11 68 25 20
12 68 25 20
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For a unit well cost of USD 4000, the results showed that increasing NOAWs led to
an increase in expert satisfaction. However, the amount of SOE remained constant from
NOAW 10 onwards. To combine the results from both Phases 1a and 1b, conflict resolution
methods were applied.

3.4. Phase 1c (Pareto Curve Production)

In this step, the application of Equation (11) to the results from Phases 1a and 1b
produces a Pareto curve (Figure 13). Figure 13 Pareto curve does not show values for
NOAWs of 4, 6, 11, and 12 because they are inferior to adjacent solutions for NOAWs 3, 5,
and 10, respectively (they have the same SOENOAW but a smaller EfNOAW than an adjacent
solution). In Figure 10, the normalized point (d1 , d2) ∈ R2 has the worst possible payoff
values for both objectives. The best normalized SOE and Ef values are, respectively, at
points (m1, d2) and (d1, m2). The equation assigned a value of 1 to the best result from each
phase and a value of 0 to the worst result for both phases. Graphically, human supporters of
a particular strategy often want their achieved objective function value to be as much above
d1 and d2 as possible. Incorporating expert opinions into the results, initially suggested
solely based on the GA, highlighted how integrating expert input can lead to more feasible
and practical solutions.
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Figure 13. Normalized Pareto optimum curve of Ef versus SOE for USD 4000 unit well cost (labels
show NOAWs).

3.5. Phase 2

To find the equilibrium strategies, three bargaining theory methods were used. The
symmetric Nash, symmetric Kalai–Smorodinsky, and the symmetric area monotonic meth-
ods, respectively, specified eight, five, and five wells as the compromise numbers of wells
to add (NOAWs) to the Qazvin Aquifer monitoring network. Figure 14 shows kriged
groundwater contour maps prepared for each compromise strategy. Each map employed
existing wells plus the NOAW wells specified by the bargaining game. The average design
recommendation of the three Phase 2 gaming methods was six wells. However, a five-well
solution dominates over a six-well solution (they have the same SOENOAW, but a five-well
solution has a greater EfNOAW than a six-well solution).

Otherwise, because conflict resolution aims to find a state where all objectives are
acceptably satisfied, strategies having a EfNORM/SOE NORM ratio that is close to 1 in nor-
malized space is preferable. A ratio close to one showed that both objectives are close to
equally achieved. A five-well NOAW strategy yielded an EfNORM/SOE NORM value closest
to 1. The symmetric Kalai–Smorodinsky and the symmetric area monotonic picked the
optimal compromise NOAWs. Therefore, adding five wells to the aquifer is recommended
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to the water agency. This study reveals that FIS is a reliable tool for integrating expert
opinions into mathematics and statistical methods for optimizing monitoring networks.
This finding is consistent with the results of [53,65] that underscore the effectiveness of FIS
in enhancing decision making processes.
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Regarding the results of the three bargaining methods, five and eight observation
wells were selected to be added to the aquifer. The five wells are mainly distributed along
the southern boundary of the aquifer. Most of the southern aquifer relies on groundwater
as the primary water resource for the agricultural sector and does not have a significant
surface water supply. The study by [66] showed that this region, where most observation
wells are added, experiences more severe drought during drought years than other parts of
the aquifer, leading to significant fluctuations in water levels and thus requiring more wells
for monitoring. Additionally, kriging showed greater error near the aquifer’s boundaries
due to a lack of known data points in these areas, particularly in the southern part. This
suggests that the GA successfully identified optimal locations to support kriging, thereby
enhancing the accuracy of groundwater level predictions.

However, when the number of wells increases beyond five, some wells are also added
to the center of the aquifer, where the groundwater is more stable than at the boundary.
Regardless of the number of added wells, the areas that show severe drought consistently
remain the priority for well placement. When the number of added wells is lower, they
are mostly placed in areas with more significant water level fluctuations. As the number
increases, the locations extend to other parts of the aquifer that are not as variable.

4. Discussion

A novel approach to monitoring network expansion is presented here that uses en-
capsulated fuzzy expert opinions to negotiate between quantitative results from artificial
intelligence-guided optimization and fuzzy expert opinions. A methodology was devel-
oped in the present study to address Rosen’s statement [24] that expert opinion information
and mathematical–statistical information ought to be incorporated simultaneously into the
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development of a potentiometric surface monitoring well network. First, the evaluation
shows that MLP-ANN produces more accurate potentiometric surface maps than spline,
IDW, and the commonly used kriging. Accordingly, the methodology provides a guide to
the placement of new observation wells so that kriging values will become more like those
generated by MLP-ANN. In order to minimize the total difference between heads from
kriging and heads from MLP-ANN, the Genetic Algorithm (GA) optimization determines
the locations of new observation wells for each set of candidate new observation wells.
Results from the GA showed that the rate of decreasing RMSE per additional well decreases
as NOAWs increase. Decision makers can select one of two criteria to decide when to stop
adding wells: minimum acceptable RMSE and minimum acceptable RMSE reduction per
well. Efficiency and accuracy of intersection lines can also be critical factors in choosing
NOAWs that balance both.

Along with the optimization process, a Fuzzy Inference System (FIS) is created by
incorporating the opinions of local experts regarding well installation costs and the practical
number of monitoring wells to be installed. The MFIS quantifies the Satisfaction of the
Expert with each possible number of new monitoring wells up to 12.

In their determination of the optimal number of new wells, GA and FIS differ. The
conflict is resolved by utilizing three game theory symmetric techniques (Nash, Kalai–
Smorodinsky, and area monotonic) after preparing a normalized Pareto optimum curve. In
their respective approaches, the three approaches suggest adding eight, five, and five moni-
toring wells. On average, the three approaches propose six monitoring wells. According to
Figure 13, the six-well design is inferior and dominated by the five-well design; therefore,
the average of the bargaining methods for a six-well design is five wells.

The limitation of the model in the context of application to other situations lies in
its computational complexity, especially when scaling up for very large problems. As
the number of wells increases, this complexity could require significant processing power
and time. The time required to tune and train an artificial neural network increases with
network complexity and the volume of data. Without access to advanced CPU or GPU
technology, these limitations could hinder the application [6].

Future work should focus on several key areas to enhance the transferability and
applicability of the model. Assigning weights to additional observation candidates based
on their perceived importance, particularly in areas experiencing severe declines in ground-
water levels, could provide increased accuracy in those areas. Incorporating the location of
the new well(s) into the Fuzzy Inference System (FIS) is another potential enhancement.
Exploring alternative metaheuristic algorithms and evaluating their impact on the opti-
mization process, especially when adding many wells, could further improve the model’s
effectiveness and efficiency.

In summary, a novel technique is presented to predict where and how many observa-
tion wells should be installed to improve the accuracy of groundwater level monitoring
networks. Both sophisticated computational results and critically important situation-
specific hydrogeologic and other field experiences are appropriately considered in this
technique. The developed algorithm is designed to be easily upgraded to suit the con-
texts of other areas. Additionally, these hybrid technologies can also be adapted to map
other variables such as groundwater quantity, soil sensors, climatology stations, and other
sampling data.
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