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Abstract: In this paper, we present a novel model that enhances performance by extending the dual-
modality TEVAD model—originally leveraging visual and textual information—into a multi-modal
framework that integrates visual, audio, and textual data. Additionally, we refine the multi-scale
temporal network (MTN) to improve feature extraction across multiple temporal scales between
video snippets. Using the XD-Violence dataset, which includes audio data for violence detection,
we conduct experiments to evaluate various feature fusion methods. The proposed model achieves
an average precision (AP) of 83.9%, surpassing the performance of single-modality approaches
(visual: 73.9%, audio: 67.1%, textual: 29.9%) and dual-modality approaches (visual + audio: 78.8%,
visual + textual: 78.5%). These findings demonstrate that the proposed model outperforms models
based on the original MTN and reaffirm the efficacy of multi-modal approaches in enhancing violence
detection compared to single- or dual-modality methods.

Keywords: multi-modality; violence detection; feature fusion; enhanced MTN

1. Introduction

In recent years, the exponential growth in video content consumption has driven
increasing demand for automated technologies capable of detecting violent scenes in
videos. These technologies play a critical role in providing filtering and warning systems
to protect users and regulate content on social media platforms and streaming services.
Additionally, they are invaluable in surveillance systems, enabling real-time monitoring
and alerting authorities to violent behavior for a rapid response.

Previous research on video violence detection has predominantly focused on visual
information [1-6]. While effective in some cases, this approach faces limitations in detecting
violence in complex, real-world scenarios. To achieve more accurate detection, it is essential
to adopt multi-modal approaches that integrate not only visual data but also other modal-
ities. Multi-modal techniques enhance video interpretation by incorporating semantic
information that visual data alone may fail to capture. For instance, audio information can
detect violence through sounds—such as screams or breaking glass—that visual cues may
not convey. Even in the absence of explicit violent imagery, audio data can help identify
threatening situations. Similarly, captions generated by video captioning models (textual
information) provide a natural language interpretation of the video, offering context that
enhances understanding. For example, a caption like “Two men are fighting on the street”
can directly indicate a violent scenario.

Building on these observations, this research seeks to address the following question:
Can a multi-modal approach that integrates visual, audio, and textual data enhance the
accuracy of violent scene detection in videos compared to traditional methods that rely
solely on visual data? We hypothesize that incorporating audio and textual information,
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alongside visual data, will improve the accuracy of violence detection in videos by capturing
semantic meanings that are challenging to extract from visual features alone.

In this paper, we propose an integrated approach that extends the text-empowered
video anomaly detection (TEVAD) model [7] by incorporating audio information and
leveraging textual data generated via video captioning models. This approach captures
semantic meanings that are difficult to extract using visual features alone. The key differ-
ences from the original TEVAD [7] include the addition of audio data and modifications
to both the feature fusion method and the timing of fusion. Additionally, we introduce
an enhanced multi-scale temporal network (enhanced MTN) to improve the extraction of
temporal features across multiple time scales. These enhancements significantly boost the
performance of violence detection in video content.

The structure of this paper is as follows. Section 2 provides an overview of prior
research on video violence detection and the original TEVAD model. Section 3 presents
the architecture of the proposed system, including the feature fusion strategy and the
enhanced MTN. In Section 4, we describe the experimental setup, outline the multi-modal
expansion methodology, and analyze the results of experiments conducted to validate the
effectiveness of the multi-modal approach and enhanced MTN. Finally, in Section 5, we
summarize the key findings and discuss potential avenues for future research.

2. Related Work

Video violence detection aims to identify violent events within video content. The
traditional systems for violence detection typically rely on large-scale labeled datasets; how-
ever, labeling such datasets is costly and time-consuming. To address this challenge, recent
research has increasingly adopted weakly supervised learning [1], which trains models
using partially or indirectly labeled data, thereby reducing the burden of manual labeling.

Sultani et al. [1] were the first to introduce weakly supervised learning for video
anomaly detection and proposed the UCF-Crime dataset, a large-scale dataset for this
purpose. Most weakly supervised learning methods are based on the multiple instance
learning (MIL) framework. In MIL, labels are assigned to entire video clips rather than
individual frames or segments, allowing the model to infer labels for specific video por-
tions. Zhong et al. [2] improved anomaly detection by incorporating graph convolutional
networks (GCNs) to refine label noise, thereby enhancing the action classification models’
performance. Tian et al. [3] advanced anomaly detection further by introducing robust
temporal feature magnitude learning (RTFM), which leverages dilated convolutions and
self-attention mechanisms to model temporal relationships in visual features, improving
the differentiation between normal and anomalous video clips.

While these methods have primarily focused on single-modal approaches using visual
data, relying solely on one modality is often insufficient for detecting complex and diverse
violent situations in videos. To overcome this limitation, Wu et al. [8] proposed a multi-
modal approach that combines weakly supervised learning with both visual and audio
information. In their method, entire video clips are labeled as violent or non-violent, and the
model subsequently identifies violent moments within the clips. They introduced the XD-
Violence dataset, a large-scale multi-modal dataset designed for weakly supervised violence
detection, which has catalyzed further research in multi-modal approaches. Wu et al. [9]
also proposed a method that fuses visual and audio features, improving violence detection
accuracy by modeling temporal continuity and capturing similarities between video clips
using techniques such as temporal modeling and graph neural networks (GNNSs).

Zhang et al. [10] introduced a strategy to enhance model performance by evaluating
the completeness and uncertainty of pseudo-labels during training. Their method extracts
visual features on a frame-by-frame basis using CNN-based models and learns tempo-
ral relationships between frames using RNN-based models. The extracted features are
then fused to detect anomalies, with the completeness and uncertainty of pseudo-labels
incorporated into the learning process. Similarly, Pang et al. [11] proposed an efficient
method for extracting and integrating visual and audio features, demonstrating superior
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performance on the XD-Violence dataset. Zhou et al. [12] introduced uncertainty regulated
dual memory units (UR-DMUs), which manage visual and temporal features by assigning
lower weights to video clips with high uncertainty, thus reducing their impact on training.
Conversely, clips with low uncertainty are given higher weights, improving the model’s
overall performance.

Chen et al. [7] extended RTFM [3] by proposing text-empowered video anomaly
detection (TEVAD), a text-based video anomaly detection system that integrates generated
text features with visual features to capture semantic information that visual features alone
might miss. The overall structure of TEVAD is illustrated in Figure 1. In this approach,
input videos are divided into T snippets, with each snippet processed by separate text
and visual branches. In the text branch, captions generated by the video captioning model
SwinBERT [13] are converted into sentence embeddings using SimCSE [14] to create text
features. In the visual branch, visual features are extracted using a pre-trained visual feature
extractor (I3D) [15]. Both sets of features are processed by a multi-scale temporal network
(MTN) to capture temporal features across multiple time scales; afterward, the features are
fused for anomaly detection. The anomaly detection classifier generates anomaly scores for
each snippet, which are used to predict frame-level anomaly scores. TEVAD demonstrated
improved performance over traditional methods by leveraging text information to capture
the semantic meaning of videos.
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Figure 1. Overall structure of TEVAD [7].

Previous research on video violence detection has predominantly focused on single-
modal approaches leveraging visual data or dual-modal approaches combining visual
and audio data, or visual and textual information. In contrast, this paper introduces a
multi-modal approach that integrates audio, visual, and textual data. Our experimental
results demonstrate that fusing multi-modal features yields superior performance in video
violence detection compared to both single-modal and dual-modal approaches. Addition-
ally, we propose an enhanced multi-scale temporal network (enhanced MTN, E-MTN),
which improves the extraction of temporal features across multiple time scales, further
boosting performance.

3. Methodology

Figure 2 illustrates the overall structure of the proposed system. The input video is
divided into T snippets, and for each snippet, the visual features (F,), text features (F;), and
audio features (F,) are extracted (Section 3.1). These extracted features are then fused into a
single feature, Fy, (Section 3.2). The fused features are subsequently passed through the
enhanced multi-scale temporal network (E-MTN) to generate multi-scale temporal features,
Fem7n (Section 3.3). The generated Fr_yry is used to calculate the feature magnitude
of each snippet. The top k largest feature magnitudes from normal and violent videos
are passed to the violence detection classifier to train a binary classifier for snippet-level
violence detection (Section 3.4).
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Figure 2. Overall structure of the proposed system.

3.1. Feature Extraction

Visual features (F;) are extracted using an Inflated 3D ConvNet (I3D) [15], pre-trained
on the Kinetics-400 dataset [15]. I3D extends 2D convolutions to 3D, allowing the model to
capture both temporal and spatial features simultaneously. Following the TEVAD approach,
we apply the five-crop augmentation technique to the XD-Violence dataset. This technique
generates image crops from five positions—four corners and the center—enhancing the
diversity of the training data.

Text features (F;) are generated using SwinBERT, a model pre-trained on the Video
and Text EXplanations (VATEX) dataset [16]. VATEX is derived from the Kinetics-600
dataset [17] and comprises 41,250 video clips, each accompanied by natural language
descriptions (captions) in both English and Chinese. SwinBERT is an end-to-end video
captioning model that integrates VidSwin [18] for feature extraction and a multi-modal
transformer encoder for caption generation. VidSwin, a Swin Transformer-based model for
video understanding, efficiently captures both spatial and temporal information, making
it suitable for tasks such as video classification, object detection, and action recognition.
As SwinBERT incorporates VidSwin, it benefits from extracting visual features that differ
from those captured by I3D. Furthermore, due to its training on various human actions,
SwinBERT can generate meaningful captions for both normal and violent video scenarios.
To convert these generated captions into text features, simple contrastive sentence embed-
ding (SIimCSE) [14] is employed. SimCSE performs sentence embedding by transforming
natural language sentences into fixed-size vector representations, leveraging contrastive
learning to position similar sentences closer in the embedding space while separating
dissimilar sentences.

Finally, audio features (F,) are extracted using VGGish [19], an audio feature extraction
model developed by Google. VGGish is based on the VGG network architecture and
segments audio signals into 1 s intervals, converting them into log-mel spectrograms for
input. A log-mel spectrogram represents the frequency content of an audio signal over time,
capturing human auditory characteristics by mapping the frequency axis to the mel scale
and applying a logarithmic transformation. VGGish is pre-trained on the YouTube-100 M
dataset [19], which consists of 70 million training videos, 10 million evaluation videos,
and 20 million validation videos. This extensive pre-training makes VGGish a highly
effective audio feature extractor for a wide range of sound recognition and classification
tasks. In this study, we use VGGish, pre-trained on a large YouTube dataset [20], to extract
audio features.
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3.2. Feature Fusion

The visual, audio, and text features extracted from the three modalities are fused before
being input into the enhanced MTN. We investigate four fusion methods, described below.
Since the visual features undergo five-crop augmentation, we apply five-fold tiling to the
audio and text features, repeating them to match the number of frames in the visual data.

3.2.1. Product

This method multiplies the visual, audio, and text features element-wise to create a
single feature vector. To achieve this, the visual and text features are first transformed
to match the dimensions of the audio features using fully connected layers, as shown in
Equation (1).

Fz/;:WvFv+va,f/:WtFt+bt (1)

In Equation (1), W, and W; represent the weight matrices for transforming the visual
features and text features into the dimensions of the audio features, respectively, while
by and by represent the corresponding biases for each transformation. The transformed
features are then combined through an element-wise product, as shown in Equation (2).

thu:le;®Ft/®Fa (2)

3.2.2. Addition

This method adds the visual, audio, and text features element-wise to create a single
feature vector. Similar to the product method, the features are first transformed to the same
dimensions before the addition, as shown in Equation (3).

tha:le;‘FFt/‘FFa (3)

3.2.3. Concatenation

This method concatenates the visual, audio, and text features along their respective di-
mensions to create a single feature vector. For example, if the vectors [1-6] are concatenated,
the result is [1-6], as represented in Equation (4).

Pvta:Fv@Ft@Fa (4)

In Equation (4), @ denotes the concatenation of vectors, and the size of concatenated
feature vector F,y,; is the sum of the sizes of the visual, text, and audio features. This
concatenation operation connects the vectors along each feature dimension, creating a
single integrated vector incorporating visual, text, and audio features.

3.2.4. Projected Concatenation

In this method, the visual, audio, and text features are first linearly transformed to the
same dimensional space before concatenation. After the transformation, the feature vectors
are concatenated into a single vector, as shown in Equation (5).

Fws=F,®F ®F, ®)

3.3. Extraction of Multi-Scale Temporal Features between Video Snippets

The fused feature Fy,; obtained from the feature fusion process is passed through the
enhanced multi-temporal network (E-MTN) to extract multi-scale temporal features Fr_prn
across video snippets. The original MTN comprises pyramid dilated convolution (PDC)
blocks [21] and non-local blocks (NLBs) [22]. In this paper, we propose an enhanced MTN
model, which incorporates the squeeze and excitation (SE) module [23] and replaces the
non-local block with a transformer encoder block (TEB) [24].

Figure 3 illustrates the overall architecture of the enhanced MTN. The pyramid dilated
convolution (PDC) [21] is organized in a pyramid structure, typically using three or more
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different dilation rates to generate feature maps with varying receptive fields. This design
captures multi-scale information at different levels of granularity. The SE module [23],
initially introduced to enhance convolutional neural networks (CNNs), dynamically adjusts
the importance of each feature channel by learning inter-channel relationships. This mecha-
nism enables the model to focus on the most relevant features, facilitating the extraction of
meaningful representations.

Enhanced Multi-scale Temporal Network

Fppc-se
— r
JA A
\l/
Transformer F.
TEB
Convld — Encoder
Block
F, vta | ! F, E-MTN

N, /
. /

Figure 3. Overall structure of the enhanced multi-scale temporal network.

The SE module consists of two main phases: the squeeze phase and the excitation
phase. During the squeeze phase, global average pooling is applied to compress the
inter-channel dependency information across the input feature maps, allowing global
context extraction for each channel. Following this, the excitation phase employs two fully
connected layers and a non-linear activation function to compute the weights that determine
the relative importance of each channel, thereby emphasizing significant channels and
suppressing less important ones. In this architecture, the PDC captures multi-scale features
from video snippets, while the SE module adjusts the features based on channel importance,
enhancing the extraction of key information.

The transformer encoder block (TEB) [24], a critical component of the transformer
model widely used in natural language processing (NLP) and computer vision tasks,
processes input data by learning interactions between words in a sentence or patches in
an image. The TEB employs a multi-head self-attention mechanism to capture temporal
relationships, facilitating the comprehension of interactions across multiple frames. In the
proposed system, the TEB captures global temporal dependencies between video snippets,
enhancing the system’s ability to model long-range interactions.

The process for extracting multi-temporal scale features between video snippets is as
follows. First, the fused feature F, passes through the PDC block and SE module, resulting
in the feature Fppc.gsg. Simultaneously, Fyr; undergoes a 1D convolution and then passes
through the TEB, generating the feature Frpp. Next, FPDC-SE and Frgp are concatenated,
and the original feature Fyy, is added (through addition) to produce the final output FgmTN.

Fe_mtN = (Fppc—se @ Frep) + Fota (6)

The output Fr_p7y is then used to calculate the feature magnitude of the video snippets
in the next step. This step helps distinguish between normal and violent videos by reflecting
the critical information contained in each snippet.

3.4. Training for Anomaly Detection

The objective of anomaly detection training is to accurately distinguish between
normal and violent videos. As observed by Tian et al. [3], violent videos typically exhibit
larger feature magnitude values compared to normal ones. To maximize this distinction,
two loss functions are utilized.
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3.4.1. Feature Magnitude Loss

This loss function is designed to increase the difference in feature magnitudes between
normal and violent videos. The feature magnitude is computed as the average of the L2
norms of the top k snippets with the highest magnitudes, as illustrated in Equation (7).

N
Y (c - Ffm) if violence video
i=1

Lfm: (7)

N
Y. Fpy if normal video
i=1

In Equation (7), the feature magnitude value, denoted as Ffm, is calculated as the
average of the L2 norms of the top k snippets with the largest feature magnitudes out of
the T snippets (=Fg_prn) in the video. The L2 norm is computed by squaring each element
of the vector, summing these squares, and then taking the square root of the sum. This
metric is useful for measuring the size or similarity of vectors. Since larger differences are
amplified, it effectively highlights the distinction in feature magnitudes between normal
and violent videos. Here, c is a pre-defined constant, and N represents the number of
videos in the training set.

3.4.2. Binary Cross-Entropy Loss

This loss function minimizes the difference between predicted probabilities and actual
labels, as expressed in Equation (8). The anomaly score for each snippet is computed
through three fully connected layers, and the anomaly score F; for the entire video is
determined by averaging the anomaly scores of the top k snippets.

1 N
Lbce: _N ZLbcelogFS+(1_yi)log(1_FS) (8)
i=1

The final loss function L is a combination of these two loss terms, weighted by the
hyperparameter «, as shown in Equation (9).

L= O‘Lfm + Lpce )

4. Experiments and Results
4.1. Datasets and Evaluation Metrics

To assess the performance of the proposed system, experiments were conducted using
the XD-Violence dataset [8], which provides multi-modal data. XD-Violence is currently
the only large-scale dataset that provides both visual and audio data related to violent
incidents. The commonly used UCF-Crime dataset [1] does not include audio signals.
While the Violent-Flows [25] and CCTV-Fights [26] datasets contain audio signals, these are
often silent or feature only background music, and they also suffer from insufficient data.
In contrast, the XD-Violence dataset consists of 4754 unedited videos, totaling 217 h, with
both audio signals and weak labels. Additionally, this dataset encompasses a diverse range
of scenarios gathered from both films and real-world environments. The videos vary in
length and depict a wide array of violent events, such as fights, shootings, explosions, and
accidents, which greatly contribute to the dataset’s substantial size and overall diversity. For
this reason, we evaluated the proposed method using the XD-Violence dataset, excluding
all datasets that lacked audio components from the evaluation.

The XD-Violence dataset is explicitly divided into separate training and test sets.
The training set comprises 4754 videos, with 2405 labeled as violent and 2349 as non-
violent, while the test set consists of 800 videos, 500 of which are labeled as violent and 300
as non-violent.

For performance evaluation, we utilize average precision (AP) [26], as used in previ-
ous studies [7-12]. AP is computed by calculating the area under the curve (AUC) of the
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precision-recall curve, with higher AP values indicating better performance. Given that the
XD-Violence dataset is extremely large in scale, its video content is highly diverse, and it is
explicitly divided into separate training and test sets, the application of cross-validation
is generally unnecessary. We can independently use the training and test data, and the
dataset’s size is sufficient to mitigate concerns regarding overfitting or poor generaliza-
tion. Consequently, performance evaluation can be reliably conducted without the need
for cross-validation.

4.2. Implementation Details
4.2.1. Implementation Details of Feature Extraction

Visual features are extracted using I3D, pre-trained on the Kinetics-400 dataset. The
frame rate of all videos is fixed at 24 fps, and a sliding window method is used to divide
the videos into non-overlapping 16-frame segments.

Text features are generated using captions created by SwinBERT, pre-trained on the
VATEX dataset. A sliding window method with a window size of 64 frames is applied,
and captions are generated every 16 frames. To extract text features from these captions,
sentence embeddings are generated using supervised SimCSE, pre-trained on the BERT
model (bert-base-uncased) [27]. The dimensionality of the text features is 768.

Audio features are extracted using VGGish, pre-trained on a large YouTube dataset.
The audio is segmented into overlapping 960 ms intervals, and a 96 x 64 bin log-mel
spectrogram is computed for each segment. The dimensionality of the visual features is
1024, while the audio features have a dimensionality of 128.

4.2.2. Implementation Details of Anomaly Detection Training

For comparative experiments on multi-modal approaches, the basic hyperparameter
settings are consistent with those used in TEVAD. The number of T snippets for the
input video is set to 32, and the dilation parameters for the three-layer pyramid dilated
convolution (PDC) are set to 1, 2, and 4, respectively. The number of heads for the multi-
head attention in the transformer encoder block is set to 8, and the size of the feed-forward
network is configured to 1024. To compute the anomaly score for each snippet, a fully
connected layer with 512, 128, and 1 nodes is employed. In the loss function of Equation (7),
c is set to 100; k is set to 3; and « in Equation (9) is set to 0.0005.

The proposed model was trained with a batch size of 64 using the Adam optimizer [28],
with a learning rate of 0.005 and a weight decay of 0.0005. All experiments were conducted
on a single A6000 GPU.

4.3. Experimental Results and Discussion
4.3.1. Performance According to Multi-Modal Extension Methods

In this study, we extended the existing TEVAD framework to propose a violence
detection system that integrates three modalities: visual, audio, and text. To evaluate the
performance of the proposed method, various extension approaches were tested, and the
results were analyzed. For consistency, the early fusion method (before MTN input) was
fixed to concatenation, while the late fusion method (after passing through the MTN) was
set to addition. Concatenation was chosen as the early fusion method because it is the
most basic combination technique, allowing for the creation of an integrated vector while
preserving the distinct characteristics of each modality. Experimental results confirmed
that concatenation performed well in terms of overall performance. Addition was selected
as the late fusion method because it was validated as the best-performing method in the
original TEVAD framework.

Table 1 presents the performance results based on the multi-modal extension methods.
In [Table 1], the “+” symbol indicates that features were fused before passing through the
MTN, while the “/” symbol denotes fusion after passing through different branches of the
MTN. The number of branches represents how many paths each modality follows during
processing. For example, “V/T” in [Table 1] indicates that the visual and text modalities are
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processed independently along separate paths, with fusion occurring after each one passes
through the MTN. This approach aligns with the original TEVAD framework. On the
other hand, “V + A + T” means that the visual, audio, and text modalities are fused into a
single feature before being processed through the MTN. In the case of “V/T/A”, the fusion
method follows the same process as TEVAD, but with the addition of audio information.

Table 1. Comparison of performance based on multi-modal extension methods.

Multi-Modal Number of Late

= 0,
Extension Early Fusion Branches Fusion MTN AP(%)
V/T[7] - 2 Addition Original 79.8
Original 80.4
V/A/T - 3 Addition
Enhanced 80.8(+0.4)
Original 81.0
V/T+A Concatenation 2 Addition
Enhanced 82.4(+1.4)
Original 81.7
T/V+A Concatenation 2 Addition
Enhanced 82.8(+1.1)
Original 77.5
A/V+T Concatenation 2 Addition
Enhanced 81.7(+4.2)
Original 82.2
V+A+T Concatenation 1 -
Enhanced 83.9(+1.7)

The experimental results showed that the “V + A + T” method, where all modalities
are fused via concatenation before being passed through a single MTN to extract multi-scale
temporal features, achieved the best performance. This is likely because fusing features
before extracting multi-scale temporal features preserves the distinct characteristics of each
modality while generating an integrated representation. This integrated feature allows
for richer information to be utilized as it passes through the MTN, which is crucial for
subsequent processing. Furthermore, in all experiments, the proposed enhanced MTN
consistently outperformed the original MTN, demonstrating improved performance across
various tasks.

4.3.2. Performance According to Early Fusion Methods

In the previous experiments, we confirmed that fusing individual features before
inputting them into the MTN contributes to improved performance. To further investigate
which fusion method is the most effective, we conducted additional experiments comparing
various fusion methods. Table 2 summarizes the performance results based on these
fusion methods.

Table 2. Performance comparison based on fusion methods.

Fusion Method MTN AP (%)
Product E?lﬁirild 79.Z ?f3.4)
Addition E?lﬁfrllrild 81.18 (()50.6)

Projected Concatenation Eaﬂfrlzzii 8l S (2+60 9)
Original 82.2

Concatenation Enhanced 83.9 (+1.7)
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The experimental results demonstrated that the concatenation method achieved the
highest performance, with an average precision (AP) of 82.2% when using the original
MTN and 83.9% when using the enhanced MTN. Concatenation combines information
from each modality while preserving as much of the original data as possible. During the
process of extracting multi-scale temporal features via the MTN, an attention mechanism
is employed. This suggests that concatenating the features, while retaining the distinct
information from each modality and minimizing information loss, is more effective than
applying transformations during feature fusion.

The addition and projected concatenation methods exhibited slightly lower perfor-
mance compared to concatenation. This is likely due to their reliance on simple addition or
linear transformation, which may not adequately capture the complex interactions between
modalities. The product method resulted in the lowest performance, likely because element-
wise multiplication of feature vectors from different modalities can cause the overall vector
values to shrink or approach zero when the values of a specific modality are near zero,
leading to information loss.

Additionally, in most experiments, the proposed enhanced MTN demonstrated su-
perior performance compared to the original MTN. This improvement can be attributed
to the multi-head self-attention mechanism, which is more effective than the traditional
attention mechanism in learning complex interactions between features across multiple
temporal scales with greater precision and efficiency.

In conclusion, we confirmed that using the concatenation method as the feature
fusion technique for each modality effectively preserves and integrates information, re-
sulting in the best performance. This finding supports the idea that retaining as much
information from various modalities as possible contributes to enhanced performance in
multi-modal learning.

4.3.3. Analysis of the Effectiveness of Multi-Modality

To confirm that multi-modal approaches achieve higher performance compared to
single-modal or dual-modal approaches, we conducted six experiments. Three experiments
were performed using single-modality input (one each for visual, audio, and text); two
experiments used dual-modality input (visual + audio, visual + text); and one experiment
incorporated all three modalities (visual + audio + text).

Figure 4 presents the performance results for single modalities (visual, audio, and text),
dual modalities combined with visual input, and the multi-modal approach using all three
modalities. The experimental results demonstrated that the proposed multi-modal method
achieved the highest performance (AP: 83.9%), confirming that the information provided
by each modality is complementary, which enhances the accuracy of violence detection.

0,
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Figure 4. Performance comparison based on different modalities (V: Visual, A: Audio, T: Text).

Among the single modalities, visual information showed the highest performance
(AP: 73.9%). While audio information provides valuable cues for violence detection, its
effectiveness is somewhat limited due to noise interference. Furthermore, the relatively low
performance of the text-only modality is likely attributed to the captioning model being
trained on general situations, which may not accurately reflect violent scenarios.
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In conclusion, these results demonstrate that the multi-modal approach significantly im-
proves video violence detection performance compared to single- and dual-modality methods.
The combination of unique information from each modality, along with their complementary
characteristics, contributes to a more accurate and robust violence detection system.

4.3.4. Quantitative Evaluation

Table 3 presents the results of comparing frame-level AP performance on the XD-
Violence dataset. To assess the effectiveness of the proposed multi-modal approach, we
compare its performance against existing single-modal and dual-modal models. The single-
modal model utilizes only visual information, while the dual-modal models combine visual
information with either audio or text.

Table 3. Frame-level AP performance on XD-Violence dataset.

Method Modality AP(%)
CSL-TAL (2022) [4] \% 71.7
Sultani et al. (2018) [1] A% 75.7
Wau et al. (2021) [5] \% 75.9
Chang et al. (2021) [6] \Y% 76.9
RTEM (2021) [3] \Y 77.8
Wau et al. (2020) [8] Vv, A 78.6
TEVAD (2023) [7] V, T 79.8
Zhang et al. (2023) [10] V, A 814
Pang et al. (2021) [11] V, A 81.7
UR-DMU (2023) [12] V, A 81.7
Ours (Original MTN) V,T, A 82.2
Ours (Enhanced MTN) V, T, A 83.9

Among the single-modal models, RTEM [3] achieved the highest performance with
an AP of 77.8%, demonstrating that high performance can be attained using only visual
information. However, single-modal models are limited in complex scenarios because
they cannot leverage additional information from audio or text. Among the dual-modal
models, the approaches by Zhang et al. [10], Pang et al. [11], and UR-DMU [12] recorded
AP performances in the 81% range, highlighting the benefits of combining visual and audio
information. These results show that incorporating additional modalities beyond visual
data improves detection performance compared to single-modal models.

The proposed multi-modal approach achieved an AP of 83.9% by integrating visual,
audio, and text information. This performance surpasses that of existing single-modal and
dual-modal approaches, indicating that combining multiple modalities allows for more
accurate recognition of violent situations. Notably, these results confirm that effectively
integrating the unique information and complementary characteristics of each modality
leads to a more robust and precise violence detection system.

4.3.5. Training Time Comparison

To provide a more comprehensive evaluation of the proposed multi-modal approach,
we also compared the average training time per iteration across different system config-
urations. The proposed multi-modal system, which integrates visual, audio, and textual
modalities, required an average of 6.54 s per iteration. In comparison, the dual-modality
system (visual + text) took 6.20 s per iteration, while the single-modality system (visual
only) required 4.28 s per iteration.

Although the multi-modal approach incurs slightly longer training times due to
the additional complexity of integrating multiple modalities, this increase is marginal.
The significant improvement in accuracy, as demonstrated by the AP scores, more than
compensates for the additional computational cost.
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5. Conclusions and Future Work

In this study, we proposed a multi-modal video violence detection system that extends
TEVAD by incorporating visual, audio, and text information. Through extensive experi-
ments, we confirmed that fusing the features from all modalities into a single integrated
feature and processing it through the MTN yielded the best performance. Among the
various feature fusion methods, we demonstrated that the concatenation method, which
simply connects each feature, proved to be the most effective. Furthermore, we confirmed
that the multi-modal approach significantly outperforms both single- and dual-modal
approaches. In addition, the proposed enhanced MTN consistently showed improved
performance compared to the original MTN across most experiments.

This study demonstrated that effectively utilizing visual, audio, and text modalities
can significantly enhance video violence detection performance. However, one limitation
of this study is that the captioning model used was primarily trained on general situations,
which may lead to inaccurate captions in violent scenarios. As shown in Figure 4, the text-
only modality achieved an AP of only 29.9%, indicating its limitations in violence detection.
To address this, future work could involve fine-tuning the captioning model on violence-
specific datasets, such as the UCA dataset [29]. This would enable the model to better
understand and describe violent scenes, ultimately improving the overall performance of
text-based violence detection.

Additionally, while the current fusion method proved to be effective, it remains
relatively simple and may not fully capture the complex interactions between different
modalities. Future research will focus on developing more advanced feature fusion tech-
niques that better account for these interactions. Specifically, addressing the imbalance
among modalities is critical for improving both the accuracy and efficiency of the system.
Therefore, we plan to explore new fusion strategies to mitigate this imbalance and further
enhance the overall performance of video violence detection systems.
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