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Abstract: This study investigates the relationship between consumer personality traits,
specifically openness, and responses to product designs. Consumers are categorized
based on their levels of openness, and their affective responses to nine vase designs,
varying in curvature and line quantity, are evaluated. The study then introduces the in-
verse clustering approach, which prioritizes maximizing predictive model accuracy over
within-cluster similarity. This method iteratively refines cluster assignments to optimize
prediction performance, minimizing errors in forecasting consumer design preferences.
The results demonstrate that the inverse clustering approach yields more effective clus-
ters than personality-based clustering. Moreover, while there is some overlap between
personality-based and accuracy-based clustering, the inverse clustering method captures
additional individual characteristics, extending beyond personality traits and improving
the understanding of consumer product design response. The practical implications of
this study are significant for product designers, as it enables the development of more
personalized designs and optimization of product features to enhance specific consumer
perceptions, such as robustness or esthetic appeal.

Keywords: product design response; consumer evaluation; artificial agents; YUKI algorithm;
inverse clustering

1. Introduction
Researchers from academia and industry investigate user interactions with products

by analyzing product design response (PDR). This research domain provides insights into
user perceptions of different design elements. Through PDR evaluation, strengths and
weaknesses in product design can be identified, leading to improvements in usability.
These studies contribute to the refinement of design processes and the development of
more user-centered products. Kumar and Noble examined the various values consumers
derive from product design, extending beyond just form and function [1], introducing a
value scale that includes esthetic, functional, and self-expressive values, such as social and
altruistic. The research highlights the importance of understanding how product design
communicates these values and suggests further exploration of emotions and sustainability
in design.

Schutte et al. [2] address the growing importance of subjective factors in product
development due to functional equivalency among products and discuss the methods
for translating customer emotions into concrete product parameters, supporting future
product design. Based on the Semantic Differential Method to construct a vector space
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for the semantic perspective, they merge the two spaces and build a prediction model
connecting them. Marco-Almagro et al. [3] focused on improving the statistical methods
to better link product properties with user emotions. They propose enhanced statistical
tools, such as improved ordinal logistic regression, rough sets, and methods to evaluate
design matrices. [4] López et al. conducted a systematic literature review that summarizes
the most frequently employed methods in the last decade.

There exist multiple factors influencing consumer response to product design, includ-
ing preferred design features and individual differences in perception [5]. The literature
suggests that consumers tend to prefer design features such as symmetry, curvature, com-
plexity, and familiarity [6,7]. Directly measuring consumer response is difficult because it
requires capturing internal cognitive processes that are not easily observable [8]. Low-level
affective adjectives are simple, descriptive words that capture emotions or sensory experi-
ences at a basic level. Examples include terms like “feminine”, “robust”, and “luxurious”.
These adjectives are often used to assess emotional reactions to stimuli, and they provide
valuable insights into the affective responses of consumers to product design [9]. Recent
studies on consumer product design emphasize the role of individual differences in shaping
preferences and behaviors, significantly affecting design effectiveness [10,11]. In particular,
personality traits, especially openness to experience, are key factors influencing how people
perceive and interact with products [12–14].

In recent product design studies, optimization algorithms play a significant role in
addressing challenges related to product form and attribute optimization. Brum et al. [15]
employed the genetic algorithm to evaluate the design, integrating customer preferences
with sustainability factors, including material type, recycling rate, decomposition time,
CO2 emission rate, and financial return from reuse. Dai and Cao [16] proposed a multi-level
product modeling evaluation model for product design, focusing on the optimization of
user perceptual preferences. The suggested method employs the particle swarm optimiza-
tion algorithm to optimize the user evaluation matrix under non-consensus conditions.
Combined with hesitant fuzzy linguistic term sets, the approach improves the consistency
of perceptual evaluations and addresses uncertainty in product experience cognition.

Research on consumer agent applications emphasizes the mapping of the relationship
between design attributes and consumer perception. These studies involve the develop-
ment of mathematical predictive models aimed at forecasting design attributes associated
with particular perceptions (Forward modeling) and predicting consumer perceptions
linked to specific design features (Backward modeling). Additionally, these methods
facilitate the estimation of perceptions concerning specific design attributes.

Yamagishi et al. [17] proposed a methodology utilizing multiple regression analysis
and hierarchical clustering to effectively cluster customer preferences, aiding in identifying
significant design factors by evaluating each consumer cluster and determining design
features with the highest sensitivity across all clusters. Other studies use similar principles
to develop design esthetic recommendation systems [18]. Deldjoo et al. [19] reviewed the
modern esthetic recommender systems.

Myszkowski and Storme [20] investigated the relationship between personality traits,
particularly openness to experience, and consumers’ preferences for esthetically designed
products. Building on previous research [21], it explored how individual differences, such
as attention to product esthetics and materialism, influenced design-driven consumer
choices. Using the Big Five personality model, the study found that openness to expe-
rience significantly predicted a consumer’s tendency to prefer products with superior
design. The findings suggested that individuals high in openness were more likely to
value esthetic qualities, offering important implications for marketing strategies targeting
design-conscious consumers.
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De Young conducted a comprehensive analysis, specifically linking the openness trait
to esthetic appreciation [22]. The research suggested by Christensen et al. [23] investigates
the item-level relationships of four openness to experience inventories using a network sci-
ence approach. This classification is employed in recent studies. Mohammadi-Zarghan [24]
examined the personality and individual difference correlates of esthetic preference for
death-related artworks. The study explored the roles of the Big Five personality dimen-
sions, narcissism, alexithymia, religiosity, art interest, esthetic judgment style, and death
obsession in shaping preferences for these artworks. In another study [25], a framework
was developed to forecast individual PDRs in relation to the personality trait of openness.
Three distinct clusters of participants, categorized by varying levels of openness, were
identified. The study evaluated the accuracy of Fuzzy C-means and Artificial Neural
Networks in predicting individual consumer PDR across 12 variables, based on responses
to five openness-related questions.

Shieh et al. used vase design as a tool to study how product form influences emotional
responses by manipulating the geometry of vases through B-spline curves [26]. By sys-
tematically altering key design parameters, researchers categorized 14 representative vase
forms based on affective similarity. Participants evaluated their emotional responses to
these forms, and the data were analyzed to identify three main affective factors—feminine,
concise, and traditional—that are influenced by product design features.

Mata et al. used vase design to study product design response by selecting vases with
simple functionality but high esthetic appeal, allowing a focus on user perceptions [27].
Participants were asked to evaluate various vase concepts on different perception scales,
linking these evaluations to their desire to own the products. Cluster analysis and statis-
tical methods like principal component analysis and multiple regression helped identify
relationships between esthetic features, perceptions, and ownership intentions, shedding
light on how design elements influence consumer preferences.

Haung used vase designs to explore how consumers’ emotional preferences, captured
through perception adjectives, can guide product form creation. By integrating design
parameters into a generative platform, it allowed for the creation of designs that align with
users’ perceptual needs, streamlining the design process.

Lo used vase design to study product design responses by applying conjoint analysis
to identify consumer preferences for esthetic principles, such as symmetry, minimalism,
and cohesion. The study segmented participants into six groups based on their distinct
preference patterns, and preference models were developed for each group. By analyzing
these models, the research aimed to guide product designers in creating vase forms that
align with the esthetic tastes of target consumer groups, enhancing design differentiation
and improving the design process.

The current research investigates the role of the personality trait of openness in enhanc-
ing the accuracy of predicting individual product design responses. It also compares the
effectiveness of models based on predefined groups with those based on optimized clusters.
The study use the concept of inverse clustering [28], a method designed to optimize cluster
assignments, prioritizing prediction performance over similarity-based grouping. The
objective of this study is to examine the impact of personality traits, with a particular focus
on openness, on the formation of optimal consumer agent groups, and to assess how these
groups contribute to enhanced prediction accuracy.

Section 2 provides an overview of the consumer clustering process based on the per-
sonality trait of openness and examines the relationship between consumer personality and
design responses. Section 3 outlines the use of the gradient boosting method for predictive
modeling of consumer design preferences, highlighting its improved accuracy compared
to traditional Fuzzy C-means clustering technique. In Section 4, the inverse clustering
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approach is introduced to optimize cluster assignments and enhance the predictive model’s
performance. Finally, Section 5 presents the results and discusses their implications.

2. Personality-Based Consumer Clustering Analyzing Design Responses
and Modelling Accuracy
2.1. Design Responses Based on Consumer Clusters

During the conception phase, multiple vase designs were generated, each varying
according to four design parameters. Subsequently, a survey was conducted to gather the
affective reactions to a selection of these designs, employing affective adjectives for assess-
ment, alongside evaluating the personality trait of openness among respondents. In the
subsequent analysis phase, the acquired data were examined to ascertain the significance
of personality traits and their relationship with affective design responses. Following this,
various artificial intelligence modeling techniques were applied to model this association.
Another round of data collection was undertaken to assess the efficacy of these consumer
models. Figure 1 illustrates the approach.
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This study investigates four design parameters, the opening diameter and curvature,
alongside the quantity of vertical and horizontal lines. The Sine formula is employed to
calculate contour points, defining the vase shape. A surface was generated by revolution
around the vertical axis, producing the desired form. Affective response data were collected
via a survey, with 67 participants assessing vase images to express their design response on
nine vase designs shown in Figure 2.

On the other hand, the consumer openness personality trait is evaluated through a
series of five questions [29], each with five response options indicating the strength of
agreement or disagreement (‘Not at all’, ‘Not much’, ‘A little’, and ‘Very much’). The
following questions were used: Is it fun to be in the museum? Do you enjoy discussing
new ideas? Do you love adventure? Are you excited to try new activities? Do you avoid
philosophical discussions?
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2.2. Consumer Clusters Analysis

Consumer clustering based on the openness trait of personality involves associating
individuals with groups characterized by similar levels of openness. K-means clustering
techniques are grounded in the principle that members within a cluster are dispersed
around its center, to determine the positions that minimize the squared distance to these
members [30]. This algorithm operates as an optimization problem, necessitating multiple
iterations with varied initial points to achieve convergence.

Utilizing the K-means algorithm for consumer clustering begins with selecting an
appropriate number of clusters based on domain knowledge; in a previous study, the
number of three clusters was found to be a good fit for the context of this study [25].
The algorithm follows these steps: Initialization, where K centroids are randomly chosen;
Assignment, where each data point is assigned to the nearest centroid, creating K clusters;
Update, where centroids are recalculated as the mean of the data points in each cluster;
Convergence, where steps 2 and 3 are repeated until centroids stabilize.

The results of the consumer clustering analysis based on the openness trait of per-
sonality reveal distinct patterns within the three identified clusters. Figure 3 shows the
openness trait analysis for the three resulting clusters. On the left side of the image, the
x-axis represents the five personality questions (Q1 to Q5), while the y-axis shows the
answer values ranging from −2 to 2. The right side visualizes the standard deviation to
provide information about the variability of the answers within each cluster.

Cluster 1: This cluster exhibits moderate to high levels of openness, as indicated by
the relatively high average scores on the personality openness answers. A mean correlation
of 0.15 suggests some consistency in responses within this cluster, though there is notable
variability, as reflected in the standard deviation values. The distribution of scores across
the five personality questions indicates a generally positive disposition towards openness,
with respondents showing a propensity for curiosity, creativity, and a willingness to explore
new ideas and experiences.

Cluster 2: In contrast to Cluster 1, Cluster 2 demonstrates lower levels of openness,
with average scores closer to the midpoint of the response scale. The mean correlation of
0.38 indicates stronger consistency in responses within this cluster compared to Cluster 1.
However, the relatively high standard deviation values suggest some degree of variability
in individual responses. The distribution of scores across the personality questions suggests
a more mixed profile, with some respondents exhibiting moderate openness, while others
display a more conservative or cautious approach.

Cluster 3: Cluster 3 showcases a diverse range of responses, with average scores
distributed across the openness spectrum. The mean correlation of 0.21 suggests moderate
consistency in responses within this cluster, while the standard deviation values indicate
varying degrees of variability. Interestingly, this cluster includes individuals with both
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high and low openness scores, as evident from the wide range of responses across the
personality questions.
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2.3. Design Response Analysis

To investigate consumer design responses to a range of vase designs, we conducted a
design response analysis within each consumer group, stratified based on their personality
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openness traits derived from preceding K-means clustering analyses. Figure 3 illustrates
the outcomes of this analysis across four vase design examples (Vase 2, Vase 5, Vase 7,
Vase 9). On the left side of the figure, the mean correlation within each cluster (Cluster 1,
Cluster 2, Cluster 3) and between clusters (Cluster 1 vs. Cluster 2, Cluster 1 vs. Cluster 3,
Cluster 2 vs. Cluster 3) is presented. On the right side, an overview of the mean correla-
tion within clusters and between clusters across these vase design scenarios is provided,
suggesting consistency of design responses within consumer culture based on personality
openness traits.

Across all examined scenarios, the presence of moderate to high mean correlations
within clusters indicates a level of concurrence or likeness in design preferences among
consumers characterized by similar levels of openness. For instance, in the context of Vase 2,
Cluster 1 demonstrates the most robust mean correlation (0.50), signifying a strong internal
coherence in design reactions among individuals exhibiting heightened levels of openness.

Moreover, the negative correlations imply divergence or disparity in preferences. For
instance, in the context of Vase 7, the positive mean correlation observed between Cluster 1
and Cluster 2 (0.12) suggests a degree of harmony in design reactions between these groups,
contrasting with the negative mean correlation between Cluster 1 and Cluster 3 (−0.03),
indicative of discordant design preferences.

The synthesis of mean correlations within and between clusters across all analyzed
vase design scenarios offers a comprehensive understanding of the internal consistency of
design responses within consumer clusters and the congruence or divergence in design
preferences across different groups characterized by personality openness traits. The
consistency of moderate to high mean correlations within clusters underscores the collective
coherence in design preferences among individuals within the same group.

Generally, positive mean correlations between clusters connote a certain degree of
likeness or coherence in design responses, while negative correlations indicate divergence
or incongruity. For instance, in the context of Vase 9, the negative mean correlation between
clusters (−0.02) suggests a minimal degree of similarity in design responses between
distinct clusters.

3. Predictive Modeling of Consumer Design Responses: A Gradient
Boosting Approach

Gradient boosting, an ensemble learning method, amalgamates predictions from
numerous decision trees ht(x) to form a robust predictive model. It iteratively fits new
models to the residuals of prior ones, steadily decreasing ensemble error. The ultimate
prediction results from combining individual model predictions are weighted by their
learning rates. Given a training dataset {(xi, yi)}n

i=1, where xi represents the personality
group cluster and yi represents the corresponding consumer design response, considering
all nine vase designs and 12 response adjectives for each design. The objective is to learn a
predictive model F(x) that minimizes a predefined loss function L(y, F(x)).

ht(x) = ∑n
i=1 L(yi, Ft−1(xi) + h(xi)) (1)

where Ft−1(xi) represents the ensemble of t − 1 decision trees. The new decision tree ht(x)
is then added to the ensemble with a learning rate η, to update the current model:

Ft(x) = Ft − 1(x) + ηht(x) (2)
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In total, 70% of the collected product design response data is used for agent modeling,
and 30% is used for testing. The predictive error is considered as the Root Mean Squared
Error (RMSE), where

RMSE =
1

n·m∑n
i=1 ∑m

j=1

(
yij − ŷij

)2 (3)

n is the number of designs, nine in this study. m is the number of adjectives, 12 in
this study. ŷij is the actual value of the jth adjective for the ith design. yij is the predicted
value of the jth adjective for the ith design. The process is repeated for a 10,000 number of
iterations using 100 decision trees with a learning rate value equal to 0.01.

The results of the suggested approach are validated against a recent study based on
the Fuzzy C-means model [31]. Figure 4 shows the comparison between the suggested
model and the reference model in predicting consumer design responses across different
designs. The X-axis represents various vase designs, the Y-axis represents design responses,
and the Z-axis shows the RMSE.
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Analyzing the errors in consumer design response predictions from both the suggested
model and the reference model reveals that the suggested model (gradient boosting)
demonstrates a minimum error of 0.50 and a maximum error of 1.26. The model’s average
error across all evaluated vase designs is computed at 0.79, compared to the reference
model which has a minimum error of 0.39 and a maximum error of 1.65. The reference
model’s average error across all vase designs is calculated as 0.97.

The errors observed in both models underscore the complexity of the consumer
design response problem. However, the suggested approach demonstrates a lower average
error compared to the Fuzzy C-means model, indicating superior predictive accuracy
for consumer design response predictions. As a result, the suggested approach will be
employed in the inverse clustering section of the paper.

4. Enhancing Predictive Model Accuracy Using Inverse Clustering
To examine the influence of openness on design perceptions, inverse clustering is

suggested. By comparing models derived from personality clusters with those from
optimized clusters, the study advances the understanding of how personality openness
shapes design perceptions.

Inverse clustering is a method used to refine cluster assignments with the goal of
improving the accuracy of a predictive model. Unlike direct clustering, which focuses on
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grouping individuals based on their similarities, inverse clustering emphasizes the agent
accuracy rather than similarity grouping.

In this approach, the clustering process is adjusted iteratively to enhance the perfor-
mance of the model in predicting outcomes. This clustering approach is utilized to uncover
nuanced patterns in how personality traits influence affective responses to vase designs,
thereby enhancing the development of consumer models.

The primary advantage of inverse clustering lies in its ability to optimize for prediction
rather than within-cluster similarity. By integrating openness as a guiding factor, this
approach facilitates the creation of more homogenous clusters based on product design
response. Consequently, this can lead to enhanced model performance and the formulation
of targeted design strategies personalized to specific consumer groups.

To achieve the objectives outlined above, the proposed method employs a novel
approach that leverages the YUKI algorithm and gradient boosting techniques. The YUKI
algorithm is a recently developed metaheuristic optimization technique. It tackles the
challenge of balancing exploration and exploitation within the search space for complex
optimization problems. The core principles the YUKI algorithm hinges on two fundamental
principles [32]:

First, dynamic search space reduction involves concentrating search efforts on promis-
ing regions through a gradual reduction in the search area. This process dynamically adjusts
the size of the search space based on the quality of solutions uncovered in each iteration.

Second, implementing distinct strategies for exploration and exploitation. Exploration
operates beyond the limited search space, while exploitation involves generating solutions
distributed around the best solution found thus far.

In the context of this study, the YUKI algorithm is set to find the optimal assignment
of individual consumers to the three openness groups, in order to achieve the gradient
boosting model that corresponds to the lowest precision error, and thus the considered
objective function is the error of the issued models. The YUKI algorithm is modified to
operate with integer variables instead of real variables [33].

Figure 5 illustrates the sequential steps involved in our methodology. Initially, the
YUKI algorithm is utilized to generate cluster tags based on input data. These cluster tags
are then integrated into a gradient boosting framework, wherein predictive models are
trained to forecast design perception. Throughout this process, the YUKI algorithm itera-
tively refines cluster tags, optimizing their efficacy in minimizing predictive model error.
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Figure 6 illustrates the convergence of the inverse clustering process, presenting
the progression from the initial personality cluster with an RMSE value of 0.79 to an
improved clustering with an RMSE value of 0.72. The iterative refinement of cluster
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assignments through the inverse clustering method leads to enhanced predictive model
accuracy. However, the inverse clustering-based model presents a minimum error value of
0.3 and a maximum error value of 1.19.
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Figure 7, left, illustrates the comparison between the inverse clustering tags and
the original personality tags, highlighting discrepancies in the group assignments. The
results indicate that the individuals are placed into distinct groups by the inverse clustering
method compared to the original personality-based grouping, reflecting a divergence in
the clustering patterns.
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Figure 7. Comparison of cluster assignments between personality and inverse clustering methods.

The matching percentage of 43.28% indicates an alignment between the two grouping
criteria. This suggests that the inverse clustering approach has restructured the clusters,
capturing aspects of individual characteristics beyond those identified by personality-based
clustering methods. The partial alignment also implies that while the inverse clustering
method refines cluster assignments to achieve the best modeling outcome, clustering based
solely on personality traits may still be beneficial. While the inverse clustering method
provides enhanced predictive accuracy, personality-based clustering alone can still provide
a level of clustering that is effective for certain modeling purposes.

Figure 7, right, compares the cluster assignments between personality clustering
and inverse clustering, indicating a substantial deviation in clustering patterns. In the
personality clustering approach, cluster 1 comprises 36 individuals, while inverse clustering
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assigns 19 individuals to this cluster. Similarly, for cluster 2, personality clustering includes
10 individuals, whereas inverse clustering places 7 individuals in this group. Notably, in
cluster 3, personality clustering assigns 21 individuals, while inverse clustering allocates
41 individuals to this cluster. These disparities underscore the distinct clustering criteria
employed by the two methods, highlighting the nuanced understanding of individual
characteristics captured by the inverse clustering approach.

5. Discussion
This study examines the impact of personality traits, specifically openness, on con-

sumer design preferences and the accuracy of predictive modeling. Clustering consumers
by openness levels revealed three distinct groups: high-openness, low-openness, and a
mixed group. These clusters exhibited varying design preferences, suggesting that per-
sonality influences product design perception. Within each cluster, individuals displayed
similar preferences, while preferences diverged across clusters.

These results align with the findings of Myszkowski and Storme [20]. The low-
openness group in this study likely shares a stronger preference for well-designed products,
which might amplify their response to esthetics, similar to the results found in earlier work.
The high-openness group, in contrast, may focus more on other product attributes, as
suggested by the earlier study’s observation that high-openness individuals tend to be
less driven by appearance. This divergence in preferences across clusters reinforces the
idea that personality traits, particularly openness, significantly influence design-driven
consumer choices.

It has been demonstrated that individuals with high levels of openness typically ex-
hibit diverse design preferences, while those with lower openness tend to show greater
consensus, favoring more familiar designs [25]. The complexity of this problem involves
predicting individual consumer perceptions based on 12 distinct adjectives, each repre-
senting a different aspect of design (e.g., elegance, strength, tradition). This requires the
model to capture subtle differences in consumer preferences across various design dimen-
sions. The study employed gradient boosting to predict design responses, surpassing the
performance of the traditional Fuzzy C-means model.

The inverse clustering study provides insights into how openness influence consumer
behavior and responses to product design. It highlights the potential for refining cluster-
ing techniques to segment individuals based on their openness levels, leading to more
accurate behavioral predictions. By integrating personality-driven insights into agent-
based models, researchers can improve the precision of consumer agent modes for product
resign response.

This approach is product-specific, because once data are collected for a particular
product with multiple design variations, the resulting consumer agents can only generate
meaningful predictions for that product. The model’s predictive capability is limited to the
context in which the data were gathered, restricting its applicability to other products or
design types without further adaptation or retraining.

Although the openness trait serves as a basis for grouping consumers, it is not the
most effective approach. The results suggest that personality traits alone may not fully
explain consumer design preferences. Therefore, personality-based segmentation, while
useful, is not the most definitive or effective strategy for predicting preferences.

While inverse clustering improves model accuracy, it does not reveal why individuals
are assigned to specific clusters or what commonalities exist within these groups. The
overlap between inverse clustering groups and personality-based clusters is high, indicating
that the common characteristics driving group membership may not be based purely on
personality traits, but on factors indirectly related to them. Further research is needed
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to uncover the specific drivers behind these clusters and to explore their relationship
with personality.

Additionally, the use of inverse clustering adds computational complexity, requiring
significant resources and multiple iterations to refine cluster assignments. This additional
burden may limit its practical application, particularly for large datasets or real-time
modeling needs.

6. Conclusions
This research explored the enhancement of consumer agent modeling in product

design by integrating personality openness into predictive models. By clustering consumers
based on openness levels and using the gradient boosting method to predict consumer
design responses within each personality cluster, the study demonstrated the effectiveness
of this approach in achieving higher predictive accuracy compared to direct clustering
methods based on the Fuzzy C-means algorithm.

The proposed inverse clustering method refines cluster assignments by prioritizing
predictive model accuracy over similarity in grouping. The results showed a restructuring
of clusters when compared to personality-based clustering, with partial alignment between
the two grouping criteria. However, due to the improved agent accuracy, it is inferred that
the inverse clustering method captures individual characteristics beyond those identified
by personality-based approaches. This approach allows for a more precise understanding
of to what degree consumer personality openness influences design preferences.

Future research will apply the inverse clustering method to larger, more diverse
datasets, including furniture and technology, to evaluate its scalability and broader applica-
bility. Additionally, the refinement of predictive models through inverse clustering will be
investigated in real-world design environments to optimize design strategies and improve
personalization in consumer products.
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