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Abstract: In this study, we delve into the realm of image segmentation, a field characterized by a
multitude of approaches; one frequently used technique is thresholding-based image segmentation.
This process divides intensity levels into different regions based on a specified threshold value.
Minimum Cross-Entropy Thresholding (MCET) stands out as an independent objective function
that can be applied with any distribution and is regarded as a mean-based thresholding method.
In certain cases, images exhibit diverse structures that result in different histogram distributions.
Some images possess symmetric histograms, while others feature asymmetric ones. Traditional
mean-based thresholding methods are well-suited for symmetric image histograms, relying on
Gaussian distribution definitions for mean estimations. However, in situations involving asymmetric
distributions, such as left and right-skewed histograms, a different approach is required. In this paper,
we propose the utilization of a Maximum Likelihood Estimation (MLE) of Gumbel’s distribution
or Extreme Value Type I (EVI) distribution for the objective function of an MCET. Our goal is to
introduce a dedicated image-thresholding model designed to enhance the accuracy and efficiency
of image-segmentation tasks. This model determines optimal thresholds for image segmentation,
facilitating precise data analysis for specific image types and yielding improved segmentation results
by considering the impact of mean values on thresholding objective functions. We compare our
proposed model with original methods and related studies in the literature. Our model demonstrates
better performance in terms of segmentation accuracy, as assessed through both unsupervised and
supervised evaluations for image segmentation.

Keywords: images segmentation; minimum cross-entropy; Gumbel distribution; improving
segmentation methods; skewed histogram; extreme value distribution (EVI)

1. Introduction

Image-processing approaches have evolved to perform image segmentation using
pixel thresholding, region-based techniques, and boundary thresholding [1]. Thresholding-
based image segmentation is a process that tends to separate intensity levels into two
regions in a given image. Some thresholding methods, e.g., the Otsu method and Minimum
Cross-Entropy Thresholding, are considered mean-based techniques [2–4], and the original
versions of these methods rely on the definition of Gaussian distribution for the mean
estimation for their objective functions; this approach deals with images as they have
symmetric intensity levels.

In general, images can have various forms of intensity distribution depending on
their original structure. In remote-sensing applications, optical imagery of water bodies
has been used on regional and global scales for water mapping [5]. Such optical images,
including the water body’s surface, can have right-skewed histogram distributions, and
these images typically include rivers and lakes with variations in intensity that are shaped
by seasonal conditions [6]. On the other hand, left-skewed distributions appear in some
images’ histograms, e.g., in special cases in medical images such as those of dermoscopic
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skin lesions and other types of images. For instance, in some medical images, the skewness
of a histogram can be influenced by factors such as the image acquisition parameters. When
Magnetic Resonance Imaging (MRI) a brain, the segmentation task is affected if the intensity
dissimilarity between adjacent glioma regions is small; this challenge was solved using U-
Net to propose attention layers for small-intensity dissimilarities [7]. Moreover, Computed
Tomography (CT) scan images can indeed vary depending on multiple factors, including
the stage and type of infection, while the proportion of infected pixels in CT images is
small [8]. Images of these kinds often present similar segmentation challenges, particularly
when employing mean-based thresholding techniques while adhering to the Gaussian
definition for a mean estimation [9]. The performance of mean-based thresholding methods
in achieving superior segmentation results can be influenced by the choice of the probability
distribution. For instance, the Gaussian distribution tends to perform optimally when deal-
ing with symmetric intensity levels, whereas the utilization of the log-normal distribution
can lead to improved mean estimations in cases involving right-skewed intensity levels,
ultimately enhancing the effectiveness of mean-based objective functions [10]. However,
Gumbel maximum and log-normal distributions do not necessarily have the same mean
value, even for a right-skewed histogram. The mean value of a probability distribution
is a measure of its central tendency and it can vary depending on the specific parame-
ters of each distribution. The novelty of using the Gumbel distribution and Maximum
Likelihood Estimation (MLE) lies in their ability to address these limitations effectively.
Mitigating these limitations refines the thresholding function, improving the precision
of image segmentation and target object detection, particularly in medical imaging and
remote sensing.

The Gumbel distribution is commonly used for model estimation, and relies on mode
and scale parameters. It encompasses two cases: the minimum (left-skewed), which is
based on the smallest extreme value, and the maximum (right-skewed), which is based on
the largest extreme value [11,12]. This paper introduces the use of a maximum likelihood
estimation for Gumbel’s distribution (both maximum and minimum) to estimate the mean
in mean-based thresholding functions for skewed-histogram image segmentation. The
contributions of this paper are as follows:

• The introduction of the utilization of the maximum likelihood estimation of the Gum-
bel distribution in thresholding methods.

• The proposal of an improved entropy-based thresholding model for the precise seg-
mentation of images with skewed histograms and the validation of the results through
unsupervised and supervised evaluations.

• The provision of an extended approach for mean estimations for both right- and
left-skewed histograms.

The paper is organized as follows: Section 2 presents related works, along with an
introduction to the Gumbel distribution. Section 3 explains the methodology, Section 4
discusses the performance evaluation, and Section 5 presents the discussion and results.
Finally, Section 6 concludes the paper and outlines future work.

2. Related Work

Thresholding-based image segmentation methods have been frequently discussed
in the literature. However, identifying the optimal threshold for precise segmentation
continues to pose a significant challenge [13]. The simplest scenario for thresholding occurs
when the input image I(x, y) exhibits two distinct regions—the object and background—
which are separated by a prominent valley in the corresponding image histogram. This
scenario is known as a bimodal and symmetrical histogram in which the optimal threshold
is positioned between these two regions, resulting in the creation of a segmented image
g(x, y) [14].
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2.1. Minimum Cross-Entropy Thresholding (MCET)

MCET, introduced by Li et al. [3], is an entropy-based method for thresholding-based
image segmentation. It features an independent objective function capable of employing
any distribution for mean estimation. This flexibility arises from the original formu-
lation of cross-entropy functions which was initially proposed by Kullback [15]. The
optimization process hinges on the mean values within each region of the given image.
Numerous entropy-based thresholding models have emerged to address data separation
challenges [16–18]. The application of cross-entropy approaches has paved the way for ad-
vancements in image segmentation within the literature. MCET, for instance, was devised
to separate agricultural data using previously estimated satellite imagery information [19].
Kapur’s entropy-based thresholding method found an application in water body segmen-
tation [20]. To mitigate computational costs, a Particle Swarm Optimization (PSO)-based
multilevel thresholding algorithm was proposed as an enhancement for MCET [21]. Addi-
tionally, the minimum cross-entropy method introduced improvements by utilizing the
Gamma distribution to determine optimal thresholds [22]. Furthermore, the method was
extended to multi-level threshold selection through an enhanced human mental search algo-
rithm [23]. Concerning mean estimation for objective functions, mean-based thresholding
methods, including MCET, have been enhanced through the integration of homogeneous
and heterogeneous mean filter approaches [9,24]. MCET has been further developed by in-
corporating hybrid distributions in a parallel algorithm for image segmentation, including
the utilization of Gaussian and Gamma distributions for skin lesion segmentation [25].

In this paper, we introduce the utilization of a Maximum Likelihood Estimation
of the Gumbel distribution for mean-based thresholding methods, specifically for mean
estimations within objective functions.

2.2. The Gumbel Distribution

The extreme value distribution Type I (EVI), or Gumbel’s distribution, was introduced
by Gumbel [11]. It is used in hydrology for predicting extreme flood frequencies and
rainfall rates. It also has a significant role in econometrics in modeling extreme changes
in stock prices and interest rates [26,27]. The probability density function (PDF) of the
Gumbel distribution has two cases: the maximum (skewed to the right distribution) or the
minimum (skewed to the left distribution), as shown in (1) and (2), respectively.

f (x, α, β)=
1
β

e
−(x−α)

β e−e
−(x−α)

β
(1)

f (x, α, β)=
1
β

e
(x−α)

β e−e
(x−α)

β
(2)

Here, α and β represent the mode and scale parameters, respectively. The situation in
which α equals 0 and β equals 1 is referred to as the standard Gumbel distribution. The
probability density function (PDF) of the Gumbel distribution, in both its minimum and
maximum forms, is graphically depicted in Figure 1. Various parameter selections have
been made to generate these plots, illustrating the skewness of the Gumbel probability
density function for both minimum and maximum scenarios.

2.3. Maximum Likelihood Estimation (MLE)

The MLE is known as asymptotical and impartial for Gumbel distribution. Nonethe-
less, it is not always optimal in small samples [11]. The MLE technique is to identify the
most likely values of the mode and the scale parameter (α and β) for a given sample by
maximizing the likelihood function.

L ( α, β)=
n
∏
i=1

f (x, α, β)

β > 0,−∞ < x and α < ∞
(3)
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where L is the log-likelihood. Taking the first derivatives of (1) or (2), as shown in (4), yields

∂Log(L ( α, β))

∂ ( α, β)
= 0 (4)
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With regard to the parameters of any PDF, the output are two equations for α and β.
The maximum likelihood estimators for the Gumbel distribution are given in [28,29]. The
MLE of the minimum case is shown in (5) and (6). For the maximum case, values of xi
become negative.

β̂ = −x +
∑n

i=1 xi e
xi
β̂

∑n
i=1 e

xi
β̂

(5)

α̂ = −β̂ Log

[
1
n

n

∑
i=1

e
xi
β̂

]
(6)

where n and x are the length and the mean of the given samples, respectively.
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3. Materials and Methods
3.1. Materials

We implemented this work using MATLAB version R2020a 64-bit, The MathWorks,
Inc., Natick, Massachusetts, United States, 2020. For segmentation, we utilized datasets
consisting of 50 Sentinel-2 satellite water bodies and 50 medical images of dermoscopic
skin lesions. The Sentinel-2 dataset was obtained from the ESA Sentinel-2 Pre-Operations
Hub [5], and it was downloaded from https://scihub.copernicus.eu (accessed on 25 July
2022). The dermoscopic skin lesion dataset was sourced from the International Symposium
on Biomedical Imaging database (ISBI 2016) [30]. To assess the conceptual validity of
our proposed method, we specifically chose sub-datasets characterized by skewed his-
tograms. In these sub-datasets, the Sentinel-2 images exhibited right skewness, while the
dermoscopic images displayed left skewness. This selection allowed us to investigate the
impact of mean estimation resulting from the Maximum Likelihood Estimation (MLE) of
the Gumbel distribution definition.

3.2. Proposed Method

Thresholding-based image segmentation is an important topic in low-level image-
processing approaches. It is difficult to analyze the required region in the foreground in
the intricate structure of an image. In response to the improvements in the literature, the
objective functions of MCET method rely on the estimated means in image regions. With
various types of image scenes, images may have different forms of histogram distribution
and thus for sub-histogram regions. The classical mean value is an undesirable value for
some cases, e.g., an asymmetric distribution of given samples. Therefore, some skewness in
a given sample need to be considered for a mean estimation, as shown in Figure 2. In this
paper, our samples are values representing the image’s histogram such that the definition
of the Gumbel distribution is used in terms of using its Maximum Likelihood Estimation.
The main aim is to estimate mean values for such skewed histograms. The minimum case
of the Gumbel distribution, which is derived from (6), is shown in (7) and (8); this is to
estimate the mean values for the object and background samples in a given image.

µ1 = −β1 Log

[
1
n1

t

∑
i=1

e
xi
β1

]
(7)

µ2 = −β2 Log

[
1
n2

L

∑
i=t+1

e
xi
β2

]
(8)

For the maximum case, the above equations become as follows:

µ1 = β1 Log

[
1
n1

t

∑
i=1

e
−xi
β1

]
(9)

µ2 = β2 Log

[
1
n2

L

∑
i=t+1

e
−xi
β2

]
(10)

where µ1 and µ2 are the estimated mean values for the first and the second regions, respec-
tively. β1 and β2 are the scale values for each region and are estimated from the definition
in (5). n1 and n2 are the lengths of the first and the second samples, respectively. In our
case, they are the corresponding numbers of pixels in image regions.

The proposed approach aims to utilize the estimated mean values derived from the
definitions in Equations (7) and (8) when optimizing the objective functions for minimum
cross-entropy thresholding. Equation (11) represents the objective function of minimum
cross-entropy thresholding (MCET), which enables the examination of both the minimum
and maximum scenarios within the context of Gumbel distributions, as illustrated in

https://scihub.copernicus.eu
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Figure 3. This is performed concurrently with the application of other methods using
different distributions for the purpose of comparison.
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Other distributions, such as gamma, log-normal, and Gaussian distributions, are
employed to represent related works in this context. After the threshold selection process,
the evaluation and final thresholding can be achieved using either ground truths present
for the segmented images or, if ground truths are missing, unsupervised evaluation, as
explained in Section 4.

n(t) = −
t

∑
i=1

ih(i) log(µ1)−
L

∑
i=t+1

ih(i) log(µ2) (11)

where n(t) is the objective function of MCET, h(i) is the histogram of the grey level i in the
range [1, L], and µ1 and µ2 are the mean values of the first and the second regions of the
image, respectively.

3.3. Proposed Algorithm

The computational effort required to determine the value denoted as t* follows a
time complexity of O (L2) [9]. Nevertheless, when dealing with diverse distributions, the
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pursuit of an optimal threshold can prove to be a rather time-consuming endeavor. In
the context of an x-thresholding model, the time complexity escalates to O (Lx+1). To
expedite the algorithm’s execution, parallel processing emerges as a valuable resource
for addressing this challenge. The proposed algorithm was executed using the parallel
processing capabilities of Matlab 2019. Consequently, this approach enabled a more efficient
execution of the overall computational procedures. The proposed algorithm, as stated
in Algorithm 1 and as described in our paper, returns the best threshold values for our
proposed method and other relevant methods using parallel processing. The selection
of the best threshold value was based on the highest evaluation scores for each method.
We calculated these scores by averaging the results of both unsupervised and supervised
evaluations for image segmentation, as explained in Section 4.

Algorithm 1 Parallel Processing

1. Input image. I
2. Compute image histogram h(i), i = 0, . . ., 255.
3. ParFor loop t = 1:255 do:
4. Compute µ1 and µ2 and using the difinition of Gumbel distribution.
5. For the minimum case use Equations (7) and (8).
6. For the maximum case use Equations (9) and (10).
7. Apply the objective functions of MCET in (11) using the previous µ1 and µ2.
8. % To compare with other methods:
9. Apply the objective functions of MCET using Gamma, Gaussian, and Log-normal
10. Return thresholds t* for each method. (output segmented images)
11. End for.
12. % Evaluation
13. If ground truths present:
14. Compute the average sum of unsupervised and supervised evaluations for each output.
15. Else
16. Compute the average sum of unsupervised evaluations only for each output.
17. End if
18. The best threshold t* is selected based on the higher evaluation.
19. Output segmented Image. g resulting from the best t*

4. Performance Evaluation

Checking the optimality of the applied threshold resulting from different techniques
provides objective facts for validating the good segmentation result. There are two types of
evaluation in this regard: an unsupervised evaluation method that can be used without
prior references for the segmented images and the supervised evaluation, which needs
references for comparing pixels and matching them with the desired locations in the
reference images. A segmentation benchmark for the evaluation ranges between 0 and 1
which reflect poor and precise results, respectively. The best results occur if the evaluation
scores are maximized.

4.1. Unsupervised Evaluation

This evaluation depends on the properties of the original image and its associated
segmented outcome rather than relying on reference images. This approach is beneficial
for segmenting images without established ground truths, e.g., Image Uniformity (IU) and
Region Contrast (RC) [25,31,32]. An image uniformity measurement is used to assess the
accuracy of the applied threshold, as stated in (12).

IU(t)= 1−σ1
2(t) + σ2

2(t)
C

(12)
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where σ1
2(t)andσ2

2(t) are the variances of the first and the second regions, respectively,
and C is computed in (13), and

C=
(

Lmax − Lmin)
2

2
(13)

where Lmax and Lmin are the maximum and minimum intensity levels.
A region contrast measurement is used to assess the quality of the segmentation by

determining whether the segmentation result includes contrast over neighboring, as stated
in (14).

RC(t) =
|µ1(t)− µ2(t)|
µ1(t) + µ2(t)

(14)

where µ1(t) and µ2(t) are the means of the first and second regions, respectively.

4.2. Supervised Evaluation

This evaluation is dependent on the corresponding references for the segmented
images such that it reflects the matching approach between the segmentation result and
the required ground truth [33–35]. This evaluation uses specific measurements for pixels
classified based on their regions, TN, TP, FP, and FN, as shown in Figure 4.

Appl. Syst. Innov. 2023, 6, x FOR PEER REVIEW 9 of 13 
 

 

𝐹ௌ = 2 ∗ 𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 ∗ 𝑅𝑒𝑐𝑎𝑙𝑙𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 + 𝑅𝑒𝑐𝑎𝑙𝑙 (16)

  𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 = 𝑇𝑃 + 𝑇𝑁𝐹𝑁 + 𝐹𝑃 + 𝑇𝑃 + 𝑇𝑁 (17)

Jaccardindex is the measurement of the intersection ratio. Fscores represents the measure-
ment of the probability of the true positivity such that precision uses the computation of 
TP/TP + FP and recall uses the computation TP/TP + FN. Accuracy is the measurement of 
the comparison and matching ratio of the pixels from the segmented results and the cor-
responding references. 

 
Figure 4. TN are pixels in True Negative or the background and segmented as the background, TP 
are pixels in True Positive or the object and segmented as belonging to the object, FP are pixels in 
False Positive or the background and segmented as belonging to the object, and FN are pixels in 
False Positive or object and segmented as belonging to the background. 

5. Results and Discussion 
For comparison purposes, we examined the proposed Gumbel-based MCET method 

and applied the same images as related works that used MCET with different distribu-
tions as a distribution-independent thresholding method. The performance measures 
were calculated by averaging the unsupervised and the supervised evaluations such that 
the best result among other results depended on the maximum evaluation. The images 
utilized depicted the necessary skewness for assessing the influence of employing the 
Maximum Likelihood Estimator (MLE) for the Gumbel distribution in both of its variants. 
These images were specifically chosen from their datasets as extreme cases, presenting 
significant difficulties when applying conventional image-segmentation techniques. 

As can be noticed in Figure 5, the proposed method has two main objective contribu-
tions in segmenting images with skewed histograms compared to related works. Using 
MCET with the maximum case of the Gumbel MLE showed obvious improvements over 
related works in segmenting Sentinel-2 Satellite images that demonstrate skewness to the 
right in their histograms; this applies to the concept of using the maximum Gumbel dis-
tribution case with right-skewness samples. Similarly, it is also noticeable that using 
MCET with the minimum case of the Gumbel MLE showed an improvement in segment-
ing dermoscopic skin lesion images that demonstrate skewness to the left in their histo-
grams; this applies to the concept of using the minimum case of the Gumbel distribution 
with the left-skewness samples. 

While the Gumbel and log-normal distributions were employed to model the right 
distribution, the enhancement in segmentation achieved using the Gumbel maximum ob-
served in the proposed method underscores the distinct characteristics of these distribu-
tions, which can vary depending on their specific parameters. Using the log-normal dis-
tribution in related works has the same concept of the maximum case in handling mean 
estimation for samples skewed to the right. Although the log-normal method shows an 

Figure 4. TN are pixels in True Negative or the background and segmented as the background, TP
are pixels in True Positive or the object and segmented as belonging to the object, FP are pixels in
False Positive or the background and segmented as belonging to the object, and FN are pixels in False
Positive or object and segmented as belonging to the background.

A supervised evaluation uses the following metrics.

Jaccardindex =
TP

TP + FP + FN
(15)

FScore = 2 ∗ Precision ∗ Recall
Precision + Recall

(16)

Accuracy =
TP + TN

FN + FP + TP + TN
(17)

Jaccardindex is the measurement of the intersection ratio. Fscores represents the measure-
ment of the probability of the true positivity such that precision uses the computation of
TP/TP + FP and recall uses the computation TP/TP + FN. Accuracy is the measurement
of the comparison and matching ratio of the pixels from the segmented results and the
corresponding references.
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5. Results and Discussion

For comparison purposes, we examined the proposed Gumbel-based MCET method
and applied the same images as related works that used MCET with different distributions
as a distribution-independent thresholding method. The performance measures were
calculated by averaging the unsupervised and the supervised evaluations such that the
best result among other results depended on the maximum evaluation. The images utilized
depicted the necessary skewness for assessing the influence of employing the Maximum
Likelihood Estimator (MLE) for the Gumbel distribution in both of its variants. These
images were specifically chosen from their datasets as extreme cases, presenting significant
difficulties when applying conventional image-segmentation techniques.

As can be noticed in Figure 5, the proposed method has two main objective contribu-
tions in segmenting images with skewed histograms compared to related works. Using
MCET with the maximum case of the Gumbel MLE showed obvious improvements over
related works in segmenting Sentinel-2 Satellite images that demonstrate skewness to
the right in their histograms; this applies to the concept of using the maximum Gumbel
distribution case with right-skewness samples. Similarly, it is also noticeable that using
MCET with the minimum case of the Gumbel MLE showed an improvement in segmenting
dermoscopic skin lesion images that demonstrate skewness to the left in their histograms;
this applies to the concept of using the minimum case of the Gumbel distribution with the
left-skewness samples.
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Figure 5. The overall evaluation of the proposed MCET using the Gumbel distribution compared
with the related methods’ different distributions.

While the Gumbel and log-normal distributions were employed to model the right
distribution, the enhancement in segmentation achieved using the Gumbel maximum
observed in the proposed method underscores the distinct characteristics of these distri-
butions, which can vary depending on their specific parameters. Using the log-normal
distribution in related works has the same concept of the maximum case in handling mean
estimation for samples skewed to the right. Although the log-normal method shows an
improvement against Gamma, the maximum case of the Gumbel distribution showed an
additional improvement in this case; additionally, both cases showed slight improvements
in the opposite side of the skewness regardless of their main objective improvement.

As illustrated in Figure 6, the initial pair of images in column (a) depict Sentinel-2
satellite water bodies which exhibit right-skewed histograms. Conversely, the subsequent
pair of images portrays dermoscopic skin lesions characterized by left-skewed histograms.
As a subjective scene of segmented images, it is noticeable that the similarity of the seg-
mented skin lesions and their reference images was very close when using MCET with the
minimum case of Gumbel distribution. It is noticeable that these qualitative results cover
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the object of interest in the skin lesions based on objects in the corresponding ground truth.
As a quantitative result in Table 1 the corresponding average evaluation scores, 0.85880
and 0.83207, for images (a) 1 and 2, respectively, showed an obvious increase compared to
other methods, representing the objective goal in this case and indicating that there is an
enhancement in the mean value that positively impacts the objective function of MCET in
the left-skewed histogram case.
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Figure 6. Selected samples: (a) original images, 1 and 2, Sentinel-2 satellite water bodies, and
images 3 and 4, dermoscopic skin lesions; (b–f) segmented images using MCET based on the
Gaussian [3], Gamma, log-normal [25], Gumbel minimum, and Gumbel maximum, respectively.
(g) The corresponding ground truths for the images in column (a).

Table 1. Average evaluation scores of images in Figure 6. (a) Original images’ (b–f) the evaluation
of MCET based on the Gaussian [3], Gamma, log-normal [25], Gumbel minimum, and Gumbel
maximum, respectively.

(a) (b) (c) (d) (e) (f)

IMG 1 0.79471 0.79471 0.81531 0.80269 0.84069
IMG 2 0.78977 0.81086 0.81966 0.80571 0.85816
IMG 3 0.80253 0.80896 0.80719 0.85880 0.81705
IMG 4 0.75995 0.74663 0.75137 0.83207 0.76492

On the other hand, segmenting the Sentinel-2 images using the maximum case re-
sulted in a similar subjective scene to the corresponding reference images. In Table 1,
the evaluation scores, 0.84069 and 0.85816, for images (a) 3 and 4, respectively, reflect an
objective improvement in the efficiency of the thresholding objective function based on the
new estimated mean in the maximum case.

Table 2 details improvement rates for the proposed method when segmenting right-
skewed histograms of the Sentinel satellite water bodies using various distributions. The
maximum Gumbel case with MCET stands out with a 10.0% increase over the Gaussian-
based MCET and 3.94% over the log-normal method, despite conceptual similarities with
the log-normal method. Conversely, for left-skewed histograms, the minimum Gumbel
case produced a noticeable improvement rate. It surpasses other distributions with a 9.98%
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increase over Gaussian distribution and up to 8.60% over others, as in shown in the rates of
Table 3.

Table 2. Improvement rates of the proposed method against different distributions when segmenting
images with right-skewed histograms.

Sentinel-2 Waterbodies

Distributions Avg. Evaluations Improvement%

Gaussian 0.79126 --

Gamma 0.81586 +3.10%

Log-normal 0.83740 +5.83%

Gumbel—min 0.82989 +4.88%

Gumbel—max 0.87041 +10.0%

Table 3. Improvement rate of the proposed method against different distributions from segmenting
images with left-skewed histograms.

Dermoscopic Skin Lesion

Distributions Avg. Evaluations Improvement%

Gaussian 0.78092 --

Gamma 0.79089 +1.27%

Log-normal 0.79250 +1.48%

Gumbel—min 0.85891 +9.98%

Gumbel—max 0.80419 +2.97%

6. Conclusions and Future Work

In this paper, we introduced a novel approach aimed at improving Minimum Cross-
entropy Thresholding (MCET) for image segmentation, particularly when dealing with
images exhibiting skewed histogram distributions. Our primary objective is to enhance the
estimation of the mean value in such cases. To achieve this, we leveraged the Maximum
Likelihood Estimation of Gumbel distributions. We have utilized two variants of the Gum-
bel distribution, the maximum and minimum cases, and applied them to images with both
right and left skewness, respectively. To validate our proposed method’s effectiveness, we
assessed the quality of the segmented images through both supervised and unsupervised
evaluations, depending on the availability of ground truth data for which unsupervised
evaluation is particularly valuable when segmenting images lacking corresponding ground
truths. As can be seen from the results and their corresponding evaluations, our proposed
method outperformed existing techniques that utilize MCET with alternative distribution
models, highlighting our approach’s efficacy in addressing the challenges of segmenting
specific image types.

In future research endeavors, we envision expanding our method’s applicability
by using heterogeneous skewness in image histograms and integrating it with diverse
techniques to construct a versatile segmentation model. This extended model can be
employed for various types of images and large datasets for segmentation and object
detection purposes.
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