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Abstract

:

The urgent need for research and study with nondestructive and noninvasive methods and the preservation of cultural heritage led to the development and application of methodologies for the multi-level digitization of cultural elements. Photogrammetry and three-dimensional scanning offer photorealistic and accurate digital representations, while X-rays and computed tomography reveal properties and characteristics of the internal and invisible structure of objects. However, the investigation of and access to these datasets are, in several cases, limited due to the increased computing resources and the special knowledge required for their processing and analysis. The evolution of immersive technologies and the creative industry of video games offers unique user experiences. Game engines are the ideal platform to host the development of easy-to-use applications that combine heterogeneous data while simultaneously integrating immersive and emerging technologies. This article seeks to shed light on how heterogeneous digital representations of 3D imaging and tomography can be harmoniously combined in a virtual space and, through simple interactions, provide holistic knowledge and enhanced experience to end users. This research builds on previous experience concerning the virtual museum for the Antikythera Mechanism and describes a conceptual framework for the design and development of an affordable and easy-to-use display tool for combined representations of heterogeneous datasets in the virtual space. Our solution was validated by 62 users who participated in tests and evaluations. The results show that the proposed methodology met its objectives. Apart from cultural heritage, the specific methodology could be easily extended and adapted for training purposes in a wide field of application, such as in education, health, engineering, industry, and more.
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1. Introduction


The digital transformation in every aspect of everyday life is taking place at a rapid pace [1,2,3,4,5,6,7,8]. On the one hand, the rapid technological developments in digitization are leading in this direction. On the other hand, the special conditions that arise in socio-economic life accelerate the whole process [4]. The sector of culture is a typical example that was significantly affected by the recent pandemic [9,10]. At the same time, it is also a sector that has benefited significantly from the digital transition [11,12,13,14]. The traditional ways of digitizing cultural heritage and the testing of innovative methodologies contribute to the documentation, conservation, maintenance, restoration, and better communication of cultural assets [15]. This may concern ancient artifacts, works of contemporary art, archival collections, buildings, archaeological sites, and more [16,17]. Thus, repositories and infrastructures host various collections of digital cultural heritage assets accompanied by their metadata and paradata [18].



Specific types of data can provide specialized information for a range of disciplines. Tomographs provide the ability to study invisible areas that are inside three-dimensional geometries [19]. The use of computed tomography scans (CT scans) in medicine enables the doctor to draw safe conclusions or estimates about a patient’s condition, such as the early diagnosis of a cancerous tumor or the healing process of a broken bone [20]. In cultural heritage, the use of CT scans can help to document the findings holistically without applying deductive methods to investigate their internal structure [21]. It has characteristic fields of application in Egyptology and papyrology [22,23]. In specific cases, analysis of the scans revealed information that shed light and revised our knowledge [24,25] of ancient technology [26,27,28,29,30,31]. Increased computing resources and specialized software and hardware packages are required to analyze and study the tomographs. One of the most important things is the interdisciplinary collaboration between the research groups and the stakeholders when working with CT scans.



In recent years, the development of immersive technologies has been remarkable [32,33]. Their adoption, across a wide spectrum of socio-economic life, is expected to increase steadily, especially as we enter the age of virtual worlds and metaverses [34,35,36,37,38,39]. Extended reality (XR) is characterized by augmented reality (AR), virtual reality (VR), and mixed reality (MR). Extended reality offers the possibility to develop innovative products and useful applications that were unimaginable just a few years ago [14,40]. The fact that extended reality applications can be developed on popular game engines also contributed to their widespread use [41]. The characteristic of game engines is that they can incorporate heterogeneous immersive technologies but, at the same time, benefit from emerging technologies such as the broad field of artificial intelligence or haptic technologies [42,43].



The key component of extended reality applications is their content. Primarily, it concerns 3D geometries that are overlaid with material, with a photorealistic texture, and placed in virtual space to simulate an environment. The creation of extended reality content is based on automated digitization methods, semi-automated processes, manual methodologies, or their combination [15,44,45,46,47,48,49]. Often, the assistance of artificial intelligence (AI) is used to speed up the process or to optimize the result [50]. However, a critical factor for the smooth execution of extended reality applications is the degree of complexity of the geometry of the objects and, specifically, the number of polygons of which they are composed [51,52,53,54]. In several cases, additional optimizations are required to simplify the geometry, targeting two factors. Through the decimation of the 3D mesh, we try to ensure a reasonable balance between the quality of the representation result and the complexity of the geometry, depending on the target platform on which the XR application is to be executed [55].



This article proposes a methodology for designing and developing meaningful and multilayered representations of cultural heritage. Through the combination of decimated three-dimensional meshes and the reuse of their relevant representations from computed tomography scans, the suggested methodology considers the advantages of the game engines and the immersive technologies for the integration of CT scan images in immersive virtual environments. The combined representations could be applied and used in various domains, such as health and engineering, apart from cultural heritage, for training purposes and better understanding. Section 2 presents the background of this research. Section 3 depicts the methodology that was followed and analyzes the combination of the decimated three-dimensional meshes and the reuse of their CT scans. Section 4 presents the results for the end users of the virtual display and provides a discussion space for different aspects and challenges of this approach. Section 5 concludes with highlights of the research in advanced representations in extended reality through creative industries.




2. Related Work


2.1. Computed Tomography Imaging


Cultural heritage is a field that has benefited significantly from the use and study of tomographies related to elements of archeology and cultural heritage in general [56]. The ability to provide important information through nondestructive and noninvasive methods on non-visible areas of cultural heritage objects contributes to holistic study and documentation [19,27]. In a recent study, a sample consisting of 96 CT scans of skulls from contemporary Egyptians and 54 3D models of skulls from the Egyptian Old Kingdom Period (2700–2180 BC) were used in the sector of bioarchaeology to validate the reliability of sex classification for geographically and temporally distant skull series [57]. In a different study, Takabuti’s mummy was re-examined to evidence the scope of combining a computerized examination of CT imaging and an image intensifier-guided needle biopsy (MIP), coupled with analytical technologies and existing Egyptological data, to extend previous understanding of her background, life events, and preparation for the afterlife [58].



Another study provides a rigorous evaluation of the practice of producing 3D-printed replicas of animal anatomy from archaeological remains and CT scans and has shown the utility of the practice for species identification [21,59]. Virtual unwrapping allows textual artifacts to be read completely and noninvasively, and it was applied in the case of the extremely fragile En-Gedi scroll, the oldest Pentateuchal scroll in Hebrew outside of the Dead Sea Scrolls [60]. Moreover, X-ray tomography for virtual unfolding and nondestructive access to hidden texts was applied in ancient papyrus packages from the papyrus collection of the Musée du Louvre [23]. EduceLab-Scrolls combines volumetric CT scans with aligned 2D labels. Together with a software pipeline that combines machine learning (ML) with a novel geometric framework, the interconnected data and method can detect the carbon ink inside Herculaneum scrolls [61].



Advances in 3D graphics and the capabilities offered by sophisticated processors have greatly aided the development of software packages for the study and processing of X-ray CT scans. A wide range of available software packages are available for the analysis of tomographic datasets, whether they are commercial products [62,63,64,65,66,67,68] or free [69,70,71,72,73,74] software (Table 1). Different types of tomography can be imported into the specific programs, and multi-level analyses can be performed on the volumetric representations. Users are also given the ability to export 3D digital representations of joined areas or the entire object in ideal formats for further use in 3D editing programs [75]. In several cases, it is also possible to produce videos of predefined processes through the volumetric analysis program, such as for the internal overview of the geometry of an object along its axes. However, in most cases, it is necessary to use computer systems equipped with powerful graphics cards. At the same time, the handling of volumetric analysis programs requires familiarity with and basic knowledge of 3D graphics. Thus, the data related to computed tomography scans remain in limited access behind the doors of laboratories.




2.2. Three-Dimensional Graphics


Digitization offers the possibility to capture and store the digital instance of an entity at a specific moment in time. Digitization applies to two-dimensional (2D) and 3D objects of any size, whether they are simple objects, excavation findings, artifacts, buildings, open spaces, or landscapes [76]. Digitization is achieved through different technologies and is applied on a case-by-case basis. Photogrammetry is an easy-to-use and economical way to digitize an object using affordable means, such as a smartphone camera or the integration of a high-resolution camera into an unmanned vehicle [77,78]. As a next step, by choosing an image processing software package, we can easily compose the 3D digital representation of the object and export it to suitable file formats for further use. Accordingly, an advanced digitization method is 3D scanning via special equipment, offering enhanced possibilities and improved quality to the result [76,79]. However, digitization is no longer limited to tangible objects and to intangible concepts and attributes, such as olfaction.



Mesh decimation is a useful procedure in the domain of graphics that offers flexible representations of surfaces and objects for further use in advanced applications [51,80,81]. Through a variety of algorithms, the mesh decimation produces simplified and lighter models in terms of their number of polygons [53,82,83,84,85,86,87,88]. However, users who wish to apply the decimation methodology to their cases do not need to have in-depth knowledge of the algorithms. This is achieved by incorporating the decimation methodology into almost all software packages for processing 3D graphics. The users have to import their 3D model, parameterize the algorithm through user-friendly graphical interfaces, and wait for the export of the final result. Users can specify the degree to which they wish to reduce the number of polygons in the overall geometry [54]. Furthermore, this procedure can be applied in multiple steps or test decimation scenarios with a gradual reduction rate.




2.3. Cutting-Edge Technologies


The degree of immersion offered by XR technologies is determined by the user’s level of isolation in the extended worlds, as well as the number of senses with which the user participates in those experiences [14,40]. In AR, the user’s simultaneous interaction with the real world and augmentation elements through their portable device has a limited degree of immersion. However, AR solutions are usually the most affordable and readily accessible due to the equipment, as displayed in [89]. In MR, the degree of immersion is greatly enhanced as the user interacts with the elements of the augmented space through the head-mounted display and gestures. The cost of acquiring MR equipment has, until recently, been a factor limiting the spread of their use. However, in recent years, significant progress has been made in incorporating mixed reality elements into devices that provide highly immersive experiences in VR environments [90,91,92,93]. The current trend seems to lead to the development of XR devices that will include haptics and special devices for reproducing smells. In other words, multi-sensory XR devices will lead to the pinnacle of immersion [94]. However, the ease of use and the usefulness of the applications to be developed should be a high priority.



Artificial intelligence is treated with caution by many and offers additional possibilities in everyday life and the field of research. In the sector of cultural heritage, leveraging AI, machine learning (ML), and advanced algorithms could be used for digitization, reuse, and knowledge enhancement [95,96,97]. AI algorithms, including deep learning models like convolutional neural networks (CNNs) and recurrent neural networks (RNNs), could be applied for automated artifact recognition, textual analysis, and contextual understanding [95,98]. In other words, these technologies enable the efficient and accurate categorization, indexing, and annotation of digital repositories, facilitating easy access and reuse [99]. In addition, ML algorithms contribute to data mining, trend analysis, and predictive modeling, empowering heritage professionals to derive valuable insights and trends from extensive datasets [100]. Integrating AI with 3D scanning and reconstruction techniques allows for the generation and preservation of artifacts in digital spaces [101]. Moreover, AI is used to provide effective training and upskilling for users. Explainable AI (XAI) is suitable for providing reasonable explanations to non-technical users [102].




2.4. Game Engines


The link that unites the aforementioned technologies is game engines. Game engines are used as platforms that can orchestrate the integration of heterogeneous technologies and the development of universal applications that can be used on a wide variety of target devices [94]. Game engines host and process 2D and 3D graphics to develop virtual environments [103]. They integrate heterogeneous equipment as input and output units to develop interactions between the system and the user. They provide advanced simulation capabilities of natural phenomena and realistic mechanisms, giving users the feeling that the virtual world behaves according to the laws of physics. Additionally, artificial intelligence can be applied, layered through game engines, with a significant impact on their system and application usability. There are many game engines available that can meet almost all of the requirements and needs of development teams [104].




2.5. Contribution of This Research Work


This research proposes a methodology to enhance the democratization of heterogeneous datasets and their derivatives, such as 3D meshes and CT scan images, through combined representations in interactive and immersive virtual environments. Several research questions (RQs) need to be addressed in this effort.



RQ1: How could CT scans be repurposed and reused for widespread use by the general public?



RQ2: How could heterogeneous representations be combined and reused to better understand concepts and artifacts?



RQ3: How could immersive technologies and the creative industry of games combine to develop affordable and easy-to-use digital tools for advanced artifact representation?



RQ4: How might emerging technologies contribute to this endeavor, and what ethical dilemmas are raised?





3. Materials and Methods


This section describes the material and the methodology that was followed in our effort to design and develop the combined easy-to-use and affordable representations for the fragments of the Antikythera Mechanism in a fully immersive virtual space. Specifically, in the first subsection, the overall methodology (Figure 1) and the concept for multimodal representations in XR are depicted, while in the second subsection, the implementation of the interactive X-ray viewer full immersive virtual space is described in detail.



3.1. Methodology


3.1.1. Research in Graphics and Immersive Technologies


The research was based on the study and processing of the available datasets related to the Antikythera Mechanism that were kindly provided by the Hellenic Ministry of Culture through Prof. Moussas. The data refer to high-resolution images and X-ray CT scans of fragments related to the Antikythera Mechanism. In the first stage, we investigated the available software packages for the volumetric study of tomographies and used two of them extensively [105]. In the second stage, we extracted the 3D meshes and proceeded to decimate the fragments, as well as the application of textures and materials for the usability and photorealism of the digital representations for further use (RQ1). In the third step, we extracted several instances from inside of the fragments of the Antikythera Mechanism along a specific axis of their 3D geometry, using the CT scans dataset and the combination of two specific software packages (RQ1), namely Drishti [70] and VGSTUDIO [68].



The analysis of the challenges and the requirements of the immersive technologies was our next step. In particular, we studied and compared the possibilities offered by augmented and virtual reality regarding the integration of heterogeneous representations in a common digital space. We also put a lot of emphasis on the interactivity that each of the immersive technologies offers. In addition, we explored the possibilities of game engines regarding the integration of heterogeneous elements and their easy handling that could offer meaningful experiences [106] (RQ2).




3.1.2. Development and Assessment of an Experimental Virtual Museum


We designed an experimental virtual museum and developed it using the Unity game engine. The virtual museum was dedicated to the Antikythera Mechanism, and it hosted the fragments of the artifact. The 3D digital representations were artificially reconstructed by using the CT-scans dataset. In addition, we designed, developed, and integrated the functionality of the X-ray viewer [107] (RQ2). By using the virtual reality head-mounted display with its touch controllers, the users can interact with the 3D representations, as well as with the internal structure of the fragments of the Antikythera Mechanism [54] (RQ3).



As part of the evaluation of the virtual museum for the Antikythera Mechanism, in 2019, we conducted a series of pilot tests with end users from different backgrounds. Specifically, in the context of four pilot tests, 135 users experienced the virtual reality application on an Oculus Rift S device with second-generation controls. Voluntarily, 62 of our participants (female: 42, male: 20) provided anonymous ratings on specific factors through a survey of 25 questions. The factors evaluated were primarily usability, usefulness, and user satisfaction [49]. Regarding the integrated functionality of the CT scans in the virtual reality application, we included two questions related to its direct evaluation (RQ1). Simultaneously, the effectiveness of the proposed combined representation was also evaluated indirectly with specific questions that related to the wider user experience (RQ2). A further analysis of the results of the integrated functionality is presented for the first time in the current research (RQ3).




3.1.3. Concept for Multimodal Representations in Extended Reality


The X-ray functionality in the virtual museum for the Antikythera Mechanism offers an additional modality for the representation of the seven largest fragments of the artifact. On the one hand, the 3D digital representations, which are placed as exhibits on special showcases at the virtual exhibition, give information about the external appearance of the fragments. On the other hand, the X-ray viewer offers an opportunity for users to understand the internal structure of the key parts of the ancient mechanism (RQ3). The common starting point for the multimodal representation is the processing of the Antikythera Mechanism X-ray CT scans (RQ1).





3.2. Implementation


3.2.1. Three-Dimensional Mesh Decimation and Texturing


We designed and applied a pipeline for the artificial reconstruction of the fragments of the Antikythera Mechanism, using the CT-scans dataset and a couple of images in a high level of detail for each one of the fragments [54]. The result of this process was the production of digital 3D representations for the seven largest fragments (A–G in Table 2) of the Antikythera Mechanism (RQ1).



In our effort to achieve an easy-to-use digital application, we should ensure that the elements we would integrate into the virtual space would be easily manipulated. Specifically, both the geometries of the associated objects and the complex 3D digital representations of the fragments should be simplified. Therefore, we applied the 3D mesh decimation of each fragment, applying the saving of the number of surfaces by 95% of their original number in two steps. Specifically, in the first step, we decimated the initial geometries by 90%, while in the second step, we applied the savings by 50%. Through this way, from the initial 71,477,933 polygons, we were led to a total number of 3,451,031 for the selected fragments [54] (RQ1). The validation of the quality of the final digital 3D representations was ensured during the testing of the virtual reality application by an interdisciplinary team that was involved in the study of the Antikythera Mechanism.




3.2.2. Instances from CT-Scans


Generating the Instances


In our attempt to democratize tomography through immersion technologies, we relied on the possibility offered by specialized software for the analysis of volumetric data. Specifically, we took advantage of the possibility of extracting a finite number of snapshots of the internal structure of the seven major fragments (A to G) of the Antikythera Mechanism. For each of the artifact fragments, starting from one edge of the bounding box, we selected the number (N = 100) of snapshots that we deemed necessary to provide end users with a complete picture of the internal structure of the fragments. The software, traversing the volumetric representation along a selected axis, produced the snapshots in image form (in .png file format with opacity, except fragment D) until they reached the edge of the bounding box (RQ1). The resolution of the images was set to full high definition (1920 × 1080 pixels, apart from fragment D) (Table 2). Figure 2 depicts indicative instances for each fragment (A to G).



We investigated and tested two possible scenarios for the integration of the information from the tomographies in the virtual museum, namely (a) switching of the snapshots on a static surface and (b) switching of the snapshots on a moving surface. In the virtual museum for the Antikythera Mechanism, the first selection was applied (RQ2).




Display on a Static Surface


In the case of switching the sequence of snapshots (RQ1) to a static surface, we use a surface in the game engine that is permanently located at a fixed point. The content of the fixed surface is determined by the dynamic rotation of the content, which consists of the serial stack of images. The sense of perspective regarding the internal structure of the fragment results from the illusion that will be created for the user by the alternating images. Essentially, we rely on the basic principle of the art of animation to communicate the information of the scans in an easy-to-use and understandable way (RQ2).




Display on a Moving Surface


In the case of switching the sequence of snapshots on a moving surface, we use a surface in the game engine that is permanently in motion. The moving surface is moved along the axis on which the snapshots were taken, following the same displacement step. The content of the moving surface is determined by the dynamic rotation of the content, which consists of the serial stack of images. However, each distinct position on the surface corresponds to a single instance. The sense of perspective regarding the internal structure of the fragment is greatly enhanced by the simultaneous displacement of the viewing surface. It could be described as a movable projection screen.





3.2.3. Multimodal Interaction in Virtual Reality


The interactions developed for the user’s experience with the information produced by the CT scans were based on the user interface (UI) graphical element of the panel offered by the Unity game engine and on the options of the controllers of the Oculus Rift S virtual reality device (RQ3). Primarily, users could interact with the 3D representations of the artifacts physically, as they could pick them up and hold each fragment with their virtual hands through the touch controllers (RQ2). Regarding the interactions with the inner structure of the fragments (RQ2), two functionalities were developed: (a) the discrete linear exploration and (b) the fast linear exploration. Both functionalities were active when the user was standing in the predefined area of a specific fragment, which was marked through a triggered collider (Figure 3a,b). The pipeline (RQ3) of multimodal interactions in the virtual museum of the Antikythera Mechanism is depicted in the flowchart (Figure 4).



Discrete Linear Exploration


When selecting discrete linear exploration, the user can use the A and B buttons to study the interior of the fragments. Snapshots are stored and sorted in a table. Each time the user presses the A key, the function OnClickNext is executed, so the display surface shows the next snapshot. Conversely, whenever the user selects the B button, the function OnClickPrevious is executed, so the display surface shows the previous snapshot. For each fragment, the range in which the user can interact is from 0 to 100 (see Algorithm 1). Through this interaction, the study of the internal structure is made instance by instance (RQ1, RQ3).



	Algorithm 1. Script in C# for discrete linear exploration on the fragment A of the Antikythera Mechanism.



	public void OnClickNext(string nameImage)

{

if (imgNumber < 100)

   {

   imgNumber++;

   nameImage = imgNumber.ToString ();

   imageXrayA.sprite = Resources.Load<Sprite> (“FragmentA/x_fragment_A_” + nameImage) as Sprite;

   }

}

public void OnClickPrevious(string nameImage)

   {

   if (imgNumber > 0)

      {

      imgNumber--;

      nameImage = imgNumber.ToString();

      imageXrayA.sprite = Resources.Load<Sprite> (“FragmentA/x_fragment_A_” + nameImage) as Sprite;

   }

}









Fast Linear Exploration


When selecting fast linear exploration, the user can use the Fire 1 and Fire 2 triggers to study the interior of the fragments. Each time the user presses the SecondaryIndex trigger, a sequence of consecutive snapshots is displayed on the display surface in ascending order as a natural stream. Conversely, whenever the user selects the SecondaryHand trigger, a sequence of consecutive snapshots in descending order is displayed on the display surface as a natural stream. As long as one of the triggers is pressed, the user is given the illusion that the fragment comes to life (RQ1, RQ3). These interactions are controlled by the Update function in Unity (see Algorithm 2).



	Algorithm 2. Script in C# for fast linear exploration on fragment A of the Antikythera Mechanism.



	void Update ()

{

string nameImage;

if((Input.GetButtonDown(“Fire1”)) ||

(OVRInput.Get(OVRInput.Button.SecondaryIndexTrigger)))

   {

   if (imgNumber < 100) {

      imgNumber++;

      nameImage = imgNumber.ToString ();

      imageXrayA.sprite = Resources.Load<Sprite> (“FragmentA/x_fragment_A_” + nameImage) as Sprite;

   }

}

if((Input.GetButtonDown(“Fire2”)) ||

(OVRInput.Get(OVRInput.Button.SecondaryHandTrigger)))

   {

   if (imgNumber > 1) {

      Debug.Log (imgNumber);

      imgNumber--;

      nameImage = imgNumber.ToString();

      imageXrayA.sprite = Resources.Load<Sprite> (“FragmentA/x_fragment_A_” + nameImage) as Sprite;

         }

   }

}










3.2.4. Advanced Interaction


The proposed solution was developed exclusively for a virtual reality application. However, with proper customization, it could easily be adapted for other forms of extended reality as well (RQ3). Specifically, in the context of augmented reality, the activation of the multimodal representation of the fragments of the Antikythera Mechanism could be triggered by recognizing the corresponding fragment in the physical exhibition area of the museum. Through the camera of the mobile device, whether it is a smartphone or a tablet, the physical fragment would be identified, with the corresponding collection of instances of its CT scans. By interacting with a user interface element, such as a slider, the users could augment different regions of the fragment’s internal structure on their device’s screens in real time (RQ3). Accordingly, through a mixed reality device, an archeology student could be trained in heritage documentation based on a multimodal representation of an artifact or objects at risk (RQ3).






4. Results and Discussion


4.1. Results


Among the questions of the survey [49], for the assessment of the virtual museum for the Antikythera Mechanism, question Q15 explored the extent to which the integration of the specific functionality for the combined representation of the fragments was informative. Accordingly, question Q18 investigated the degree of ease of use when handling the X-ray function of studying the interior of fragments. Using a Likert scale from 1 (not informative at all) to 4 (very informative), we received feedback from the end users regarding the usefulness of the X-ray functionality. According to the results, 90.3% (N = 56) of the users expressed their positive opinion toward the combined representations, while 9.7% (N = 6) expressed their doubts (RQ1, RQ2, RQ3). Similarly, we received users’ feedback regarding the usability of the proposed functionality. According to the results, 83.9% (N = 52) of the users found the functionality comfortable to use, while 16.1% (N = 10) expressed their doubts [49] (RQ1, RQ2, RQ3).



In the present research, we analyze further the negative feedback in the specific questions. However, it should be noted that of the total participants, 19.4% (N = 12) had no previous experience with a virtual reality application, while 12.9% (N = 8) had no previous experience with video games.



We further analyzed the profile of the participants who expressed a negative opinion in question Q15 (N = 6). Five of them mentioned that they had never played any computer game before their testing in the virtual museum for the Antikythera Mechanism, while the sixth participant used to play once per year (Q5). Moreover, regarding their previous experience in virtual reality applications, two of them had no experience at all, while one participant had at least one experience in the last five years, and three of them had tested at least one VR application in the last year (Q7).



Furthermore, we analyzed the profile of the participants who expressed a negative opinion in question Q18 (N = 10, female: 9, male: 1) regarding the ease of use when handling the X-ray. Three of them had no previous experience in computer games, while five of them had played at least one in the previous year, and only one had played in the last month (Q5). In addition, two of them had no previous experience in VR applications. Two of them had at least one experience in the last five years. Five participants had at least one VR experience during the last year, while one had tested a VR application during the previous month (Q7).




4.2. Discussion


The proposed methodology for the multimodal representation of objects, combining the three-dimensional geometry of the shell with the internal structure, enhances the democratization of the use of tomography in a wide range of applications. Thus, CT scans could be established as a basic form of object representation that offers additional and more complete information about an object [49]. CT scans could be stored in repositories for easy access and reuse in applications corresponding to the proposed one, applying the usage policies defined by their owners. For example, a 3D digitized artifact stored in Europeana could be reused [18], together with its CT scans, in applications similar to that of the proposed methodology, as well as more advanced ones. In this way, this form of representation will be able to be used by a wider range of users outside the confines of laboratories for more practical reasons, such as better communication and understanding of complex objects or artifacts at risk.



4.2.1. Training Purposes


The proposed solution could be a useful interpretive tool in the educational process (RQ3). In specific specialties, the study of tomography is a basic means of providing information. Integrating digital multimodal applications into the education of future professionals is likely to better prepare them as scientists (RQ3). For example, in medicine, a diagnosis can be based on and validated according to the correct interpretation of a patient’s CT scans [20]. The application of the proposed digital solution in the education of medical students could simulate the process of diagnosis of diseases based on tomography (RQ3). Accordingly, in archaeology, the analysis of CT scans of burial remains [22] or excavation finds at risk through friendly and easy-to-use digital tools for an audience unfamiliar with volumetric graphics technologies could provide useful directions on how to preserve and manage a rare and fragile object. The same digital multimodal application could be used to train students in archaeology (RQ3).



Industry is a field in which the multimodal representation of 3D objects through the proposed digital solution could be widely applied [32]. On the one hand, most machines are usually three-dimensional and, in several cases, have a complex internal structure. On the other hand, there is a constant need for initial training of workers in the industry to update their knowledge in new production processes or for training in the use of a new industrial system. In some cases, training can be undertaken by demonstrating the machine’s functionalities, while in other cases, this is impossible or dangerous to implement [33]. Therefore, easy-to-use digital applications based on the widespread immersive technologies of extended reality can holistically represent a machine, both for its external form and internal structure and function, offering safe and effective training to its operators (RQ3).




4.2.2. Advanced Cultural Heritage Representation


The proposed representation could be applied during visits to physical cultural heritage spaces (RQ3). As this solution offers the possibility to observe the non-visible areas of the exhibits, such as their internal structure hidden behind their external surface, it could be used extensively in museums. Exhibits that are in advanced deterioration because of time and environment can be made accessible to the public by providing information about their internal structure through the combined digital representation. Accordingly, complex artifacts that are exhibited in glass cases, where any physical interaction with visitors is forbidden, can communicate with the public through this approach. Also, the case of exhibits related to burial remains is a category of cultural heritage objects that could benefit from the complex representation of the proposed methodology.



Metaverses and virtual worlds are digital spaces that can adopt this methodology, as they rely on game engines, 3D graphics, and immersive technologies. The proposed solution could be applied during the virtual visit of the user to cultural heritage sites or when studying complex representations in virtual laboratories (RQ3). In addition (RQ4), the solution could be optimized and extended by incorporating explainable artificial intelligence to provide additional real-time information related to the objects [102], as well as to assist with interaction usage. Furthermore, an extension that could be added to the proposed solution would be the possible integration of haptic devices for enhanced users’ immersion when interacting with the combinatorial representation. In this way, they could feel the texture of the individual elements through haptic interactions, while at the same time, they would also strengthen the inclusion of people with impaired vision [94,108].




4.2.3. Ethics


However, some ethical questions arise (RQ4) regarding the management and exploitation of digital solutions that directly or indirectly use representations based on CT scans.



Ownership


A key question that arises concerns the ownership of the CT scans and the generated representations. The answer is not simple, as the process involves several groups of people from different disciplines who justifiably have a stake in the property. The complexity of the situation is better understood by using the example of an archaeological find. Specifically, the team of archaeologists is excavating a complex artifact that needs further investigation into its internal structure for better documentation. The cultural organization that hosts or undertakes its temporary conservation needs the specialized services of a group of experts who will undertake the process of producing the tomography records. A team of experts will likely need to analyze the scans with special software and high-end computing systems, producing datasets that are more understandable and usable for culture professionals. Finally, a creative team of programmers will undertake the development of an interpretive tool for the multimodal representation of the artifact based on different types of data, including CT scans. Therefore, the precise ownership framework for each phase of the life of the data and its derivatives should be explored in depth, prioritizing the principles of open access to research.




Use of Data


The second critical point that raises extensive discussion is the use of CT scans, indirectly or directly, especially in cases where the finding to be studied concerns human remains, whether it is an archaeological excavation or a patient in the case of medicine. The ethical question that arises is the way to use information and its representations. This debate is ongoing, as it has already developed around the use of digitized 3D representations of bones and skeletons in the field of archaeoanthropology. Therefore, the parameter that needs to be added here is the ethical way of handling and using the scans and their derivatives related to humans. Extending to the field of medicine and health, the discussion should center on ensuring the privacy and protection of sensitive personal data of patients, as well as the ethical use of data for research and educational purposes.




Authenticity


An equally important ethical question that concerns all digitized representations is the authenticity of the generated products to the originals. This debate has developed more in the field of culture, where the transition of cultural heritage from the physical to the digital space takes place. Therefore, the discussion should be extended to the digital representations and resulting digital products based on the CT scans. In particular, the parameters that could ensure that the result of the digital representation approximates the primary physical reference object should be investigated. Therefore, distinct boundaries should be set at which a digital representation of an object is acceptable so that it can be identified with the original. Certainly, enhancing interdisciplinarity will make a significant contribution to ensuring the authenticity of representations and replicas.






4.3. Limitations


The research could have benefited from advances in artificial intelligence and machine learning. For example, AI could integrate algorithms directly into the game engine to automatically generate the geometry of the interior regions of the Antikythera Mechanism fragments based on the volumetric data. However, the absence of available datasets to train suitable algorithms to automatically fill in geometries or missing regions prevented us from using artificial intelligence and machine learning. Even though the proposed methodology can be applied to the whole range of extended reality, in the context of the research, it was developed, evaluated, and validated in a virtual reality environment. It would be of great interest to assess it through augmented reality or mixed reality in the physical museum space where the Antikythera Mechanism is exhibited by museum visitors. Accordingly, extended reality applications that would incorporate the methodology for training purposes would be useful to be evaluated in the context of a real training program by the medical students themselves.





5. Conclusions


This research presented a methodology for the effective use of heterogeneous digital representations for the holistic understanding and communication of cultural heritage objects. This research, combined in a virtual reality environment, uses 3D digital representations of the fragments of the Antikythera Mechanism and snapshots from its interior through a digital tool for their multimodal and interactive representation for the general public. The proposed methodology was based on virtual reality technologies and 3D graphics, which can be empowered by emerging technologies and applied to the whole of extended reality in a large field of everyday life as an advanced representational, interpretive, educational, and affordable medium. The results confirmed the effectiveness of the suggested methodology and the research questions. Limited doubts and concerns were expressed only by a small group of participants who had limited or no experience with immersive technologies and/or video games. Moreover, through the research, new challenges for the future have emerged.



As for future work, the proposed methodology could be improved by the advantages of artificial intelligence. AI and computer vision advancements are synergizing with immersive technologies by enabling realistic interactions with cultural heritage artifacts. AI algorithms, such as classification algorithms, could be utilized to classify the artifacts based on certain characteristics. In addition, regression algorithms can be used to predict missing or incomplete information about cultural heritage assets from vast and diverse datasets, allowing for the dynamic generation of historically accurate environments and artifacts within the virtual realm. Moreover, deep learning techniques in AI can be utilized for shape completion on 3D range scans, as well as on tomographies. Furthermore, the CT scans dataset could be imported directly into the game engines and offer new challenges to the developers of the extended reality applications for even more advanced functionalities to the end users. In addition, regarding the 3D mesh decimation, different scenarios for the applied intermediate steps in a variety of CT scan datasets could be tested. In this way, useful suggestions could emerge for the optimization of the decimation process.
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Figure 1. The overall methodology. 
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Figure 2. The 3D representations of the fragments A–G of the Antikythera Mechanism and five relevant indicative instances of their internal structure. 
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Figure 3. Multimodal interactions with the combined representations of the fragments in the virtual museum for the Antikythera Mechanism. In (a), the user holds objects with her left hand and examines the 3D representation of fragment A, while the right-hand controller interacts with the inner structure of the artifact. Similarly, in (b), the user examines, in a deeper layer, the non-visible parts of the corroded fragment. 
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Figure 4. The flowchart of the user experience for the combined display of 3D representations and X-ray toolkit in virtual space. 
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Table 1. Indicative software packages for the analysis of tomographic datasets and imaging.
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	Software
	Distribution





	3D Slicer [69]
	free/open-source



	Avizo [62]
	commercial



	digiM I2S [63]
	commercial



	Dragonfly [64]
	commercial



	Drishti [70]
	free/open-source



	Fiji [71]
	free/open-source



	GeoDict [65]
	commercial



	ImageVis3D [72]
	free/open-source



	Imaris [66]
	commercial



	InVesalius [73]
	free/open-source



	TESCAN FIB-SEMs [67]
	commercial



	VGSTUDIO [68]
	commercial



	volBrain platform [74]
	free for research only










 




