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Abstract: Accurate predictions of daily wildfire growth rates are crucial, as extreme wildfires have
become increasingly frequent in recent years. The factors which determine wildfire growth rates are
complex and depend on numerous meteorological factors, topography, and fuel loads. In this paper,
we have built upon previous studies that have mapped daily burned areas at the individual fire
level around the globe. We applied several Machine Learning (ML) algorithms including XGBoost,
Random Forest, and Multilayer Perceptron to predict daily fire growth rate based on meteorological
factors, topography, and fuel loads. Our best model on the entire dataset obtained a 1.15 km2 MAE.
The ML model obtained a 90% accuracy when predicting whether a fire’s growth rate will increase
or decrease the following day, compared to 61% using a logistic regression. We discuss the central
factors that determine wildfire growth rate. To the best of our knowledge, this study is the first to
perform such analyses on a global dataset.
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1. Introduction

Wildfires are among the most dangerous and costly natural hazards. In recent years,
the occurrence of extreme wildfires has become more frequent in numerous regions around
the globe, most likely due to processes related to climate change (for example, [1,2]). Effec-
tive wildfire hazard management and firefighting strategies require accurate wildfire risk
assessment, both prior to ignition and as the fire spreads. Various wildfire risk indices have
been formed for this purpose. Despite the significant advances made in the field, prediction
of wildfire characteristics remains a challenging task as wildfire behavior depends on nu-
merous meteorological factors, topography, and fuel load (e.g., [3–6]). Wildfire prediction
focuses on various wildfire characteristics, one of which is wildfire growth rate. Accurate
wildfire growth prediction is crucial for planning the dispatch and safe deployment of
firefighters and other resources on fires [7].

Scholars have tackled the challenge of wildfire prediction for decades and have sug-
gested various methods of prediction. Most studies in the field can be divided into two
categories: physical models, which simulate the physical processes of wildfires; and empir-
ical studies, which assess wildfire characteristics based on historical data of wildfires. The
two approaches have different advantages and disadvantages, according to the purpose
of the study. Owing to high scholarly focus, both approaches have undergone substantial
advancement in recent years.

Among the empirical studies, the most significant advancement in recent years can
probably be attributed to the application of advanced Machine Learning (ML) models that
have provided scholars with new tools in addition to the traditional statistical analyses [8].
ML models are becoming increasingly popular and have been applied in many scientific
fields. ML can be defined as a data-centric approach in which algorithms improve au-
tomatically [8]. Naturally, the performance of ML models depends on the quantity and
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quality of available data. One of the central advantages of ML models is their relatively
high performance when predicting non-linear phenomena. As wildfire behavior is affected
by non-linear interactions between various factors, scholars have recognized the potential
contribution of ML models to predictions in the field [8] and have demonstrated the high
performance of ML models in wildfire prediction both regionally (e.g., [9,10]) and globally
(e.g., [11,12]). Fortunately, in recent years, data required for wildfire prediction have be-
come available not only in specific regions but also globally. This includes both datasets
on wildfires (e.g., [13–15]) and datasets on factors which could be used as predictors, such
as temperature or relative humidity (e.g., [16]). Researchers have identified the potential
contribution of ML models to various fields of wildfire science, including the prediction of
fuel characterization, fire detection, wildfire preparedness and response, fuel treatments,
and many more [8]. One such field is the prediction of daily growth rate for existing
wildfires, which could be used to assess ongoing wildfire risk, alert populations which are
in danger, assist firefighters in planning effective preventive measures and a fire attack
strategy, and more.

Scholars have been researching wildfire growth rate for decades. Studies in the field
include both physical and empirical models (e.g., [17–19]). Physical wildfire spread models
require high-resolution measurements of meteorological data, vegetation, and many more
factors which influence wildfire behavior. In addition, physical simulators require high
computational costs and are difficult to perform on a large scale. Additional research
efforts have attempted to empirically assess wildfire spread rate based on historical data.
The traditional empirical approach mainly includes linear regression models (e.g., [20,21]).
The results of such models are combined with fire weather indices and are vastly used
(e.g., [22,23]).

In recent years, several studies have successfully applied ML models to predict daily
wildfire growth rate on a regional level. For example, [24] applied several ML models to
predict whether a fire’s growth rate will become large and obtained an accuracy score of
over 75%. Their data included almost 3000 wildfires in southwestern United States over a
six-year period. The authors of [25] applied deep supervised ML models to predict which
areas around a burning fire are likely to burn in the near future and outperformed FARSITE,
a well-known physical fire modeling tool [17]. Their training and testing data were limited
to the Rocky Mountain region of the United States, but they believe similar models can be
trained and used in additional regions. The authors of [26] developed several ML models to
predict wildfire rate of spread in Australian grassfires. Their data included 283 records from
both actual wildfires and experiments. Some studies, such as [27], have trained ML models
to approximate the results of wildfire simulations. The authors of [28] have developed a
model using ML-based cellular automata and validated it using historical fire data from
the Lushan area of Liangshan Prefecture, Sichuan Province.

The goal of the current study is to apply advanced ML models on a global dataset of
wildfires in order to predict wildfire growth rate based on meteorological factors, topogra-
phy, and fuel loads. Although previous studies have already predicted wildfire growth rate
(among other wildfire characteristics) using ML models, this is the first study (to the best
of our knowledge) implementing a global dataset analysis. New global wildfire datasets
have recently become available from satellite observations (e.g., [13–15]), providing an
opportunity to study wildfire behavior on a global scale. Training the models on a global
dataset has several advantages. First, global datasets are composed of an enormous number
of observations which are necessary for a proper training of ML models. Second, models
trained on a global dataset can provide prediction capabilities and scientific insights which
are not region dependent. Finally, the dataset we chose [14] not only provides burned areas
at high spatial (250 m) and temporal (daily) resolution but also clusters burned areas to
wildfires (allowing us to perform the analysis at the individual fire level as opposed to the
regional burned area) and separates between fires that occurred in proximate regions.

The paper is organized as follows. We begin by providing a detailed summary of the
data, followed by a description of the ML methods we apply in the paper. We then present
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the primary results of the study and the prediction accuracies of the different models,
both regression models which predict the size of daily burned areas, and classification
models which predict whether the daily burned area of a fire will increase or decrease
in the following day. We analyze which factors are the most influential and have the
highest impact on wildfire growth rate. In the final section, we discuss the contribution,
implications and limitations of the study, and propose several directions for future research.

2. Research Design
2.1. Data

The target (dependent) variable in the study is the daily burned area in a specific fire.
To measure the target variable, we processed the global wildfire dataset published by [14].
The dataset included Shapefiles describing the daily-burned polygons at the individual fire
level with global coverage. The polygons were available in a 250 m resolution. For each
fire, we calculated the total daily burned area for each day of the fire. The target variable in
each observation of our dataset thus consisted of a daily burned area of a specific fire. We
covered all global wildfires of 2016, resulting in a total of 2,409,079 daily observations of
1,024,926 different wildfires. Figure 1 presents a histogram of the daily burned area in the
dataset.
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Figure 1. Histogram of daily burned areas throughout the data’s time span. The data include a
total of 2,409,079 daily observations of 1,024,926 different wildfires. For clarity of viewing the figure,
values exceeding 10 km2 are not presented (a total of 42,429 values which are 1.76% of the data).

For each observation, we included several variables describing the behavior of the
specific wildfire in the days prior to the observation. These include the total area burned
since the beginning of the fire, the mean daily area burned until the observation, and
the area burned in the previous day as well as the mean area burned in the three days
prior to the observation. While these variables could substantially improve the predictive
performance of the model, they are only useful for predictions of daily burned area in real
time, after the fire initiates. In contrast, they are not available for wildfire risk assessment
before the ignition of a wildfire. We therefore repeated the analysis with and without
these variables, so that the model’s performance would be evaluated according to its
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purpose. When removing observations that do not include all of the aforementioned data
(i.e., observations from the first three days of the fire), the number of daily observations
was reduced to 821,376. We also performed an analysis that only includes the first day of
the fire, which included 584,877 observations.

Additional features (independent variables) included meteorological factors, topogra-
phy, fuel characteristics, and regional fire history. While the wildfire data were provided in
a relatively high resolution (250 m) some of the independent variables were only available
at coarser resolutions. This means that the presented models provide a lower bound on
the predictive performance and can theoretically be improved by higher resolution inde-
pendent variables (although this is not necessarily desired, as this would also mean users
would have to access such high-resolution data to apply our model). Most meteorological
data were taken from the ERA5 hourly reanalysis dataset [16]. We used 2 m temperature,
precipitation, relative humidity and 10 m wind velocity and direction. For precipitation
and relative humidity, for each observation we included three features: present value, value
in the previous month, and mean value in the previous year. We included these lagged
variables as previous studies have shown that past meteorological factors are correlated
with wildfire risk (e.g., [7]). We also included a variable for incoming short-wave solar
radiation, obtained as a daily mean in 0.25◦ resolution regions [29].

For each observation, we included various fire weather indices. These indices included
three groups: (1) Canadian Forest Service Fire Weather Index Rating System; (2) Australian
McArthur Mark 5 Rating System; and (3) U.S. Forest Service National Fire-Danger Rating
System. The variables in each group included (1a) fire weather index; (1b) build up index;
(1c) danger index; (1d) drought code; (1e) duff moisture code; (1f) initial fire spread index;
(1g) fine fuel moisture code; (1h) fire daily severity rating; (2a) Keetch–Byram drought
index; (2b) fire danger index; (3a) spread component; (3b) energy release component; (3c)
burning index; and (3d) ignition component. All data were available in 0.25◦ resolution
and were obtained from the Copernicus Climate Change Service [30].

Topography can affect the growth rate of a wildfire, and consequently the area burned
by the fire (e.g., [31]). We included the mean slope in a 0.1◦ × 0.1◦ region around the center
of the fire, based on the dataset published by [32].

Previous studies have shown that population density has a substantial effect on the
area burned by wildfires. We included population density based on the dataset of the
Center for International Earth Science Information Network [33]. While the original dataset
is provided with a resolution of ~1km, we calculated the mean population density in a
0.25◦ region whose center is located at the center of the fire.

Leaf area index (LAI) is a variable that describes the leaf material in a given location.
LAI is a dimensionless variable that varies between 0 and approximately 10. LAI data at
a 1/112◦ (~1 km) resolution were taken from [34]. The LAI data were separated into low
and high vegetation; we also included a variable of their sum. In addition, we included
the normalized difference vegetation index (NDVI), a dimensionless parameter which is
commonly used to estimate the density of live green vegetation. NDVI is calculated as
the difference between near-infrared (NIR) and red reflectance, divided by their sum [35]:
NDVI = NIR−Red

NIR+Red . We included the NDVI value of the 0.25◦ region of the wildfire in the
month before the fire, obtained from the NASA Earth Observations website [35].

Regional fire history was obtained from the Copernicus dataset ([13]), which maps
monthly burned areas in a 0.25◦ resolution. For each observation we included two variables:
one describing the total burned area in the region in the year prior to that observation, and
one describing the mean monthly burned area in the region from January 2003 up to the
month prior to the observation. Both variables excluded the month of the observation to
prevent data leakage.

As a categorical variable, month of the year was transformed into 1-of-C dummy
encoding [36]. Numerical features were standardized using the formula Zi =

xi−x
δx

where
xi are the original values, x is the mean value of the original values, and δx is their standard
deviation. The features and their sources are summarized in Table 1.
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Table 1. Summary of features and data sources.

Variable Abbreviation Source

daily burned area area_burned [14]

2 m temperature temp

[16]

relative humidity RH

10 m wind velocity wind_speed

precipitation prec

mean relative humidity in previous month RH_1_month

mean precipitation in previous month prec_1_month

mean relative humidity in previous year RH_12_months

mean precipitation in previous year prec_12_months

area burned in previous year burned_previous_year
[13]

median burned area mean_regional_burn_since_2003

month (categorical) month_1, month_2, etc. -

mean slope slope [32]

population density population [33]

leaf area index: low vegetation LAI_low
[34]leaf area index: high vegetation LAI_high

leaf area index: total LAI_tot

normalized difference vegetation index NDVI [35]

incoming short-wave solar radiation radiation [29]

daily fire weather index FWI

[30]

daily build-up index bui

daily danger index danger

daily drought code drought

daily duff moisture code duff_moisture

daily initial fire spread index initial_spread

daily fine fuel moisture code FFMC

daily fire severity rating severity

daily Keetch–Byram drought index KBDI

daily fire danger index fdi

daily spread component spread

daily energy release component energy

daily burning index BI

daily ignition component IC

Scatterplots of the target variable (the daily burned area) and each of the features are
presented in Figure A1 in Appendix A. Several wildfire indices are strongly correlated
with daily burned areas (though not necessarily by a linear correlation); for example,
KBDI, FFMC, and danger rating. Widespread wildfires appear to be rare with RH > 60%
or temperature < 280◦ Kelvin and are very rare with any positive daily precipitation.
As expected, highly populated areas are less prone to large wildfires. The latitude and
longitude scatterplot reflect the familiar (e.g., [37]) global wildfire distribution, such as
the peaks in the African longitudes and latitudes. The mean areas burned in the previous
1 and 3 days are positively correlated with the predicted burned area.
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2.2. Methodology

We developed regression models which predict daily burned areas in a given fire.
As stated in the previous section, we repeated the analysis either with or without data
on the previous days of the fire. Since we included a variable of the mean areas burned
in the previous three days of the fire, observations from the first three days of the fire
lacked these data and were therefore discarded in the analysis which included previous
fire data. For this reason, the subsets of the data were different in the two analyses. This
prevents a fair comparison that could clearly present the contribution of the previous fire
data. To resolve this issue, we could discard observations from the first three days of the
fire in both analyses; however, this would limit the validity of our models to advanced
(4+) days of the fire. Since predicting the first days of the fire is crucial in our opinion, we
chose a different approach: we present the results of the models when limiting the data to
advanced (4+) days of the fire either with or without previous fire days in order to provide
a fair comparison, but we also provide the results of the model without previous fire days
when applied on the entire dataset. The two approaches enable an evaluation of the models
either for the purpose of quantifying the contribution of data from previous fire days, or for
the purpose of prediction over the entire dataset. In addition, we present a model which
only includes the first day of the fire. Such a model can quantify the potential risk that a
fire would spread in its early stage if a fire were to ignite.

Our original data were extremely positively skewed, with skewness values of over 500
(Table 2). Developing models with such skewed data is problematic and could potentially
lead to biased predictions. We addressed this issue using two different approaches, both of
which are commonly used in the literature. The first approach is to apply a logarithmic
transformation of the data. The logarithmic transformation reduces the skewness of the
data and allows a more balanced prediction. The second approach is to use outlier detection
and to remove particularly large observations. The advantage of the latter is that it enables
prediction on the original scale of the data; however, its disadvantage is that it does not
provide predictions of large values. We applied outlier removal using the median absolute
deviation (MAD) value and removed observations whose values were not in the interval
of median ± 3·MAD [38]. We present the histograms of daily burned areas in the three
analyses along with their respective MAD boundaries in Figure 2. The skewness values
before and after applying these techniques are presented in Table 2.

Table 2. Data skewness.

Model Original Data Transformed
(Log) Data

MAD Outlier
Detection

Previous Fire Data Available 76.30 1.12 1.12

Previous Fire Data Not Available 126.82 1.46 1.47

Only First Day of Fire 559.80 1.64 −0.51
Skewness values for the original data, transformed data, and the original data after outlier removal either, based
on MAD method.

We evaluated the accuracy of these models by measuring the mean absolute error
(MAE), as is common in many ML papers (e.g., [9,39,40]). In the analysis in which the
data are transformed to a logarithmic form, we present both the MAE of the original
(exponentiated) data and the MAE of the transformed data. The MAE of the transformed
data is in fact the mean absolute percentage error (MAPE) divided by 100–MAPE, which
is defined as MAPE = 100· 1

n ∑n
i=1

∣∣∣ yi−xi
xi

∣∣∣ where x denotes the observation, y denotes the
predicted value, and n denotes the number of observations [41]. The MAPE metric is less
sensitive to errors in extremely large values (outliers) compared to metrics such as the
MAE, which are less suitable when the data include observations of different scales [42].
MAPE cannot be applied when the target variable can reach zero, as this would produce
an infinite error term; in the current study we did not include unburned observations, but
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rather only predicted the daily expansion rate of existing fires. Therefore, the use of MAPE
is valid in this sense. In addition, we also present the mean squared errors (MSE) and root
mean squared errors (RMSE).
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An additional section is dedicated to predicting whether the expansion rate of a fire
will increase or decrease in the following day. This becomes a classification problem in
which the target variable is 1 if the burned area is larger than that of the previous day,
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or 0 in case it is not. For this specific analysis, we added features which describe the
difference between the current meteorological factors and fire indices and their values in
the previous day. Different studies use different metrics for classification problems, the two
most common being the prediction accuracy metric, which is the percentage of correctly
classified observations, or the area under the curve (AUC) metric, which is the area under
the relative operating characteristic (ROC) curve [43]. We used the AUC metric because it
is considered preferable to accuracy in binary classifications [44]. A random classification
would produce an AUC score of 0.5; AUC scores between 0.5 and 0.7 are considered poor
prediction accuracies; scores between 0.7 and 0.9 are considerate moderate; and AUC scores
of 0.9 or above are considered excellent prediction accuracies [10,45].

We applied four different classification and regression models: (i) Random Forest
(RF) [46]; (ii) Extreme Gradient Boosting (XGBoost) [47]; (iii) Multilayer Perceptron (MLP),
a form of Neural Network [48]; and (iv) linear/logistic regression [49]. In addition, when
previous fire data were available, we present a naïve prediction which takes the burned
area in the previous day as the predicted area. We performed a train-test split where 25% of
the observations are used for testing. We also used a 5-fold cross-validation for the training
data. The analyses were performed using Python’s Scikit-learn package [50], apart from
the Extreme Gradient Boosting model which was based on the XGBoost package [47].

The RF, XGBoost, and MLP models were tuned by various hyperparameters. We
performed hyperparameter optimization for both models to achieve optimal predictions.
The following hyperparameters were examined for the RF and XGBoost: the number of
estimators (‘n_estimators’) between 100 and 300 and the maximal tree depth (‘max_depth’)
between 8 and 12. We used a minimal samples leaf (‘min_samples_leaf’) of 1, a learning
rate (‘learning_rate’ in XGBoost) of 0.3, and did not limit the maximal number of features
(‘max_features’ in RF). The accuracies presented in the Results section are of the optimal
hyperparameters. The following hyperparameters were examined for the MLP model:
the number and size of hidden layers (‘hidden_layer_sizes’), i.e., 1–3 hidden layers of
50–150 neurons, the Adam optimization algorithm [51], a learning rate of 0.001, and up to
200 epochs.

3. Results
3.1. Regression on Entire Dataset: Log Transformation

We begin by presenting the regression analysis for the entire dataset (without per-
forming outlier detection), using the log transformation. The results are summarized in
Table 3. For each subset of the data, we present the MAE scores for each of the models, both
in the transformed and in the original forms of the data. Both the right and left sides of
the upper part of the table are performed on the same subset of the data, which excludes
observations from the first three days of each fire. The left side makes use of previous fire
data, while the model described in the right side has no access to these data. In both cases,
the XGBoost model outperformed all other models. When previous wildfire data were
available, the XGBoost model obtained an MAE score of 1.76 km2 compared to slightly
inferior scores in the RF and MLP models, and a substantially inferior score (7.93 km2) in
the linear model. Compared to the naïve prediction of the area burned in the previous day,
our model obtained an improvement of 30% in terms of MAE (1.76 km2 versus 2.54 km2).
In terms of MAPE, we obtained a score of 77% compared to 104% in the naïve prediction.
Without information on the previous days of the fire, prediction accuracies decreased to
2.12 km2 (upper right side of the table).

The bottom left side of the table includes the entire dataset including observations
from the first three days of the fire, but does not utilize previous fire data as a predictive
feature. The bottom right side presents an analysis which only includes the first day of the
fire. The MAE scores in these two analyses are substantially better since these data include
a large number of small observations from the first three days of the fires. In the analysis of
the entire dataset without previous fire data, the XGBoost model obtained an MAE score of
1.15 km2 and a relative error which is similar to the previous analysis. In the final analysis,
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which only includes the first fire day, the MAE score improved to 0.33 km2 and the relative
error improved to 52%. In the last two analyses, the performance of the XGBoost model was
only slightly better than the other models, including the linear regression. Figures 3 and 4
provide further visualizations of the models’ performances.

Table 3. Summary of model performances.

Previous Fire Data Available
(Days 4+ of Fire)

Previous Fire Data Not Available
(Days 4+ of Fire)

MAE MSE RMSE MAE MSE RMSE

XGBoost 0.77 0.91 0.95 0.87 1.26 1.12

RF 0.78 0.93 0.96 0.92 1.43 1.20

MLP 0.78 0.95 0.97 0.91 1.38 1.18

LR 0.91 1.27 1.13 0.95 1.42 1.19

Naïve Prediction
(Burned Last Day) 1.04 1.56 1.25 - - -

Previous Fire Data Not Available
(Days 1+ of Fire) Only First Day of Fire

MAE MSE RMSE MAE MSE RMSE

XGBoost 0.75 0.92 0.96 0.52 0.44 0.66

RF 0.77 0.98 0.99 0.52 0.44 0.66

MLP 0.76 0.98 0.99 0.54 0.45 0.67

LR 0.80 1.04 1.02 0.54 0.47 0.69

Summary of model performances. All values in the table are in log (km2). The two upper models are performed
on the same subset of the data, which excludes the first three days of the fire. The bottom left model is trained on
the entire dataset and does not include data on previous days of the fire as predictors. The bottom right model
only includes observations of the first day of the fire.
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influential factor in this model is the mean area burned in the last three days, followed by 
the variable of area burned in the previous day. This suggests relatively low variability in 
daily burned areas. However, the mean area burned since the beginning of the fire is 
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Figures 5 and 6 present the SHAP values for our best model, XGBoost, with or without
previous fire behavior data available, respectively. Figure 7 presents SHAP values for the
analysis which only includes the first day of the fires. For each feature, SHAP values were
calculated by comparing the predictions without the feature with the predictions including
the feature [52]. Each dot in each feature represents the feature’s effect on the prediction in a
single observation. For clarity of viewing the graph, we randomly chose 5000 observations
from the entire dataset.
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Figure 6. Feature importance: previous fire behavior not available. Feature importance plot for the
highest performing model, XGBoost. Variables describing the behavior of the fire in the days before
the observations are not available in this model.

The features describing fire behavior in previous days were substantially more im-
portant than all other features including meteorological factors and fire indices. The most
influential factor in this model is the mean area burned in the last three days, followed by
the variable of area burned in the previous day. This suggests relatively low variability
in daily burned areas. However, the mean area burned since the beginning of the fire is
found to be less important, indicating some variation in daily burned area over longer time
periods of the fire. The next most important feature in both models is the mean monthly
burned area in the region since 2003. The long-term history of burned areas is positively
correlated with the target variable, indicating which areas are more prone to burning. In contrast,
the total area burned in the year before the fire is found to be significantly less important; it
does not even appear in Figure 5 and is rated relatively low in Figures 6 and 7. We believe
that this result has two explanations: the first is that medium-term (one year) history
is less statistically significant as it includes less data; the second is that in the one-year
timescale, burned regions are less prone to burning again because the remaining fuel loads
are reduced. This may explain why the one-year burned area variable is even negatively
correlated to the target variable in the first-day analysis (Figure 7).
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The remaining influential factors are similar, though not identical, in the three analyses.
As expected, location variables (latitude and longitude) were two of the most influential
factors in both models. Relative humidity was found to be important and negatively
correlated with fire growth rate as expected. In all three models, various fire indices had a
significant effect on model outcomes; however, the influential fire indices as well as their
order were significantly different between the models. One possible explanation of this
finding is that some of these indices are redundant and include similar information, so that
the most important indices are sensitive to the specific training data.

Topographic slope appeared in Figures 6 and 7, though its effect on both was not
found to be high. In both cases, slope appears positively correlated to wildfire growth
rate, but there are also many contradictory observations. We note that slope also had an
unexpected negative Pearson correlation coefficient (Figure A1). As for fuel loads, NDVI as
well as LAI were only influential in the two latter models. It is possible that fuel loads did
not appear directly in Figure 5 because the mean burned areas in previous days already
reflects the fuel loads in the region (as opposed to variables with higher daily variation
such as relative humidity).

3.2. Regression on Entire Dataset: Outlier Detection

In Table 4 we present the prediction accuracies after performing outlier detection based
on the MAD method. As expected, the absolute accuracies are substantially better than
those of the full model since the variance of the data is smaller. In all of the four analyses
the performances of the ML models are only slightly better than the performance of the
linear regression. Unlike the analysis on the full dataset (Table 3), including information
on the previous days of the fire did not improve the prediction accuracies. Even so, the
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analysis of feature importance provided overall similar results to those of the previous
section (presented in Appendix A).

Table 4. Summary of model performances with outlier removal.

Model
Previous Fire Behavior Available (Days 4+ of Fire)

MAE MSE RMSE

XGBoost 0.27 0.10 0.31

RF 0.27 0.11 0.33

MLP 0.27 0.11 0.34

LR 0.28 0.12 0.34

Model
Previous Fire Behavior Not Available (Days 4+ of Fire)

MAE MSE RMSE

XGBoost 0.27 0.12 0.35

RF 0.27 0.12 0.35

MLP 0.27 0.12 0.35

LR 0.29 0.12 0.35

Model
Previous Fire Behavior Not Available (Days 1+ of Fire)

MAE MSE RMSE

XGBoost 0.24 0.10 0.31

RF 0.24 0.10 0.31

MLP 0.24 0.10 0.31

LR 0.24 0.10 0.31

Model
Only First Day of Fire

MAE MSE RMSE

XGBoost 0.17 0.04 0.19

RF 0.17 0.04 0.19

MLP 0.17 0.04 0.19

LR 0.18 0.04 0.19
Model performances after applying outlier detection using the MAD method.

3.3. Classification: Increase or Decrease in Daily Burned Area

In this section, we predict whether a wildfire’s growth rate will increase or decrease
the following day. In other words, we predict whether the burned area at the day of the
observation is larger than that of the previous day. The results are summarized in Figure 8.
All three ML models obtained similar AUC scores of 0.89–0.90 (on a scale of 0 to 1, 0.5 being
a random guess). The logistic regression was significantly less accurate with an AUC score
of 0.61, only slightly higher than a flip of a coin.

A feature importance analysis based on SHAP values is presented in Figure 9. Here,
as well, the most important features are those describing the fire behavior in the previous
days. Unlike the regression analysis, the variable of the area burned in the previous day
and the variable of the mean areas burned in the previous three days have opposite effects
on the target value. We interpret this as the difference between these two variables; if
the area burned in the previous day is larger than the mean in the last three days, the
fire is decaying (and vice versa). Some additional influential variables concern regional
characteristics: mean burned since 2003, latitude, and longitude. As for meteorological
factors and fire indices, the most important features concern the relative change of these
variables compared to the previous day. However, some of these features are also significant
in their absolute form, such as RH and temperature.
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Figure 8. ROC curves: wildfire rate increase or decrease classification. ROC curves of the four models
used for classifying whether the fire’s rate will increase or decrease the following day. The XGBoost
model has the best prediction performance with an AUC score of 0.90 (on a scale of 0 to 1). The RF
and MLP models’ performance is slightly lower with an AUC of 0.89. The AUC score of the logistic
regression is substantially lower (0.61), which is only slightly better than a flip of a coin (AUC = 0.5).
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4. Discussion

In this study, we predicted daily wildfire behavior using a global wildfire dataset that
provides daily wildfire data at the individual fire level [14]. Using several different data
sources, we created a novel dataset which describes the meteorological factors, fuel loads
and topography for each observation. We applied several state-of-the-art Machine Learning
models to predict the daily wildfire growth rate for each fire, either with or without
information on the wildfire behavior in previous days. The study joins several previous
papers which have applied ML models to wildfire growth predictions (e.g., [24,25,27]). In
contrast to physics-based systems which require various and accurate data for predictions
(e.g., [17]), ML-based models leverage large datasets to provide accurate data-driven
predictions. To the best of our knowledge this is the first paper to apply ML models to
wildfire growth rate predictions using a global dataset, making it applicable throughout
the globe.

Our best model obtained an MAE score of 1.15 km2 for the entire data. When limiting
the data to advanced (4+) days of the fire, we compared the prediction accuracies either
with or without previous wildfire data. In this subset of the data our best model obtained
an MAE score of 1.76 km2 when using information on the previous days of the fire and
2.12 km2 when these variables were not available. A naïve prediction that the burned
area is identical to that of the previous day provided a significantly inferior MAE score of
2.54 km2: a 30% difference from the ML model on the same dataset. This demonstrates
that information on previous days of the fire is important for future predictions, but is not
sufficient by itself and should therefore be combined with meteorological and additional
factors for improved performance.

The importance of previous wildfire data was also demonstrated in the features
importance analysis. When this information was available it had a substantial effect on the
model. Longer term historical data of wildfires in the region was also extremely important
and had a strong and positive correlation on wildfire growth rate. In contrast to the data on
previous wildfire behavior, the long-term historical data are available before a fire initiates,
and so it can be used to identify fire susceptible regions. The location-dependent effect was
also reflected by the latitude and longitude variables. As for the meteorological factors, we
found that RH had the most important effect on daily wildfire growth rate, in accordance
with previous research. The effect of some factors was surprisingly small, such as the
wind speed that did not appear in the 20 most important features of any model, and the
topographic slope which only had a marginal effect. However, one possible explanation is
that the wind speed is reflected in some of the fire indices and might be less significant by
itself. The absence of several wildfire indices from the most important features lists is also
unexpected but could potentially be explained by redundancy as well.

An additional section was dedicated to predicting whether a wildfire’s growth rate
will increase or decrease the following day. While the ML models also outperformed
traditional models in the previous analyses, the advantage of the ML models was extremely
significant for this purpose. The ML models obtained a 90% accuracy, compared to only
61% using a logistic regression. To the best of our knowledge, these AUC scores are higher
than those obtained in previous studies (e.g., [24]).

The contribution of this study can be summarized from several aspects concerning
data, methodology, and results. We have built on previous studies and utilized large and
detailed wildfire datasets to develop ML-based models for wildfire growth prediction [14].
The performance of the trained models is substantially higher than linear or logistic re-
gressions as we have demonstrated using various models and metrics. As the models
were developed using a global dataset, their results can be applied in any location and can
potentially improve current fire weather indices which have mostly been developed using
linear regressions. In addition, these models provide a better understanding of the most
influential factors in wildfire growth rate.
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One limitation of the current study is that it does not predict where the fire would
spread, but rather its total spread rate. Predictions of spread direction (such as in [25]) are
also important for firefighting purposes. An additional possible limitation concerns the
nature of the global dataset used in this study; although using a global dataset for model
training is helpful for generalization purposes, it might overlook regional characteristics
and underperform compared to models which are focused on a specific region. A focus
on specific regions and vegetation types also enables performing an evaluation of the ML
models on experiments (e.g., [26] in Australian grassfires).

Future studies can build upon the results of this research in several different research
directions. At the practical level, we propose to apply ML-based fire indices that could
assess the expected expansion rate of a wildfire in case it occurs. In addition, ML-based
indices could be used to estimate the progress rate of ongoing wildfires. This information is
crucial for decision makers during wildfire crisis management and could assist in decisions
such as evacuation of the population or spatiotemporal considerations of fire attack. An
additional direction of research could focus on predicting which areas are expected to be
burned, in contrast to the current study that predicted how much area will be burned.
Previous studies have applied deep learning algorithms for such tasks (e.g., [25]), but not
on a global scale. Finally, the results of this study provide a better understanding and
quantification of the relations between meteorological conditions and wildfire behavior;
applying our models on climate change projections could provide insights regarding the
expected nature of wildfires in a changing climate.
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Appendix A

Figure A1 presents scatterplots of the target variable (the daily burned area) and each
of the features used in the model.

Figures A2–A4 are similar to Figures 5–7, but are for the models that were trained
on the data after outlier detection based on the MAD method. The results differed only
slightly from the original analysis.
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Figure A1. Scatterplots of the features and the target variable. Descriptive statistics for all features
used in the model. The y-axis represents daily burned areas in km2 (log scale) and the x-axes represent
the values of the different features. The Pearson correlation coefficient is presented for each subplot.
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Figure A2. Feature importance: previous fire behavior available, MAD outlier detection. Feature
importance plot for the highest performing model, XGBoost. Variables describing the behavior of the
fire in the days before the observations are available in this model. Outliers were removed based on
the MAD method.
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Figure A3. Feature importance: previous fire behavior not available, MAD outlier detection. Feature
importance plot for the highest performing model, XGBoost. Variables describing the behavior of the
fire in the days before the observations are not available in this model. Outliers were removed based
on the MAD method.
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Figure A4. Feature importance: first day of fire, MAD outlier detection. Feature importance plot for
the highest performing model, XGBoost. Since only the first day of the fire is included in this analysis,
no previous fire data are available. Outliers were removed based on the MAD method.
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