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Abstract: Globally, fire incidents cause significant social, economic, and environmental
destruction, making early detection and rapid response essential for minimizing such devas-
tation. While various traditional machine learning and deep learning techniques have been
proposed, their detection performances remain poor, particularly due to low-resolution
data and ineffective feature selection methods. Therefore, this study develops a novel
framework for accurate fire detection, especially in challenging environments, focusing
on two distinct phases: preprocessing and model initializing. In the preprocessing phase,
super-resolution is applied to input data using LapSRN to effectively enhance the data
quality, aiming to achieve optimal performance. In the subsequent phase, the proposed
network utilizes an attention-based deep neural network (DNN) named Xception for de-
tailed feature selection while reducing the computational cost, followed by adaptive spatial
attention (ASA) to further enhance the model’s focus on a relevant spatial feature in the
training data. Additionally, we contribute a medium-scale custom fire dataset, comprising
high-resolution, imbalanced, and visually similar fire/non-fire images. Moreover, this
study conducts an extensive experiment by exploring various pretrained DNN networks
with attention modules and compares the proposed network with several state-of-the-art
techniques using both a custom dataset and a standard benchmark. The experimental
results demonstrate that our network achieved optimal performance in terms of preci-
sion, recall, F1-score, and accuracy among different competitive techniques, proving its
suitability for real-time deployment compared to edge devices.

Keywords: fire disaster; deep learning; machine learning; surveillance system

1. Introduction
Globally, fire disasters are considered the most widespread destructive hazards, with

severe consequences for properties, environments, and human life. Fire can ignite in both
human-made and natural environments due to equipment failure, climate variation, human
activities, and elevated temperatures, having substantial consequences in several fields such
as forest zones, urban regions, factories, and residential buildings. Promptly overcoming a
fire disaster is exceptionally challenging, particularly in the early stages, when fires can
occur in regions filled with highly flammable materials, such as residential areas and forest
woodlands. Overall, wildfires, such as bushfires and forest fires, cause significant devasta-
tion due to their rapid propagation, leading to substantial environmental destruction. For
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instance, studies have reported that a bushfire that occurred in Australia in 2020 during
January and March had substantial consequences, such as the deaths of 33 individuals and
approximately 1.5 billion animals, and the destruction of over 3000 houses [1–6].

Similarly, another study claimed that fire in California caused significant loss of
life and extensive damage to properties [7,8]. Fires in residential buildings and vehicles
pose major risks to human safety and assets. A 2018 study reported that, from 1993
to 2016, approximately 4.5 million fire incidents occurred across more than 50 nations,
leading to approximately 62,000 deaths [9]. Between 2009 and 2015 in China, the average
number of vehicle fires per year was 20,000, imposing an annual financial toll reported
to be around CNY 370 million [10]. Additionally, in the United States in 2019, there were
approximately 189,500 highway vehicle fires, resulting in 550 fatalities [11]. Hence, utilizing
smart technology, including various vision-sensor-based algorithms and leveraging edge
devices, can significantly reduce fire risk in the initial stages, with the aim of mitigating the
various consequences of fire disasters.

Fire detection approaches based on vision sensors can be broadly divided into two
distinct categories: machine learning (ML) and deep learning (DL). ML-based techniques
place significant emphasis on determining color, shape, and texture characteristics in
the input data, as discussed in [12,13]. ML approaches heavily depend on manually
crafted features, although choosing the relevant features is challenging, such as flame
characteristics, burning materials, the effect of lighting, and airflow, which continuously
change the shape of fires. Hence, attaining the optimal performance for effective fire
detection in terms of accuracy, loss, and primary metrics like the false-positive rate (FPR)
and false-negative rate (FNR) remains a persistent and unresolved challenge in traditional
ML approaches.

To address the problems of using ML-based techniques, researchers have directly
migrated to exploring DL-based techniques, which are considered the most popular ap-
proaches in various computer vision applications [12,14,15]. These techniques compara-
tively offer higher performance and significantly reduced false alarm rates in real-time
decision making compared to ML-based methods. However, DL-based approaches still
suffer from various limitations including fire localization and detection, particularly in
complex environments such as conditions involving fire-colored lights, similar objects to
fire, or sunlight that mimics fire. Additionally, various studies have [7,16–18] contributed
datasets for experimental analysis that lack sufficient fire images for training and testing
and are often small and lacking in diversity. This limitation hinders the development of
robust and reliable models that are trained on effective data. To address this issue, we
collected images from various sources including publicly available datasets, Google, and
YouTube, particularly focusing on high-resolution images of both indoor and outdoor
settings. Additionally, existing deep learning models continue to struggle to achieve both
efficiency and accuracy, limiting their real-world applicability in fire detection systems.
Overall, the major contributions of the study are given below:

• This study offers a custom fire dataset comprising two distinct classes, fire and non-fire,
containing highly diverse and visually similar images in both categories. Our custom
dataset tackles the challenge of distinguishing fire from non-fire objects, improving
detection accuracy in complex real-world scenarios.

• This study introduces a novel super-resolution preprocessing technique applied to our
custom dataset, focusing on enhancing image quality while preserving key informa-
tion. This approach improves the dataset’s usability for training deep learning models,
ultimately leading to more accurate fire detection.

• We introduce a proposed network, an innovative framework for fire detection that
addresses the limitations containing existing techniques. The proposed network is
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built upon a pretrained optimized Xception architecture and incorporates an adaptive
spatial attention (ASA) module to highlight relevant features and enhance the selection
of dominant features from the training data, respectively.

• We conduct extensive experiments, comparing the proposed network with various
deep-learning-based pretrained techniques, with and without attention modules and
other state-of-the-art methods, and using the custom and benchmark datasets. The de-
tailed analysis demonstrates that the proposed network outperforms the benchmarks
in terms of precision, recall, F1-score, and accuracy, proving its suitability for real-time
decision making.

2. Related Work
Currently, early fire detection solutions have become a critical area of research due

to their potential to mitigate widespread social, economic, and environmental damage.
Traditional fire detection systems, such as smoke or heat detectors, often suffer from de-
layed responses or inaccuracies in certain conditions or a wide range of areas, leading to
a growing interest in using ML and DL approaches [19–21]. The various existing studies
in the fire domain offer solutions with efficient and effective performances, especially in
diverse and challenging environments. However, these existing studies are associated with
certain limitations, including limited data availability, slow inference time, and suboptimal
performance when it comes to complex scenarios. For instance, several authors employing
traditional machine learning methods have proposed various techniques focused on spa-
tial, temporal, and spectral analysis to enhance fire detection accuracy using input data.
However, these approaches often rely on the assumption that fires display unusual shapes,
which may not be reliable, as objects can change shape during movement [16]. Traditional
machine learning techniques, such as the quick Fourier transform and wavelet analysis,
have been implemented [22]. In another study, researchers utilized color features, shape
variations, mobility analysis, and bag-of-words techniques to classify fires, particularly
in their early stages [12]. Earlier approaches also employed a gray-level co-occurrence
matrix and a histogram of oriented gradients alongside SVM [23]. Nonetheless, TFD-based
methods involve complex and time-consuming manual feature extraction, which often
leads to challenges in achieving high precision. Consequently, researchers have increasingly
turned to deep learning techniques due to their superior performances.

In the recent literature for better fire scene classification, Khan et al. [24] proposed
a UAV-based forest firefighting system that incorporates computer vision for continuous
forest surveillance and fire detection. In this study, the authors used a VGG-19-based
transfer learning technique for accurate fire detection using the DeepFire dataset, and
they achieved a mean accuracy of 95%, with precision and recall rates of 95.7% and 94.2%,
respectively. However, the system is limited by the potential for false alarms and the need
for improved spatial resolution in the DeepFire dataset. Another study presented by Ayumi
et al. [25] implemented a DL-based network for fire detection, particularly for outdoor fire
detection, specifically focusing on fire in the forest; they utilized two distinct networks,
including Xception and the MobileNet model Furthermore, to improve model accuracy,
Contrast-Limited Adaptive Histogram Equalization (CLAHE) and data augmentation
techniques were applied, resulting in optimal performance on the test data. Similarly,
Nadeem et al. [26] presented a new lightweight network (FlameNet) for efficient real-time
monitoring of fires in smart cities; the approach was shown to be particularly effective
for classifying disasters into two different categories: fire and non-fire In their study, the
authors proposed a framework for detecting fires in input data, followed by triggering an
alert to fire and rescue departments. Additionally, the authors introduced a custom dataset
to conduct comprehensive experiments, allowing for a thorough evaluation of the proposed



Fire 2025, 8, 15 4 of 18

network in comparison to other techniques. While their proposed FlameNet demonstrated
promising performance, further development is needed to accurately localize fire sources,
such as those in cars, buildings, and ships.

In a study presented by Seydi et al. [27], the authors designed an innovative DL-
based framework called Fire-Net for detecting fire in small forest areas. This framework
was trained using Landsat-8 imagery to identify active fires; the experimental results
demonstrated an overall accuracy of 97.35%, which shows that the model is able to detect
even small active fires. Dilshad et al. [5] implemented a DL network named E-FireNet,
considered to be a real-time, efficient fire detection framework; they accomplished the
best validation accuracy with limited parameters on a custom dataset. Chetoui et al. [28]
published the latest object detection models, YOLOv8 and YOLOv7, for fire and smoke
detection. The models were trained on their newly created dataset that obtained an mAP50
of 92.6%, a precision score of 83.7%, and a recall of 95.2%, respectively. However, further
improvement is needed to effectively discriminate smoke from similar elements like fog,
haze, and clouds. As a follow-up to the research presented by Goncalves et al. [29], the
YOLOv7x and YOLOv8s models were used to detect wildfires and smoke. The models were
evaluated on the D-fire and WSDY datasets, where YOLOv7x showed the best detection
performance, achieving an mAP of 80.40 on the D-Fire dataset, while YOLOv8s achieved
a high performance with an mAP of 98.10% on the WSDY dataset. A study by Wahyono
et al. [30] introduces a novel framework that combines color, motion, and shape features
with machine learning techniques. The characteristics of the fires were not only extracted
by their color but also by their irregular shapes and movements. An experiment was
conducted on the VisiFire dataset and yielded 89.97% and 10.03% in the true positive rate
and the false negative rate, respectively. Nevertheless, the physical installation of the
camera poses a significant challenge. In a more recent investigation aiming to reduce the
limitations of false positive rates, Xu et al. [31] implemented a new technique based on
a hybrid structure, utilizing two individual learners, including Yolov5 and EfficientNet,
which were integrated to accomplish the fire detection process and to be responsible for
acquiring global information, respectively. For assessment, a custom dataset was used that
improved detection performance by 2.5% to 10.9% and decreased false positives by 51.3%.

A study by Shamta et al. [32] developed a deep-learning-based surveillance system for
early forest fire detection and monitoring using a UAV equipped with an NVIDIA Jetson
Nano and a camera. Thereafter, the CNN-RCNN model was used for fire classification the
YOLOv5 and YOLOv8 models were used and for fire detection; these achieved excellent
results in the testing phase. For a more accurate and effective real-time monitoring system,
further refinements and field implementations are necessary. In later research, to detect
smoke in forest fire images, Kim et al. [33] proposed a modified version of the YOLOv7
model incorporated with a CBAM attention mechanism for improving the YOLOv7 feature
extraction ability. Additionally, the model was then assessed on their smoke dataset,
which outperformed the existing state-of-the-art and multistage object detection models.
However, for advanced smoke detection in wildland scenarios, further improvements in the
quality of smoke images are necessary. In another methodology, Luan et al. [34] designed
an improved YOLOX network for the fast detection of forest fires in UAV images. A
multi-level feature extraction structure model was employed to increase feature extraction
capability in complex fire environments. Subsequently, a CBAM attention mechanism is
embedded in the neck network to reduce interference caused by background noise and
irrelevant information. The model was then assessed on test data, outperforming deep
learning algorithms such as FasterRCNN, SSD, and YOLOv5, respectively. A thorough
literature review highlights several critical gaps in the current fire detection research that
must be addressed. These limitations include the following: (1) A lack of comprehensive
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training data that adequately capture diverse weather conditions, real-world scenarios,
and high-resolution images without compromising detail. (2) Many existing deep learning
models suffer from high computational complexity, a high number of parameters, and
slow inference times, making them impractical for real-time decision making. (3) Persistent
challenges in fire scene classification and localization result in suboptimal performances,
especially in complex environments, requiring significant improvements to achieve better
performance across various evaluation metrics. The subsequent section provides an in-
depth analysis of the proposed network and the advanced modules that are integrated into
its architecture.

3. Methodology
This section presents the methodology of our proposed model for accurate fire de-

tection. We start with advanced preprocessing techniques, focusing on super-resolution
methods, to enhance low-resolution images into high-resolution formats while maintaining
crucial information. Next, we employ a DL-based optimized network, Xception [35], for
feature extraction over training data. Additionally, to enhance the model’s focus on task-
relevant features, we then integrated an attention mechanism known as the ASA attention
module, aiming to enhance overall performance significantly in complex environments.
Finally, fully connected layers are implemented for the final classification into either fire or
non-fire categories. Overall, detailed discussions regarding the preprocessing techniques
and the various modules integrated into the proposed network are provided in subsequent
sections. The main diagram is shown in Figure 1.
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3.1. Data Preprocessing

The data preprocessing for our fire detection task focuses on increasing the data res-
olution from low quality to high quality without losing relevant information using the
Laplacian Pyramid Super-Resolution Network (LapSRN) [36–38]. Our custom dataset
contains images with limited resolution, resulting in the loss of fine details such as flame
boundaries, smoke textures, and spark patterns. These subtle details are crucial for ac-
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curately detecting fire-related features, and without resolution enhancement, the model
might miss typical information. To address this, in this study, LapSRN is utilized as a
preprocessing step to improve image quality. LapSRN works by progressively reconstruct-
ing high-resolution images from low-resolution inputs using a CNN with a coarse-to-fine
approach. The network employs a pyramid structure that processes the image at multiple
levels, each generating residuals that are used to refine the higher-resolution output.

At each level, l, the low-resolution input image is upsampled by a factor of 4, which
can be mathematically represented as:

Il+1 = Upsample (Il) + Rl (1)

where Il is the input image at level l, Rl is the residual image predicted by the network at
that level, and Upsample (Il) is the upscaled version of Il .

The network minimizes the reconstruction error using L1 loss between the super-
resolution image ISR and the high-resolution ground truth IHR, which is expressed as:

L(ISR, IHR) =
1
N ∑1

i=1||ISR(i)− IHR(i)||1 (2)

Here, N is the total number of pixels in the image; ISR(i) refers to the pixel value at the
i − th position in the super-resolution image; IHR(i) refers to the pixel value at the i − th
position in the high-resolution ground truth image. By applying this loss, the network
ensures the preservation of important structural details in the super-resolution images.

This preprocessing step using LapSRN enhances the overall quality of the fire images,
allowing our detection model to extract more accurate and meaningful features from the
dataset. The high-resolution images provide the model with the necessary fine details to
improve its performance in identifying fire-related patterns, making it more reliable for
real-world applications. The internal structure of the LapSRN network is shown in Figure 2.
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3.2. Deep Feature Selection

In the computer vision domain, DL-based networks have been explored in various
fields including video summarization, anomaly detection, medical image analysis, disease
identification, object detection, and vehicle re-identification. DL-based algorithms are
generally structured into several stages, including convolutional layers, pooling layers, and
a final multi-layer perceptron. Deep convolutional neural networks (DCNNs) consist of an
input layer, multiple hidden layers, and a fully connected layer with a SoftMax activation
function [39]. In these networks, relevant features are extracted from the training data via
convolutional layers, followed by downsampling through the mean, min, and max pooling
layers to reduce dimensionality, ultimately aiding in the decision-making process.
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Selecting efficient and effective algorithms in the computer vision domain—especially
for deployment on edge devices—presents a significant challenge. The goal is to achieve op-
timal performance while maintaining low computational complexity [40]. Each CNN-based
architecture possesses unique strengths and weaknesses. Notably, pretrained architectures
such as VGG16 [41] and AlexNet [42] are popular due to their straightforward design and
ease of implementation. AlexNet [42], in particular, set a benchmark for deep learning
frameworks after its success in the ImageNet competition. Moreover, enhancing the model
architecture, particularly by increasing the number of convolutional layers, is commonly
believed to improve overall performance, a claim supported by the VGG16 [41] model.
VGG16’s internal architecture, featuring 16 convolutional layers with varying filter sizes,
is recognized as a robust feature extractor. It excels in performance on large datasets,
especially in scenarios with typical backgrounds. Additionally, VGG16 [41] significantly
improves classification accuracy, making it a strong choice for such applications.

Existing studies indicate that deep architecture-based networks, such as as VGG19
and VGG16 [41], deliver significant performance across various tasks.

Although these networks suffer from computational complexity, they may not be
applicable for real-time decision-making over edge devices. On other hand, CNN-based
architectures, particularly NASNetMobile [43], EfficientNetB0 [44], Xception [35], and
MobileNet, demonstrate superior performance with fewer parameters, especially in vi-
sual tasks. Among these networks, NASNetMobile, EfficientNetB0, and MobileNet are
optimized for rapid and reliable response times. However, they tend to underperform in
complex scenarios. In contrast, Xception [35] excels in various challenging visual tasks
while maintaining a reduced parameter count, making it particularly suitable for applica-
tions that require fast processing capabilities. The Xception architecture provides significant
advantages in computational efficiency, making it an appealing choice in many scientific
contexts. It is crucial to consider the practical aspects of implementation, including the com-
putational costs and the limitations of existing lightweight models for flam detection. We
therefore introduce a novel framework that focuses on an optimized Xception architecture
with an attention module named ASA for efficient fire classification and localization.

The Xception architecture, a deep learning-based model, is built using core com-
ponents and depthwise separable convolution layers, offering a powerful and efficient
structure for image and video visual tasks (see Equation (3)). In Xception, the internal
architecture contains 71 distinct layers, integrating a special structure that is particularly
focused on optimal feature selection while maintaining computational efficiency, as
shown in Figure 3. Additionally, the initial layer mainly utilizes a standard convolution
to process the training data effectively, followed by various building blocks, utilizing
depthwise separable convolution layers and emphasizing two distinct operations includ-
ing depthwise convolution; these implement a single filter per input channel. Pointwise
convolution is also conducted, which uses 1 × 1 filters to combine the outputs from
the depthwise layers. The procedure allows the networks to acquire typical relevant
features while significantly reducing the number of parameters compared to traditional
convolutional layers.

Yd = D(X) = ∑C
i=1 Wi

d ∗ Xi (3)
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The standard input dimension for Xception [35] is generally configured at 299× 299× 3, in-
dicating the width, height, and number of channels (RGB). Each convolutional layer is followed
by batch normalization to stabilize and improve the training and convergence, respectively.
Additionally, the networks utilized rectified linear unit (ReLU) activation functions throughout
the network, aiming to improve the model’s ability to learn complex representations. Ad-
ditionally, the architecture employs global average pooling (GAP) to further emphasize
dimensionality reduction and summarize overall features detailed, mainly calculating the
average of each feature map to generate a compact representation of the extracted features.
In the pretrained Xception [35] architecture, the dense layers are omitted, resulting in the
extraction of a feature map with dimensions of 8 × 8 and 2048 channels. These extracted
features can be mathematically represented as:

Ω = (Φ, α)(x), (4)

where Φ indicates the feature vectors, as (8 × 8), α represents the number of channels, and
x is the training data (here, fire images). In addition, the feature vector Ω encapsulates a
comprehensive range of information, including the object’s configuration, boundary details,
colors, shapes, and other primary characteristics.

To enhance the representation of the Ω feature map, Xception incorporates an ASA
module before making a final decision, which effectively captures essential spatial patterns,
allowing for improved performance in various visual tasks, significantly for fire classifica-
tion and localization. Our proposed framework not only facilitates robust feature extraction
but also promotes efficient computation, making it a preferred choice for a wide array of
applications in the fire domain.

3.3. Adaptive Spatial Attention (ASA)

This study implements an attention module named ASA, shown in Figure 4, which
is presented with the aim of further increasing the intermediate feature representations
acquired from the backbone network [26,45]. The attention module specifically produces a
spatial attention map by incorporating the inter-spatial relationships among features. In
contrast to channel attention, which focuses features across distinct channels, the spatial
attention module emphasizes specific regions that contain relevant elements within the
vectors. To compute spatial attention, we begin by employing the min and max pooling
operations. This is followed by the feature descriptor, mainly created by combining the
features, which obtains the min and max operations. In this mechanism, the utilization of
pooling operation has proven effective in emphasizing the informative area. Hence, the
spatial module takes advantage of the inter-spatial connections between features. Unlike
channel attention, the ASA mechanism is particularly introduced to identify the most essen-
tial region, thereby enhancing the quality of the intermediate features. The incorporation of
the pooling operations along the axis serves as an effective technique for highlighting areas
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with high dominance values. The combination of these two pooling operations, such as
min and max, leads to the generation of enhanced features, as given below.

ΩΣ = Avg − P( f ) (5)

Ωλ = Max − P( f ) (6)

In these Equations, ΩΣ denotes the output of the Avg average pooling operation
applied to the feature map P( f ), while Ωλ signifies the output of the Max maximum
pooling operation applied to the feature map P( f ). After the feature maps are generated
from the respective pooling operations, they are combined using an addition operation. This
merged output is then passed through a convolutional layer to produce a two-dimensional
spatial attention (SA) feature map.

Within the ASA module, we integrated two convolutional layers. The first employs a
1 × 1 convolution, and the second uses a 3 × 3 convolution. Both layers are followed by
the ReLU activation function. Unlike previous research that applied dilated convolutions,
our method uses standard convolutions, and this choice has been empirically validated to
show its effectiveness.

SA( f ) = ⊗( f1×1(⊗( f3×3(ΩΣ + Ωλ)))) (7)

The f in the given Equation indicates the convolutional filter size, applied in the spatial
attention mechanism. The spatial attention map, as demonstrated as SA, is generated by
concatenation feature maps through following steps. First, average pooling (ΩΣ) and
max pooling (Ωλ) are implemented in the feature maps. These two outputs are then
combined together with the summed function, as mentioned (ΩΣ +Ωλ) to form a combined
feature representation.

Next, the combined feature map undergoes a sequence of convolutions. A 3 × 3
convolution ( f3×3) is applied to extract spatial features, followed by a 1 × 1 convolution
( f1×1) to reduce the number of channels while maintaining spatial information. The final
output, spatial attention ( f ), is produced after applying these convolutional layers, which
are represented by the convolution operation ⊗.

SA( f )GAP = GAP( f ) (8)

The output from the GAP operation is concatenated with the filter function f , leading
to the generation of the concatenated feature maps, denoted as fspa:

fspa = Θ[SA( f )GAP, f ] (9)

The concatenated feature maps fspa undergoes batch normalization to stabilize and
optimize the learning process. These normalized features are then integrated with the
original feature set Ω, yielding the final feature representation fspa f :

fspa f= ⊗ [BatchNorm, Ω] (10)

After obtaining fspa f , the features are fed through three dense layers with 32, 16, and
2 neurons, respectively, for final classification. A so f tmax function is subsequently applied
to classify the input images into their designated categories, finalizing the output of the
classification process.



Fire 2025, 8, 15 10 of 18

Fire 2025, 8, x FOR PEER REVIEW 9 of 18 
 

 

𝛺ఀ = 𝐴𝑣𝑔 − 𝑃ሺ𝑓ሻ  (5)Ω = 𝑀𝑎𝑥 − 𝑃ሺ𝑓ሻ (6)

In these Equations, 𝛺ఀ denotes the output of the 𝐴𝑣𝑔 average pooling operation ap-
plied to the feature map 𝑃ሺ𝑓ሻ, while Ω signifies the output of the 𝑀𝑎𝑥  maximum pool-
ing operation applied to the feature map 𝑃ሺ𝑓ሻ. After the feature maps are generated from 
the respective pooling operations, they are combined using an addition operation. This 
merged output is then passed through a convolutional layer to produce a two-dimen-
sional spatial attention (SA) feature map. 

Within the ASA module, we integrated two convolutional layers. The first employs 
a 1 × 1 convolution, and the second uses a 3 × 3 convolution. Both layers are followed 
by the ReLU activation function. Unlike previous research that applied dilated convolu-
tions, our method uses standard convolutions, and this choice has been empirically vali-
dated to show its effectiveness. 𝑆𝐴ሺ𝑓ሻ =⊗ ሺ𝑓ଵ×ଵሺ⊗ ሺ𝑓ଷ×ଷሺ𝛺ఀ  Ωሻሻሻሻ  (7)

The 𝑓 in the given Equation indicates the convolutional filter size, applied in the spa-
tial attention mechanism. The spatial attention map, as demonstrated as 𝑆𝐴, is generated 
by concatenation feature maps through following steps. First, average pooling (𝛺ఀ) and 
max pooling (Ω) are implemented in the feature maps. These two outputs are then com-
bined together with the summed function, as mentioned (Ω𝚺  Ω) to form a combined 
feature representation. 

Next, the combined feature map undergoes a sequence of convolutions. A 3 × 3 con-
volution (𝑓ଷ×ଷ) is applied to extract spatial features, followed by a 1 × 1 convolution (𝑓ଵ×ଵ) 
to reduce the number of channels while maintaining spatial information. The final output, 
spatial attention ሺ𝑓ሻ, is produced after applying these convolutional layers, which are rep-
resented by the convolution operation ⊗. 𝑆𝐴ሺ𝑓ሻீ = 𝐺𝐴𝑃ሺ𝑓ሻ  (8)

The output from the GAP operation is concatenated with the filter function 𝑓, lead-
ing to the generation of the concatenated feature maps, denoted as 𝑓௦:  𝑓௦ = 𝛩 ሾ𝑆𝐴ሺ𝑓ሻீ, 𝑓ሿ  (9)

 

Figure 4. The adaptive spatial attention module used in this study. 

The concatenated feature maps 𝑓௦ undergoes batch normalization to stabilize and 
optimize the learning process. These normalized features are then integrated with the 
original feature set 𝛺, yielding the final feature representation 𝑓௦ : 𝑓௦ = ⊗ ሾ𝐵𝑎𝑡𝑐ℎ𝑁𝑜𝑟𝑚, 𝛺ሿ  (10)

After obtaining 𝑓௦, the features are fed through three dense layers with 32, 16, and 
2 neurons, respectively, for final classification. A 𝑠𝑜𝑓𝑡𝑚𝑎𝑥  function is subsequently 

Figure 4. The adaptive spatial attention module used in this study.

4. Results and Discussion
This section offers a detailed overview of the experimental setup and parameter

initialization, as well as evaluation metrics used to validate the model’s performance,
alongside a comprehensive explanation of the custom dataset and a standard benchmark.
Additionally, we provide a thorough comparative analysis of the proposed network against
various competitive techniques, measured using precision, recall, F1-score, and accuracy.
In this work, all competitive networks, including the one proposed here, are trained at a
low learning rate with over 30 epochs to improve the retention of learned information. We
standardized the input size to 224 × 224 pixels and set a batch size of 32, using the Adam
optimizer configured to 1 × 10−5. In this study, the hyperparameters for the experimental
analysis were carefully selected to optimize the proposed network and prevent underfitting
or overfitting. The selection process involved a systematic approach, using techniques such
as grid search to assess several combinations of hyperparameters, for example, determining
different values for the number of epochs, learning rates, and batch sizes. The combination
of parameters that demonstrated optimal results on the validation set was chosen for the
final model. This technique ensured that the proposed network was well-tuned for the
custom dataset, balancing performance and computational efficiency. Additionally, all
the experimental analyses were conducted on a Windows 10 system equipped with an
NVIDIA 2060 GPU that has 6 GB of memory; Kera’s deep learning framework was used,
with TensorFlow as a backend, and python version 3.9. Moreover, various performance
indicators, including precision, F1-score, and accuracy, are used to assess the effectiveness
of the proposed network and the other comparative models, as detailed in the next section.

4.1. Evaluation Metrics

In the following section, we present the comprehensive information of each evaluation
metric as utilized in the study for comparative analysis. In the classification task, precision,
as a well-known evaluation metric, is used to indicate the percentage of instances labeled
as “Fire” that are correctly identified as actual fire within the training data, as described in
Equation (11). Similarly, recall measures the ability of the network to correctly identify all
relevant instances, focusing on the proportion of true positives out of the actual positives
in the input data, as given in Equation (12).

Precision =

(
TP

TP + FP

)
(11)

Recall =
(

TP
TP + FN

)
(12)

Additionally, the F1-score illustrates a performance metric that concatenates both
precision and recall into a single score, giving a balance between the two. The F1-score is
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mathematically calculated as the harmonic mean of precision and recall, allowing for an
assessment of a model’s accuracy in classifying positive instances, as given in Equation (13).

F1 − score = 2 ×
(

Precision × Recall
Precision + Recall

)
(13)

Furthermore, accuracy, defined as the percentage of correct predictions relative
to the total predictions across all categories, is calculated using the formula provided
in Equation (14):

Accuracy =

(
TP + FN

TP + TN + FP + FN

)
(14)

In the given equation, TP (true positive), TN(true negative), FP( f alse positive), and
FN ( f alse negative) indicate true positive, true negative, false positive, and false negative;
a detailed explanation of these is available in [26,46]. Figure 5 presents the confusion matrix,
used for classification performance.
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4.2. Dataset Description

In the field of computer vision, particularly for fire detection, the availability of data
is limited, which constrains the ability of deep learning models to achieve optimal per-
formance. To address this, in this study, we contribute a custom dataset to validate the
proposed network and compare it with various competitive techniques based on precision,
recall, F1-score, and accuracy. Hence, acquiring suitable data in the fire domain for experi-
mental analysis is often a challenging and time-consuming task; this is especially the case
when the approach is focused on covering a wide range of scenarios and challenging scenes.
In other words, the existing datasets contain limited numbers of samples and emphasize
specific environmental conditions, such as indoor or outdoor spaces, which limits the
DL-based network’s ability to generalize across various situations. To tackle this limitation,
we created a custom dataset that includes two distinct classes: fire and non-fire. The dataset
comprises 1645 fire images and 1277 non-fire images, collected from various sources, in-
cluding web searches and publicly available datasets. In this dataset, the collected samples
for both fire and non-fire belong to various categories, for example, forest fire, urban fire,
indoor scenes, and outdoor scenes. To provide a comprehensive overview of the dataset
distributions, around 63% of the flame samples correspond to forest fires, while 37% belong
to urban fires. Similarly, for non-fire images, roughly 40% of samples are captured in forest
environments and 60% represent urban regions. Additionally, regarding the outdoor and
indoor distributions, an estimated 30% of fire samples were collected from indoor scenes,
while 70% of images indicated the outdoor environments. In addition, for non-fire images,
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approximately 35% of images are taken in indoor scenarios, while 65% of samples belong
to outdoor environments. This approach ensures that our dataset covers a diverse array of
challenging fire and non-fire scenarios, making it better-suited for real-world applications.
Additionally, we evaluated the performance of the proposed network using the standard
BowFire dataset [47]. This dataset consists of two distinct classes, fire and non-fire, with 119
and 107 samples, respectively. The BowFire dataset is relatively small in size and exhibits
class imbalance, containing a diverse range of challenging fire and non-fire images. For the
experimental analysis, the datasets are categorized into three parts, for instance, 80% for
training, 10% for validation, and 10% for testing. A few sample images from the dataset are
presented in Figure 6, showing the complexity and variety of the data used in this study.
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4.3. Comparative Analysis Before/After Preprocessing

This section presents a comprehensive comparative analysis of the proposed network
among several competitive techniques, both with and without an attention module. These
techniques include ResNet50 [48], VGG16 [41], ResNet101 [48], DenseNet121 [49], and
Xception over different evaluation metrics such as precision, recall, F1-score, and accuracy,
assessed before and after preprocessing. In this analysis, the proposed network demon-
strates superior performance with both the preprocessed and original data, surpassing all
state-of-the-art techniques. For example, ResNet50 [48] and VGG16 [41], when combined
with an attention module, yield suboptimal results, achieving 67.30% and 65.20% accuracy
on the original data, respectively. Conversely, ResNet101 [48] and DenseNet121 [49], when
integrated with attention modules, gradually improve their overall performance, attaining
accuracies of 69.30% and 69.60%, respectively. Similarly, the optimized Xception network
with an attention module (the proposed network) offers the best results, outperforming
other models by achieving a precision of 0.7447, recall of 0.7819, F1-score of 0.7628, and an
accuracy of 73.70% on the original data, with a model size of 88 MB, as detailed in Table 1.

We further conducted extensive experiments on the preprocessed data, comparing
different techniques against the proposed network using precision, recall, F1-score, and
accuracy. In this evaluation, the proposed network exhibited even better performance,
achieving precision, recall, F1-score, and accuracy of 0.8411, 0.8645, 0.8527, and 85.00%, re-
spectively. DenseNet121 [49], with ASA being the second-best performer, attained a 77.10%
accuracy with a model size of 33 MB. In addition, other networks, including ResNet101 [48],
ResNet101 + ASA, VGG16 [41], VGG16 + ASA, ResNet50 [48], and ResNet50 + ASA,
achieved accuracies of 74.00%, 76.50%, 69.78%, 71.00%, 73.00%, and 73.90%, respectively.
This detailed analysis clearly highlights the proposed network’s promising performance,
proving its suitability for real-time decision making in resource-constrained environments
such as edge devices. The network’s ability to deliver high precision, recall, F1-score, and
accuracy, even after preprocessing, demonstrates its robustness in handling complex fire
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detection tasks. Its compact model size and optimized use of resources make it particularly
well-suited for deployment in real-time applications, such as drones, surveillance systems,
and embedded devices, where computational power and memory are often limited. Ad-
ditionally, the integration of attention modules further enhances the network’s focus on
relevant features, ensuring efficient processing without compromising accuracy. This bal-
ance of performance and efficiency positions the proposed network as a practical solution
for real-world fire detection scenarios. The visual performance results of the proposed
network are illustrated in Figure 7.

Table 1. Comparative analysis of proposed network and various competitive techniques with and
without attention module, representing strategies before and after preprocessing.

Model
Attention

(ASA)
Before Preprocessing After Preprocessing Model

SizePrecision Recall F1-Score Accuracy Precision Recall F1-Score Accuracy

ResNet50 [48] × - - - 61.52 0.755 0.7303 0.7429 73.00
98 MB

ResNet50 [48]
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4.4. Comparative Analysis Across State-of-the-Art Methods

In this section, we evaluate the performance of our proposed network on the standard
BowFire dataset and compare it with existing techniques using precision, recall, F1-score,
and accuracy. These techniques include FG-GCM [50], BowFire [47], EFD-IP [51], MS-
CNN [52], EFDNet [16], and SE-EFFNet [53], as detailed in Table 2. In the comparative
analysis, FG-GCM [50] achieved lower performances in precision, recall, and F1-score,
achieving 55.0%, 54.0%, and 54.0%, respectively. In addition, the BowFire [47] indicated
higher results for recall (65.0%) and F1-score (67.0%) as compared to FG-GCM. EFD-IP [51]
achieved a higher result in terms of precision (75.0%), though it exhibited poor performance
for recall (15.0%) and F1-score (25.0%). On the other side, EFDNet [16] offered further
improvement, achieving a precision of 81.8%, a recall of 83.0%, an F1-score of 81.9%,
and an accuracy of 83.3%. However, EFD-Net [16] required further improvement across
precision, recall, F1-score, and accuracy. Similarly, MS-CNN [52] and SE-EFFNet [53]
attained competitive accuracies of 93.0% and 94.4%, respectively, though their overall
performance varied. In contrast, the proposed network significantly outperformed all the
competitive networks, achieving superior results across all evaluation metrics: precision
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of 95.74%, recall of 95.74%, F1-score of 95.74%, and accuracy of 95.74%. These findings
clearly establish the proposed network as an optimal solution for effective fire detection in
complex scenes.

Table 2. Comparative analysis of the proposed network and various competitive state-of-the-art
methods over BowFire dataset.

Method Precision Recall F1-Score Accuracy

FG-GCM [50] 55.0 54.0 54.0 -

BowFire [47] 51.0 65.0 67.0 -

EFD-IP [51] 75.0 15.0 25.0 -

MS-CNN [52] - - - 93.0

EFDNet [16] 81.8 83.0 81.9 83.3

SE-EFFNet [53] - - - 94.4

Proposed Network 95.74 94.78 95.26 95.29

4.5. Comparison of Various Techniques Using K-Fold Cross Validation

The proposed model is assessed and compared to other networks, for example,
ResNet50, VGG16, ResNet101, and DenseNet121 with an attention module, using a 5-fold
cross-validation strategy using accuracy. These comparisons are conducted to analyze the
capability of our proposed network for fire detection, whereas the results are structured in
Table 3. In this analysis, the ResNet50 achieved average performance, achieving 72.20%,
70.00%, 72.32%, 71.56%, and 69.30% across folds, offering a distinct performance on each
fold. Similarly, VGG16 offered 69.87%, 70.20%, 72.10%, 69.70%, and 71.21% accuracy for all
folds. Additionally, ResNet101 exhibited an improved performance compared to ResNet50
and VGG16, achieving accuracies between 76.80% and 77.90%, demonstrating a more
consistent performance across most folds. DenseNet121 further enhanced the performance,
achieving accuracies between 77.70% and 80.10%, indicating its superior feature extraction.
Overall, the proposed network achieved the highest performance among all compared
methods, with accuracies varying between 80.45% and 85.0% across all the folds. In con-
clusion, this consistent improvement in accuracy highlights the network’s effectiveness in
leveraging attention mechanisms and optimized architecture for better feature learning
and decision making. It is proven through a detailed comparative analysis that the pro-
posed network outperformed all the competitive models, consistently achieving superior
performance across the 5-fold cross-validation. This analysis indicates the robustness of
our proposed network for fire detection.

Table 3. Performance evaluation of the proposed network across different models using a K-fold
cross-validation over the custom dataset.

Method Attention
Accuracy

1-Fold 2-Fold 3-Fold 4-Fold 5-Fold

ResNet50
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72.20% 70.00% 72.32% 71.56% 69.30%

VGG16 69.87% 70.20% 72.10% 69.70% 71.21%

ResNet101 77.70% 77.64% 76.80% - 77.90%

DenseNet121 80.10% 79.34% 79.50% 78.05% 77.70%

Proposed Network 83.90% 81.20% 83.24% 80.62% 85.00%

4.6. Time Complexity

In this section, we conduct a comprehensive evaluation of the proposed network,
comparing it with various DL-based networks integrated with attention modules. The
experimental analysis significantly focuses on the FPS rate achieved on both CPU and GPU
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settings. As presented in Table 4, the proposed network demonstrates a remarkable FPS
rate of 8.56 on the CPU and 42.37 on the GPU, indicating superior efficiency relative to
other DL-based networks.

Table 4. Comparison of the techniques in terms of frames per second (FPS) over CPU and GPU.

Method Attention
Frame Per Second (FPS)

CPU GPU

ResNet50 [48]
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Similarly, the ResNet50 [48] model recorded FPS values of 3.01 on the CPU and 26.87
on the GPU, while the VGG16 [41] model with attention yielded 2.98 FPS on the CPU
and 21.02 FPS on the GPU. The ResNet101 [48] model, while showing an effective FPS of
6.03 on the CPU and 31.25 on the GPU, still did not match the efficiency of the proposed
network. Meanwhile, DenseNet121 [49] achieved FPS values of 4.23 on the CPU and 29.01
on the GPU, demonstrating its capabilities but suggesting a need for further optimization
to enhance performance and FPS rates overall.

As detailed in Sections 4.3 and 4.4, the experimental results highlight that the proposed
network not only improves overall performance but also achieves a commendable FPS,
as outlined in Table 4. The significant increase in FPS across both CPU and GPU settings
underscore the model’s robustness for real-time applications, offering its effectiveness in
practical scenarios. Furthermore, the performance of the proposed network indicates its
superior fire detection capabilities compared to various traditional algorithms, particularly
under typical weather conditions both indoor and outdoor. Overall, our approach signifies
a notable advancement in the efficiency of DL-based models, showcasing its potential for
implementation in complex environments for fire detection and classification.

4.7. Limitations of the Proposed Network

The proposed network demonstrates an optimal performance in fire detection. How-
ever, it contains various limitations; for instance, the network may offer suboptimal per-
formance in complex environmental conditions such as heavy smoke, extreme lighting, or
dense fog, where significant noise can hinder its ability to accurately differentiate between
fire and non-fire regions. Additionally, while the network achieved higher performance
in binary classification tasks (fire and non-fire), its robustness for multi-class classification
remains unexplored. Differentiating between specific fire types, such as bus fires, car fires,
and bike fires, could be challenging due to variations in fire characteristics and contextual
features. Furthermore, despite its lower number of parameters and faster inference speed
compared to other competitive techniques, the network requires further optimization to
enhance its efficiency for real-time decision-making applications.

5. Conclusions
We developed a novel framework for early fire detection, significantly focusing on

two primary phases: preprocessing and model initialization. In the first phase, we applied
super-resolution preprocessing to the input data, enhancing image quality without losing
important details. In the second phase, we designed an attention-based DNN network,
utilizing an optimized Xception network for efficient feature selection to achieve optimal
performance with lower computational complexity. Additionally, we incorporated an
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adaptive attention module named ASA, aiming to select further dominant features for
final classification. In this study, we offer a custom dataset containing extremely diverse,
high-resolution, and similar images of fire/non-fire, including two different classes: fire and
non-fire. To validate the effectiveness of the proposed network, we conducted a compara-
tive analysis against various competitive techniques with and without attention modules.
The experimental results demonstrate that our network achieved superior performance,
surpassing all networks in terms of precision, recall, F1-score, and accuracy. Thus, our
proposed network offers a highly optimal and reliable solution for fire detection in chal-
lenging environments. Its effective analysis across challenging datasets ensures accurate
fire detection, particularly in adverse circumstances, making it ideal for edge devices. In
this study, the proposed network’s high performance with low computational complexity
enables real-time fire detection on devices with limited processing power, ensuring timely
responses in typical conditions. This makes it particularly suitable for wide-scale use in
areas where traditional, high-resource systems may not be feasible, significantly enhancing
fire detection capabilities.

In the future, we aim to explore both indoor and outdoor fire detection, particularly in
challenging environments, broadening the application scope of the proposed framework.
Further, we plan to implement various model compression techniques including model
quantization and pruning, to further reduce the model size while maintaining its perfor-
mance. These techniques will improve the network’s efficiency, making it easier to deploy
edge devices with limited resources, without reducing the detection performance.
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