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Abstract: Outdoor fire detection faces significant challenges due to complex and variable
environmental conditions. Fiber Optic Distributed Temperature Sensing (FO-DTS), recog-
nized for its high sensitivity and broad monitoring range, provides significant advantages
in detecting outdoor fires. However, prediction models trained in laboratory settings
often yield false and missed alarms when deployed in complex outdoor settings, due to
environmental interferences. To address this issue, this study developed a fixed-power fire
source simulation device to establish a reliable small-scale experimental platform incor-
porating various environmental influences for generating anomalous temperature data.
We employed deep learning autoencoders (AEs) to integrate spatiotemporal data, aiming
to minimize the impact of outdoor conditions on detection performance. This research
focused on analyzing how environmental temperature changes and rapid fluctuations
affected detection capabilities, evaluating metrics such as detection accuracy and delay.
Results showed that, compared to AE and VAE models handling spatial or temporal data,
the CNN-AE demonstrated superior anomaly detection performance and strong robustness
when applied to spatiotemporal data. Furthermore, the findings emphasize that environ-
mental factors such as extreme temperatures and rapid temperature fluctuations can affect
detection outcomes, increasing the likelihood of false alarms. This research underscores the
potential of utilizing FO-DTS spatiotemporal data with CNN-AE for outdoor fire detection
in complex scenarios and provides suggestions for mitigating environmental interference
in practical applications.

Keywords: outdoor fire detection; anomaly temperature detection; fiber optic distributed
temperature sensing; spatiotemporal data; environmental interferences

1. Introduction
Outdoor fires are a common and destructive type of disaster worldwide, causing

significant damage to ecosystems, human lives, and economic activities. Typical scenarios
of outdoor fires include exterior buildings [1], electrical equipment [2], forests [3], grass-
land [4], and industrial facilities [5,6]. Large areas of forest and grassland are affected by
wildfires annually, severely disrupting ecological balance and posing significant threats
to human safety and property. Therefore, timely and effective outdoor fire warnings are
crucial for minimizing property loss and protecting the environment [7–14].

Abnormal temperature detection, as an effective early fire-warning mechanism,
achieves precise temperature monitoring and provides alerts through the use of various
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sensors and anomaly detection algorithms. Commonly used sensors include thermocou-
ples, thermistors, infrared sensors, and infrared thermal cameras, all of which provide
high-precision temperature measurements in diverse environments [15]. Researchers have
developed a variety of anomaly detection methods to analyze sensor data and identify
abnormal patterns that deviate from normal temperature fluctuations. A survey report
conducted a comprehensive and systematic review of anomaly detection methods across
almost two decades, covering approaches based on density, statistics, distance, clustering,
ensemble algorithms, and machine learning [16]. These algorithms analyze temperature
data collected by sensors to identify abnormal patterns deviating from normal states and
trigger warning signals. Among these methods, machine learning techniques, known for
their powerful feature extraction and pattern recognition capabilities, have proven particu-
larly effective in handling complex and nonlinear temperature data, gradually becoming
the dominant approach [17,18], significantly enhancing the accuracy and responsiveness of
anomaly detection [19].

However, compared with indoor fires, outdoor fires present significant complexity
and challenges. Outdoor fires tend to be more dispersed and spread more rapidly, heavily
influenced by various environmental factors such as temperature, humidity, wind speed,
and weather conditions [20,21]. The accuracy and sensitivity of abnormal temperature
detection systems in practical applications are often affected by these environmental factors.
For instance, natural conditions such as ambient temperature, humidity, wind speed,
and weather can substantially impact the actual measurement of abnormal temperature
rises [22–24]. These factors may cause temperature readings from sensors to inaccurately
reflect abnormal heating events, as they are influenced by environmental interference.
Such interference affects changes in data patterns and the extraction of abnormal features,
causing detection models designed under laboratory conditions to deviate when used in
practical applications. Because the temperature data fed into the model are impacted by
environmental factors, this can lead to false negatives or false positives in fire warning
systems [25].

Specifically, in fire detection for outdoor scenarios, such as forests, grassland, and
outdoor equipment, high-temperature and high-humidity environments reduce thermal
diffusion capacity, leading to more intense temperature rises and an increased fire risk.
Conversely, under low-temperature and low-humidity conditions, rapid heat dissipation
may obscure abnormal temperature increases during the early stages of a fire, resulting in
delayed warnings. When wind speeds are high, temperature variations at the fire source
become more dispersed and less concentrated, increasing the difficulty of detecting abnor-
mal temperatures. Rainfall and snowfall can quickly lower the surface temperatures of the
ground and equipment, concealing early signs of abnormal heating. Additionally, shifts in
the monitored area between direct sunlight and shadow cause significant temperature fluc-
tuations, masking the true temperature distribution and hindering the timely identification
of early signs of abnormal heating indicative of fire events [26,27].

To mitigate the impact of environmental factors on abnormal temperature detection
systems, researchers have proposed various improvement methods. Researchers have
employed empirical correction methods, adjusting temperature monitoring thresholds
based on prior experience and historical data analysis [28]. However, these methods are
highly subjective with limited applicability and reliability in different environments. With
advancements in machine learning, researchers have attempted to address these issues
by improving data-driven models through improving their robustness to environmental
factors and introducing composite data approaches [29,30]. In this study, the composite data
were the spatiotemporal temperature datasets collected during outdoor fire simulations,
capturing temperature variations across different times and spatial locations. This dataset
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reflected dynamic changes in monitored temperatures over time and space, offering a
more comprehensive perspective for the model and enabling more accurate identification
of abnormal temperature variations for fire warnings. By integrating both temporal and
spatial data into the model’s input, the spatiotemporal characteristics of the data are
fully utilized, enhancing the model’s performance and reducing false alarms and missed
detection caused by environmental temperature fluctuations.

In this context, FO-DTS offers a promising solution to improve the reliability and
accuracy of outdoor fire detection. Unlike traditional point sensors such as thermocouples
and early single-point fiber optic sensors (e.g., fiber Bragg gratings), FO-DTSs provide con-
tinuous temperature distribution along the fiber, with measurement distances ranging from
tens of meters to tens of kilometers. This makes FO-DTSs highly suitable for fire monitoring
in large areas such as storage tanks, construction sites, forests, and grasslands [31]. The
measurement process of an FO-DTS is based on optical scattering, making it immune to
electromagnetic interference, which is ideal for use in harsh field environments, ensuring
stability and reliability in complex surroundings [32]. Moreover, FO-DTS offers more flexi-
ble deployment, which enhances their suitability for various fire monitoring applications.

Integrating emerging sensor technologies and data-driven algorithms is crucial for de-
veloping reliable systems for abnormal temperature detection. The application of emerging
sensor technologies provides more comprehensive temperature data at anomaly detection
sites, leading to more accurate and reliable results. Simultaneously, data-driven methods,
particularly deep learning techniques such as autoencoders (AEs), have achieved notable
success in anomaly detection [33]. An AE is a neural network model used for unsupervised
feature extraction. It learns compressed representations of the data to reconstruct the input
data. An AE consists of two parts: an encoder that maps the input data to a compressed
latent space, and a decoder that reconstructs the original input from the latent represen-
tation. During training, the AE aims to minimize the reconstruction errors between the
input and the output, effectively capturing the underlying structure of the data [34,35].
When used for anomaly detection, the AE model is first trained on normal data to learn
the normal patterns. Subsequently, for new data, if the reconstruction errors exceed a
predefined threshold, the data point is considered anomalous. This approach is particularly
effective for anomaly detection in complex, high-dimensional data, as traditional methods
may perform poorly in such cases due to issues like data imbalance, high dimensionality,
or the lack of labeled data [36–38]. This study proposes an AE-based method for detection
of anomalous temperatures in spatiotemporal fiber optic distributed temperature sensor
data, aiming to achieve early warning for incidents such as fires. This method improves the
accuracy of the anomaly temperature detection system in the presence of environmental
factors by integrating spatial and temporal dimensions, thereby reducing the risks of false
alarms and missed detection.

This paper explores the effectiveness of an AE model that integrates two-dimensional
spatiotemporal data for anomaly temperature detection, considering the specific charac-
teristics of FO-DTS and the challenges posed by environmental factors. The objective is to
achieve accurate detection of temperature anomalies in outdoor fire warning systems and
mitigate the risks of false alarms and missed detections and investigate the environmental
influences in the detection process. The structure of this paper is as follows. Section 2
introduces the methodology for detection of temperature anomalies and the experimental
equipment setup. Section 3 presents the results and discussions from the perspectives of
temporal, spatial, and spatiotemporal analysis. Section 4 concludes this study and outlines
future research directions.
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2. Methodology
The proposed system architecture is shown in Figure 1. The public meteorological

information server provides weather information to the embedded system gateway via
Ethernet. Temperature and humidity sensors send on-site temperature and humidity data
to the embedded system gateway through the Modbus protocol. Then, the AT800 FO-
DTS (Suzhou Agioe Technologies Co., Ltd., Suzhou, China) collects temperature data and
forwards these to the embedded system gateway via the MQTT protocol. Subsequently,
the embedded system gateway processes these data and stores them in the local MySQL
database (Community Edition 8.0). Finally, the system employs AE models for anomaly
detection, ensuring any abnormal conditions can be promptly identified. The AE models
were implemented using PyTorch 1.12.1 with CUDA 11.6 for GPU acceleration on Ubuntu
22.04, and the python version is 3.9.
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2.1. Experiment

In the context of the time-consuming nature of outdoor fire experiments and safety
hazards associated with using real fire sources, a constant power heating device can
provide safe, controllable, and repeatable experimental conditions and accurately simulate
the temperature change characteristics in the early stages of a fire [39]. Therefore, a
constant-power electric heating module was used to heat a steel plate, simulating the rapid
temperature rise process in the early stages of a fire. As shown in Figure 1, an experimental
setup was designed to simulate the scenario of using an FO-DTS for abnormal temperature
detection in an outdoor fire warning system, and to obtain temperature measurements
under both normal and abnormal conditions. Outdoors, a constant-power fire-source
simulation device plate was used to simulate the outdoor fire, with dimensions of 1200 mm
× 345 mm × 15 mm. A customized heating module (100 mm × 100 mm) was installed
on the back of the test plate. Five electrical heating rods (120 W) were embedded in the
heating module, and a solid-state relay drive controlled the heating power with pulse width
modulation generated from an embedded system. Five thermocouples were arranged on
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the front of the steel plate at 100 mm intervals, and the optical fiber was placed 5 mm
away from the surface of the plate. Near this apparatus, temperature and humidity sensors
were installed to record local environmental information. A thermocouple is a traditional
point temperature sensor with very high accuracy and speed of response. It can accurately
measure the temperature at a specific point without being limited by spatial resolution.
Compared with thermocouples, the measurement results of an FO-DTS are far from the
actual situation due to the spatial resolution, and it is difficult to distinguish the anomalies
intuitively. Therefore, in this experiment, the main role of the thermocouple was to provide
intuitive anomaly detection results.

The FO-DTS used in this experiment was based on Raman scattering and optical
time-domain reflection. The spatial resolution of the FO-DTS was 500 mm and the precision
of temperature measurement was 0.1 ◦C. The FO-DTS returned a temperature value every
100 mm along the fiber at intervals of 3 s. The thermocouples returned data every 3 s; since
both had the same time sampling interval (both 3 s), it was easy to compare temperature
data for the same moment. The other sensors were set to 30 s. All the above information
was collected and saved in a local database.

The experiments were conducted outdoors in the summer in Nanjing, China. The
experimental platform was fixed in an east-facing position so that it would be exposed
to sunlight in the morning and hidden in the shade in the afternoon. Normal data were
collected when the heating device was not working, and five different anomalous scenarios
were created by heating the plate under different environmental conditions (all with a
heating power of 120 W). The five scenarios covered morning, noon, afternoon, and evening,
with temperatures ranging from 30.3 ◦C to 45.4 ◦C and humidity ranging from 32% to
81.6%, including both sunny and cloudy weather conditions. The patterns of temperature
anomalies for the different scenarios are also shown in Figure 2. The environmental
information for the different scenarios is presented in Table 1, where the time in the table
indicates the time of the start of the experiment, i.e., the exact moment when the heating
unit started working.
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Table 1. The details of the ambient information in anomaly scenes.

Scenes Time Temperature (◦C) Humidity (%) Weather

1 12:16 37.9 54 Cloudy
2 9:27 45.4 32 Sunny
3 10:24 44.6 34.2 Sunny
4 15:04 36.2 57 Sunny
5 21:48 30.3 81.6 Cloudy

2.2. Detection of Temperature Anomalies via FO-DTS

Different from other temperature sensors, an FO-DTS offers both spatial and temporal
information. Consequently, when an anomaly occurs, the collected field data can be
analyzed from two perspectives, as illustrated in Figure 3, where the orange dots represent
continuous measurement points along the FO-DTS sensing optical fiber.
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From the spatial perspective, due to the existence of spatial resolution, the system may
not precisely match the actual temperatures at certain scales. When detecting a relatively
small hotspot, several continuous points along the FO-DTS record the temperature, with
points closer to the hotspot typically registering higher temperatures. However, if a hotspot
extends beyond the spatial resolution of the system, the FO-DTS can accurately report the
temperature according to the thermocouple. Thus, for anomaly detection from the spatial
perspective, the continuous temperature at a particular time can be used to either estimate
the hotspot temperature or evaluate the system state. The environmental conditions at
different positions within a small range of fiber are uniform; therefore, the temperature
from continuous measurement points changes synchronously under environmental in-
fluence. Anomalies in temperature at a specific location cause spatial variations in the
measured values, which is fundamental to detecting anomalous temperatures from the
spatial perspective.

From the temporal perspective, temperature variations at a specific location are influ-
enced by environmental effects. Distinguishing the characteristics of temperature changes
under normal conditions from those under anomalous conditions enables effective detec-
tion of anomalies. However, environmental fluctuations often complicate this distinction,
leading to potential false alarms. For instance, minimal measurement fluctuations pose sig-
nificant challenges in detecting temperature anomalies, necessitating the use of algorithms
to enhance detection accuracy.

2.3. Detection of Anomalous Temperatures with AE

The imbalance between normal data (i.e., data collected when no fire occurs) and ab-
normal data (i.e., data collected during a fire) presents challenges for traditional supervised
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learning methods. Traditional models may overfit the normal data, thereby weakening their
ability to detect abnormal data [40,41]. In contrast, as an unsupervised learning method,
AEs are particularly well suited for scenarios with data imbalance because they do not
require a large amount of abnormal data for training. An AE can be trained with only
normal data, learning to reconstruct normal patterns. For new data, if the reconstruction
errors exceed a set threshold, the data point is considered anomalous [36]. Moreover, the
temperature data obtained using the FO-DTS contains both spatial and temporal dimen-
sions, with many measurement points and timestamps for each dimension. Traditional
methods may perform poorly in this context due to the curse of dimensionality or the
lack of labeled data. In contrast, an AE can effectively capture the underlying structure
of high-dimensional data by learning compressed representations, thereby improving the
accuracy of anomaly detection. Therefore, these characteristics make AEs an ideal choice
for handling imbalanced, high-dimensional temperature data.

Specifically, an AE is a data reconstruction model consisting of an encoder and a
decoder. The original data X are first passed through the encoder, which extracts their
features ( f : X → F ). The extracted information is then delivered into the decoder to
attempt to restore the original data ( g : F → X̂ ). The loss between output X̂ and input X is
used to optimize the algorithm, enabling it to capture the input features and generate an
output that closely resembles the original data (Equation (1)).

f , g = arg min
f ,g

∥X − g[ f (X)]∥2 (1)

The convolutional autoencoder (CNN-AE) replaces the fully connected layers of a
traditional autoencoder with convolutional layers, enabling it to more effectively handle
input data with spatial structures. For the input a, linear layers process the data via linear
calculation, as z = WTa + b, where w and b are weight vector and bias. For convolution
layers, the input is processed by cross-correlation, as z = K

⊗
a + b, where K is the kernel.

The cross-correlation can be described via Equation (2):

yi,j = ∑U
u=1 ∑V

v=1 Ku,vXi+u−1,j+v−1, K ∈ RU∗V (2)

The VAE operates as an encoding–decoding framework that utilizes variational in-
ference to model the probability distribution of the input data by approximating it with a
simpler distribution family. The VAE’s encoder outputs the approximate posterior distri-
bution of the latent variable z, which can be described as q(z|x;∅ ), and the decoder is the
likelihood of input x, which is p(x|z; θ ). For simplicity, q(z|x;∅ ) is commonly postulated
as Gaussian distribution, so the latent variable z or the outputs of encoder are mean µ

and variance σ2. To ensure z had independent randomness, a reparameterization trick
expressed via Equation (3) was applied:

z = µ + σ ⊙ ϵ, ϵ ∼ N (0, I) (3)

In the detection of temperature anomalies, normal data are sent for training the AE, and
the algorithm can learn the features of the normal conditions. When an anomaly occurs, the
AE, unfamiliar with the anomaly’s features, generates a larger loss between the output and
the input. If this loss exceeds a predefined threshold, an anomaly is detected. Normal data
are split into training and test sets. The threshold is commonly set as a certain percentile
of this loss array or according to kernel density estimation corresponding to a certain
confidence level. Consequently, the threshold setting is somewhat subjective and adjustable,
affecting the sensitivity of anomaly detection. To compare different conditions equally, a
test set is used to balance the performance. After a default threshold is determined, it is
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used for detection within the test set, which includes the datasets of temperature anomalies
simulated by electrical heating. The results can be used to evaluate the performance of
the algorithms. Due to the ambiguous boundary between normal and anomalous states,
the loss from anomalies may fall below the set threshold, while loss from the normal state
may exceed it. Algorithms that more accurately extract normal features are often better
at identifying anomalies and can more quickly return anomaly results. In this study, the
delay in temperature anomaly detection—defined as the time taken for the algorithm to
return anomaly results after heating began—served as a key metric for evaluating the
detection performance.

In this study, we conducted anomaly detection from temporal, spatial, and spatiotem-
poral perspectives using various AE models. The workflow for this process is shown in
Figure 4. To ensure that the data accurately reflected temperature variations during the
occurrence and development of the fire, we employed a rigorous data selection strategy.
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2.3.1. Temporal Perspective Anomaly Detection

Time series data are one of the most commonly used types of data used in current
research, widely applied in fields such as anomaly detection, forecasting, and pattern recog-
nition [42]. In this study, within the time series dimension, we selected the temperature data
of all timestamps from the measurement point at the middle position of the experimental
board’s FO-DTS. This point was located at the heating source and represented the most
significant temperature change. By focusing on a fixed spatial point, the influence of spatial
variables on time series features can be minimized. Then, a sliding window technique was
used to capture the dynamic features of the time series data, where each sliding window
contained temperature values from multiple consecutive time points. The data from these
sliding windows were proportionally divided into training and test sets.

For anomaly detection in time series data, this study used an AE and a VAE. First,
the temperature data from all timestamps at the middle measurement point were used
as input to form sliding window sequences. Then, the AE and VAE models were trained
using time series data from normal conditions. The AE model learned the normal patterns
by minimizing the reconstruction errors between the input and output, while the VAE
model introduced a probabilistic generative model and was trained by maximizing the
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log likelihood of the data. During training, the AE and VAE models both learned to
extract features from the normal data and reconstruct the input data. For new data, the
reconstruction errors (AE) or reconstruction loss (VAE) was calculated. If the reconstruction
errors or loss exceeded a predefined threshold, the data point was considered anomalous.
The 95th percentile of the reconstruction errors from the training set was selected as the
threshold to ensure a low false-positive rate.

2.3.2. Spatial Perspective Anomaly Detection

In the spatial dimension, we selected all measurement points along the entire moni-
toring path of the FO-DTS. Each ID represented the temperature measurement points at
different spatial locations at the same time, with each ID corresponding to 10 temperature
feature points. In the early stages of a fire, temperature increases are often confined to
a specific area. The collection of multi-point spatial data can significantly enhance the
sensitivity and reliability of fire detection systems. Temperature differences across different
locations can be substantial, with higher temperatures closer to the heating source and
lower temperatures further away. This difference can affect the model’s learning process,
causing temperature data from certain locations to be either overemphasized or overlooked.
Therefore, we normalized the temperature data collected along the FO-DTS path to elimi-
nate dimensional differences and ensure that all data were compared and processed on the
same scale. For each ID corresponding to 10 temperature points, we extracted spatial fea-
tures by calculating statistics such as the difference, mean, and standard deviation between
adjacent temperature points to enhance the AE model’s ability to capture local anomalies.

For the spatial dimension data, this study used an AE and a VAE for anomaly detection.
First, the temperature data from all measurement points along the FO-DTS monitoring path
were used as input, forming multiple spatial vectors, each containing 10 features. The data
from all IDs together formed a complete spatial feature matrix. The AE and VAE models
were trained using the spatial data under normal conditions. The AE model learned the
normal spatial temperature distribution by minimizing the reconstruction errors between
the input and output, while the VAE introduced a probabilistic generative model and was
trained by maximizing the log likelihood of the data. During training, the AE and VAE
models both learned to extract features from the normal data and reconstruct the input
data. For new data, the reconstruction errors (AE) or reconstruction loss (VAE) for the
spatial vector corresponding to each ID was calculated. If the reconstruction errors or loss
for a particular ID exceeded the predefined threshold, it was considered that an anomaly
existed at that location. The 95th percentile of the reconstruction errors from the training
set was selected as the threshold to ensure a low false-positive rate.

2.3.3. Spatiotemporal Perspective Anomaly Detection

To comprehensively consider both the temporal and spatial dimensions and fully
capture the temperature changes during the occurrence and development of a fire, this
study combined the spatial data from all measurement points along the entire monitoring
path with the time series data captured using the sliding window technique, forming
a spatiotemporal dataset containing both temporal and spatial information. For each
timestamp, the temperature data from all measurement points were combined into a spatial
vector containing 10 features. Each spatial vector represented the temperature values at
10 different locations for that timestamp. For each sliding window, spatial vectors from
multiple timestamps were stacked together, forming a 2D sample with the shape [window
length, spatial feature number]. These samples were proportionally divided into training
and test sets.
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For the spatiotemporal data, we used a convolutional autoencoder (CNN-AE) for
anomaly detection. The collected samples used as model input contains both temporal and
spatial information. The CNN-AE model was trained using spatiotemporal data under
normal conditions. The encoder part extracted local features through multiple convolu-
tional layers, while the decoder part reconstructed the input data using deconvolution
layers, with the goal of minimizing the reconstruction errors between the input and output.
Fully connected layers were added between the encoder and decoder to further compress
and expand the features, ensuring that the model was able to learn higher-level abstract
representations. During training, the mean squared error (MSE) was used as the loss
function, and model parameters were optimized through the backpropagation algorithm.
The 95th percentile of the reconstruction errors from the training set was selected as the
threshold. For new data, the reconstruction errors were calculated. If the reconstruction
error exceeded the predefined threshold, the data point was considered anomalous.

3. Results and Discussion
3.1. Detection of Anomalous Temperatures from the Temporal Perspective
3.1.1. Temporal Model Design and Setting

To capture the spatiotemporal properties in the time series data, we employed a sliding
window technique, where each window contained temperature values from multiple time
points. Temperature values returned from measurement point 5 in the middle of the
FO-DTS were chronologically programmed into a sliding window to ensure that the
model captured the characteristics of temperature changes over short periods of time.
The input lengths of temperature sequences were 10, representing a 30-s interval, totaling
303,911 samples after division of normal data. All normal data were also separated into
the training set and part of the test set, in a proportion of 98:2, comprising 297,832 and
6079 samples, respectively. The detailed size of each dataset is described in the attachment.

Before inputting data into algorithms, it is common to use normalization to stan-
dardize data that are in different orders of magnitude. In this experiment, the data were
preprocessed with standard normalization (standardscaler). Normalization can improve
the convergence speed and model accuracy of neural networks. Because the normalization
process is based on the training set, if the distribution state of the new data in the test
set is different, the normalization will fail. In this process, temperatures from different
positions in the FO-DTS were in a similar distribution state, i.e., the values did not vary
widely. An AE and VAE were used; the number of epochs was 20 and the batch size was
64. Adam was used as the optimizer and the learning rate was set to 0.001. ReLU was
used as the activation function. The details of the AE networks are shown in Table 2. For
the loss function, the AE used MSE, and the VAE combined the reconstruction loss and
the Kullback–Leibler divergence. The 95th percentile of the reconstruction errors from the
training set was selected as the threshold for detections of anomalous temperatures. The
test set consisted of 2% of the normal data and the entire data from the five anomalous
scenarios, a total of 9634 samples.

3.1.2. Anomaly Detection Performance Using Temporal Data

In the process of detection, if the algorithms fail to identify an anomaly, the missed
detection is marked as false negative (FN), while classifying a normal event as an anomaly is
marked as a false positive (FP). Specifically, to compare the anomaly detection performance
across models, the delays in detecting temperature anomalies delays were collected.
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Table 2. The brief structure of the (a) AE and (b) VAE model.

(a)

Type Layer Description

Encoder

(0) Linear in-features = 10, out-features = 128
(1) ReLU activation function

(2) BatchNorm1d in-features = 128, out-features = 128
(3) Dropout activation function
(4) Linear in-features = 128, out-features = 256
(5) ReLU activation function

(6) BatchNorm1d in-features = 256, out-features = 256
(7) Dropout p = 0.2
(8) Linear in-features = 256, out-features = 64

Decoder

(0) Linear in-features = 64, out-features = 256
(1) ReLU activation function

(2) BatchNorm1d in-features = 256, out-features = 256
(3) Dropout p = 0.2
(4) Linear in-features = 256, out-features = 128
(5) ReLU activation function

(6) BatchNorm1d in-features = 128, out-features = 128
(7) Dropout p = 0.2
(8) Linear in-features = 128, out-features = 10

(b)

Type Layer Description

Encoder

(dense1) Linear in-features = 10, out-features = 128
(dense2) Linear in-features = 128, out-features = 256

(dense3_mu) Linear in-features = 256, out-features = 64
(dense3_logvar) Linear in-features = 256, out-features = 64

Decoder

(dense4) Linear in-features = 64, out-features = 256
(batch_norm)
BatchNorm1d in-features = 256, out-features = 256

(dropout) Dropout p = 0.2
(dense5) Linear in-features = 256, out-features = 128
(recon) Linear in-features = 128, out-features = 10

The overall performance of the algorithm ignoring the scenarios and the delay time
of the algorithm’s detection rate under different scenarios are shown in Table 3. The VAE
significantly outperformed the AE in terms of recognition rate, with a recognition rate
of 91.87%. In terms of detection latency, VAE also showed better performance in most
scenarios, especially in Scenario 2 and Scenario 3, where the detection latency was 39
and 30 s, respectively, while the AE returned FNs in several scenarios. Unlike a standard
AE, a VAE is inherently robust to noise and less prone to overfitting due to its use of
variational inference and the reparameterization trick. This makes it better suited to
handling variability in data compared with a basic autoencoder. Although these advantages
mean that the VAE model can play an important role in data generation and the detection of
temperature anomalies, if the normal and the anomalous data are similar enough or some
other factors make the anomaly appear like a normal condition, the VAE cannot provide
the expected results, e.g., relatively long detection delays were observed in Scenarios 1, 4,
and 5.
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Table 3. Results of temperature anomaly detection by the AE and VAE from a temporal perspective.

Model Accuracy Detection Delay (s)
Scene 1 Scene 2 Scene 3 Scene 4 Scene 5

AE 73.04% FN 69 FN FN FN
VAE 91.87% 102 39 30 93 150

In order to compare different experimental scenarios, the ambient temperatures one
hour before and after the experiment are shown in Figure 5a. At the beginning of heating,
Scenario 2 and Scenario 3 both represented the hottest environment, but the ambient
temperature of Scene 2 increased slowly, which did not have much effect on the anomalous
temperature detection. Scenarios 1 and 3 included a decreasing trend in temperature,
but the decreasing trend in Scenario 1 was relatively intense, so the delay in Scenario 1
was significantly higher than that in Scenario 3. At the beginning of heating, Scenario 3
and Scenario 2 both represented the hottest environment, but the ambient temperature in
Scenario 3 was decreasing all the time. As shown in Figure 5b, although the temperature
returned by the FO-DTS increased after heating, before the experiment, the temperature
dropped dramatically with the environment.
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3.2. Detection of Temperature Anomalies Detection from a Spatial Perspective
3.2.1. Spatial Model Design and Setting

In the spatial aspect, measurements from points along the whole monitoring path
of the FO-DTS were taken to obtain the temperature data. Each ID represented different
spatial locations of temperature measurement points at the same moment, and each ID
corresponds to 10 temperature point featured in this study.

Before training the algorithms, spatial data were processed via standard normalization
as described in Section 3.1.1. The algorithms were AE and VAE; ReLU was used as the
activation function. The number of epochs was 20 and the batch size was 64. Adam was
used as the optimizer and the learning rate was set to 0.001. Network details were the same
as stated in Section 3.1.1. The loss function for AE was MSE, and VAE used a combination
of reconstruction loss and the Kullback–Leibler divergence. A total of 303,983 data samples
were obtained after division of the normal data. All the normal data were also separated
into the training set and part of the test set, in a proportion of 98:2, comprising 297,903 and
6080 samples, respectively. The test set consisted of 2% of the normal data and the entire
data from the five anomalous scenarios, a total of 9680 samples.
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3.2.2. Anomaly Detection Performance Using Spatial Data

In the experiment, the anomaly detection threshold was determined using the 95th
percentile of the reconstruction errors from the training set to assess the accuracy of the
test set. This ensured that all algorithms were evaluated at the same level for anomalous
temperature detection performance. As shown in Table 4, The overall recognition rate of
VAE was 91.14%, which was slightly lower than the 92.58% achieved by the AE, but the
difference was not significant. Although the overall recognition rate of the VAE was slightly
lower than that of the AE, its detection speed was significantly faster than that of the AE
model. The AE model had FNs in several scenarios, while the VAE model did not have
FNs in any of the five scenarios, showing its higher stability.

Table 4. Results of temperature anomaly detection by the AE and VAE from a spatial perspective.

Model Accuracy Detection Delay (s)
Scene 1 Scene 2 Scene 3 Scene 4 Scene 5

AE 92.58% FN 234 FN FN FN
VAE 91.14% 12 186 3 9 81

Generally, all of the rest had false negatives except Scenario 2, while Scenario 2 had
the comparatively longest delay in detecting temperature anomalies. Various scenarios
appeared to affect the likelihood of false negatives in detection of anomalous temperatures.
As discussed in Section 2.2, from the spatial perspective, the AE was trained to recognize
the characteristics of normal data that the temperature would keep consistent over a
small range, and if the temperature had fluctuations in different positions, an anomaly
event might happen. Since the VAE performed better in the spatial dimension, in order
to understand the characteristics of the false positive samples in this test, we conducted
an analysis to study the error distribution of the ten measurement points in the spatial
dimension. Figure 6 shows that the variance of the measurement points in the central
positions was relatively large.
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3.3. Temperature Anomaly Detection from a Spatiotemporal Perspective
3.3.1. Spatiotemporal Model Design and Setting

It is difficult to find an algorithm that performs well across all five scenes from a
single perspective. Considering that the FO-DTS is a spatiotemporal measurement sensor,
combining both spatial and temporal information may be a better approach. In this
spatiotemporal dimension experiment, a 10 by 10 2D window was constructed, which
represented a sliding window of 10 consecutive timestamps. At each timestamp, there were
temperature values from 10 different measurement points, and each column represented
the temperature variation at a specific measurement point across multiple timestamps.

Unlike the algorithms mentioned above, which process only one-dimensional data,
handling two-dimensional inputs requires additional techniques. CNNs are inherently
designed to work with multi-dimensional data, particularly images. Therefore, CNN-
AE, which incorporates convolutional layers, can directly process spatiotemporal inputs.
In contrast, traditional autoencoders, which use linear layers for computation, can only
process data in one-dimension at a time. This study employed CNN-AE to handle two-
dimensional inputs. CNN-AE is widely used; the kernel sizes in its convolutional layers
are represented as two-dimensional arrays.

Datasets were reconstructed and for each input, the spatial dimensions were 10 and
the temporal dimensions were 10. A total of 303,911 samples were obtained after division
of the normal data. All the normal data were also separated into the training set and part
of the test set, in a proportion of 98:2, including 297,832 and 6079 samples, respectively. As
described in Sections 3.1.1 and 3.2.1, data were processed by standard normalization. The
number of epochs was 20 and the batch size was 32. Adam was used as the optimizer and
the learning rate was set to 0.001. MSE was set as the loss function and ReLU was used as
the activation function. The details of the networks are shown in Table 5. The threshold
for detection of temperature anomalies was set as the 97th percentile of the training set’s
loss value. The test set consisted of 2% of the normal data and the entire data from the five
anomalous scenarios, a total of 9634 samples.

Table 5. Brief structure of the proposed CNN-AE model.

Type Layer Description

Encoder

(0) Conv2d 1, 64, kernel size = (3, 3), stride = (1, 1),
padding = (1, 1)

(1) ReLU activation function

(2) Conv2d 64, 128, kernel size = (3, 3), stride = (1, 1),
padding = (1, 1)

(3) ReLU activation function

(4) MaxPool2d kernel size = 2, stride = 2, padding = 0,
dilation = 1

Decoder

(0) ConvTranspose2d 128, 64, kernel size = (2, 2), stride = (2, 2)
(1) ReLU activation function

(2) ConvTranspose2d 64, 1, kernel size = (3, 3), stride = (1, 1),
padding = (1, 1)

3.3.2. Anomaly Detection Performance Using Spatiotemporal Data

The convolutional layers of the CNN-AE effectively extract spatial features, and its
recurrent structure can capture dynamic changes in time series. This combination of spatial
and temporal features makes the CNN-AE more robust to environmental disturbances;
the model achieved high detection rates across all five scenarios. As shown in Table 6, the
average accuracy of the CNN-AE was 85.08%, with relatively stable performance across
different scenes. Particularly in Scenarios 1 to 4, the CNN-AE demonstrated high detection
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rates, showing good adaptability to different environmental conditions. Moreover, the
CNN-AE exhibited consistent detection latency across these four scenarios, reflecting good
temporal stability. Although the detection latency in Scenario 5 was slightly longer, the
CNN-AE still maintained relatively low latency compared with the other models, especially
under complex environmental conditions.

Table 6. Results of temperature anomaly detection by the CNN-AE from a spatiotemporal perspective.

Model Accuracy Detection Delay (s)
Scene 1 Scene 2 Scene 3 Scene 4 Scene 5

CNN-AE 85.08% 60 60 48 75 108

The determination of anomalies depends on the comparison between the reconstructed
loss and the threshold, and the results of the reconstruction error over time for the five
different scenes are shown in Figure 7 for further analysis. Overall, CNN-AE demon-
strated robust performance across all scenes, effectively identifying anomalies and quickly
returning to normal levels after an anomaly occurred.
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3.4. Discussion

Currently, research on AE-based fire detection revolves around how to exploit the
properties of AE to improve the performance of fire warning systems. These studies
involve feature extraction and dimensionality reduction, anomaly detection, multimodal
data fusion, and real-time and computational resource optimization. Researchers have
fused data from different types of sensors and employed AE for comprehensive analysis
to further enhance the accuracy and reliability of fire detection [36,37,43]. However, these
approaches also face some challenges; for complex data distributions, more complex
network structures may be required to learn features effectively; training data may lead to
false predictions if they do not adequately cover all normal operating conditions; handling
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multimodal data increases the complexity of the system and requires solving the problems
of data synchronization and calibration and, while pursuing a fast response, a certain
degree of accuracy to improve the adaptability, accuracy, and response speed of the system
in different environments.

Compared with the existing studies, this paper puts more emphasis on the influence of
environmental factors on fire detection and explores the detection performance of different
AE models. Meanwhile, this paper not only considers the changes in time series and spatial
dimensions, but also integrates the spatiotemporal data of FO-DTS to construct a more
comprehensive dataset, which helps to more accurately capture the characteristics of the
fire occurrence and improve the adaptability and detection accuracy of the system.

Despite demonstrating the potential for detection of temperature anomalies using
an FO-DTS and an AE, this study emphasizes that these methods should extend beyond
theoretical exploration to support practical engineering applications. For deep learning
methods, datasets are always the foundation of the algorithms. As presented in this study,
after the installation of the FO-DTS, the temperature data returned from the sensor can
serve as the training set for the algorithms. Theoretically, to mitigate algorithmic bias, it is
advisable to collect data under varied conditions to ensure a balanced representation across
different scenarios. Specifically, when constructing the dataset for the monitored equipment,
temperature data should be collected in different weather conditions and at various times
of the day, as abnormal increases in temperature can occur under any conditions, and
the algorithms should learn patterns from all possible scenarios. Temperature trends can
differ across seasons, and our study only considered summer conditions. We recommend
preparing different datasets for each season so that the algorithms can focus more on the
temperature characteristics relevant to the current time. Additionally, the datasets can
be incrementally updated, allowing the algorithms to be retrained regularly to capture
new patterns.

Determining the size of the input remains a challenge as the optimal parameters vary
across different devices and scenarios, necessitating further research. In the context of the
scenes discussed in this study, the spatial size of the input should at least be larger than the
spatial resolution, and a temporal size greater than 60 would be preferable. If the spatial
size of the input is smaller than the spatial resolution of the FO-DTS, it cannot provide
accurate information about the spatial distribution of temperature, as spatial resolution
represents the minimum length necessary for the FO-DTS to differentiate temperature
measurements. Additionally, we suggest that the spatial size of the input should not
be excessively large, as this can complicate spatial positioning. Regarding the temporal
size, short time series are susceptible to random error interference and are unable to reflect
accurately changes over time. Therefore, we recommend a larger temporal size to effectively
reveal trends in temperature.

When the algorithm starts running, it serves as part of an outdoor fire alarm system to
ensure the safety of life and property. Once the system reports an anomaly, it can coordinate
and initiate appropriate emergency measures. Through these efforts, personnel can fully
utilize the information provided by the FO-DTS to connect this spatiotemporal sensor with
the fire alarm system. With the help of deep learning methods, reducing the rate of false
alarms will enhance personnel’s trust in the system, helping to avoid fatigue caused by
excessive alerts.

4. Conclusions
This study presents an enhanced method based on FO-DTS and autoencoders to

address the challenges of poor performance of traditional data-driven models in outdoor
fire warning, which are susceptible to environmental factors leading to false and missing
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alarms in fire warning systems. An experimental setup with an electrical heating platform
was constructed to simulate abnormal temperature rises, and the performance of various
types of autoencoders, including AE, VAE, and CNN-AE, was tested. The results indicate
that CNN-AE, which uses spatiotemporal data, offers superior detection rates and robust-
ness, maintaining stable performance in complex environments. Although AE and VAE
demonstrate slightly higher overall accuracy in some cases when using temporal or spatial
dimensions, they exhibit lower performance in detection delay and anomaly detection
rate, both of which are critical indices in anomaly detection for outdoor early fire warning.
Environmental conditions such as temperature, humidity, and weather significantly impact
detection results, with false alarms more likely to occur under high ambient temperatures
and rapid temperature fluctuations.

Future research will focus on expanding datasets that incorporate diverse environ-
mental factors to enhance the model’s generalization capability and effectively evaluate
the algorithm’s performance across various scenarios. Additionally, the study will aim
to further optimize the CNN-AE architecture to improve its accuracy and robustness in
practical applications. Furthermore, integrating measurement data with environmental
information and developing a model for the comprehensive detection of anomalies in
complex scenarios could be considered.
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