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Abstract

:

Acute psychological stress (APS) is a complex and multifactorial phenomenon that affects metabolism, necessitating real-time detection and interventions to mitigate its effects on glycemia in people with type 1 diabetes. This study investigates the detection of APS using physiological variables measured by the Empatica E4 wristband and employs explainable machine learning to evaluate the importance of the physiological signals. The extreme gradient boosting model is developed for classification of APS and non-stress (NS) with weighted training, achieving an overall accuracy of 99.93%. The Shapley additive explanations (SHAP) technique is employed to interpret the global importance of the physiological signals, determining the order of importance for the variables from most to least as galvanic skin response (GSR), heart rate (HR), skin temperature (ST), and motion sensors (accelerometer readings). The increase in GSR and HR are positively correlated with the occurrence of APS as indicated by high positive SHAP values. The SHAP technique is also used to explain the local signal importance for particular instances of misclassified samples. The detection of APS can inform multivariable automated insulin delivery systems to intervene to counteract the APS-induced glycemic excursions in people with type 1 diabetes.
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1. Introduction


People with type 1 diabetes (T1D) often experience unexplained glycemic excursions that deteriorate glucose control. T1D is an autoimmune disorder caused by the destruction of pancreatic beta cells that produce insulin, leading people with T1D to be dependent on exogenous insulin administration to maintain their blood glucose concentrations within a target range. An obscure disturbance to glycemia is acute psychological stress (APS), which can worsen glucose control in people with T1D through physiological and endocrine stress responses that cause hyperglycemia, or high glucose concentrations [1]. Prolonged hyperglycemia can lead to the development of complications that significantly impair quality of life and reduce life expectancy [2]. Detecting APS is important for mitigating the glycemic effects of APS and maintaining tight glycemic control.



It is challenging to mitigate the glycemic effects of APS using automated insulin delivery (AID) systems that rely solely on glucose measurements to modulate insulin delivery. AID systems integrate insulin pumps, continuous glucose monitors, and control algorithms to automatically modulate delivery of rapid acting insulin analogues. Using glucose measurements solely for feedback presents a challenge because elevated glucose levels can be caused by other stimuli, such as meals or anaerobic physical activities, in addition to APS [3,4,5,6,7].



APS detection using readily measurable physiological variables is an important topic in affective computing [8,9,10]. Numerous machine learning (ML) models have been developed to detect APS, including logistic regression, nearest neighbor methods, random forest, support vector machines, and neural networks [11]. Deep learning approaches with multiple hidden layers, which allow the model to learn complex representations of the input variables, have recently obtained high accuracy performance in detecting APS [12,13]. Enhancing the interpretability of the ML models developed to detect APS in everyday life is critical to increasing trustworthiness of the models, particularly in medical applications such as AID in people with T1D.



Accurate detection of APS necessitates a multivariable approach in which multiple signals from wearable devices are analyzed to deduce the presence of APS. This has led to the development of multivariable AID systems that incorporate numerous physiological measurements from wearable devices such as wristband activity trackers. Multivariable AID systems use the additional physiological signals for feedforward control, and are able to assess the glycemic effects of disturbances such as APS before its effects are observed in the blood glucose concentration measurements. This feedforward mechanism in combination with feedback is more proactive, and represents a substantial improvement over AID systems that react to the blood glucose concentration measurements and only employ feedback control.



Multivariable AID systems can use the real-time physiological measurements from wearable devices to detect APS and assess its effects on the predicted future glucose trajectory. This allows the multivariable AID system to accurately predict the future blood glucose levels, which enables timely insulin adjustments to maintain blood glucose levels within the desired range and prevent hyperglycemia. This proactive approach to handling APS necessitates accurate, reliable, and trustworthy artificial intelligence techniques that can detect the presence of APS.



Previous research works have studied the detection of APS using the eXtreme Gradient Boosting (XGBoost) algorithm and recurrent neural networks with long short-term memory [12]. Class imbalances were handled using upsampling, downsampling, weighted training, and an adaptive synthetic sampling approach. The ML models were trained with features generated from convolutional kernels and features were retained for training based on the sequential forward selection algorithm [13]. These ML algorithms are typically black-box models evaluated based on accuracy. Accuracy is important, though the ML models should also be interpretable.



One previous work introduced a stress monitoring system utilizing heart rate (HR) variability, galvanic skin response (GSR), and skin temperature (ST), but without interpretation using machine learning techniques [14]. Another work have highlighted the benefits of physiological measures to detect anxiety states, but did not integrate multiple biosignals and machine learning models [15]. A review of various stress detection methodologies emphasized the effectiveness of multisignal biosignal analysis, but noted the absence of systematic integration [16]. Physiological sensors for stress detection were used in real-world driving tasks, but did not focus on model interpretability using explainable AI techniques, underscoring the potential of various biosignal features but without detailed integration [17].



The need for explainable ML in medical applications has led researchers to develop methods for interpreting complex models and explaining the rationales for model predictions. A number of methods, such as local interpretable model-agnostic explanations (LIME), explain predictions of a classifier or regressor by locally approximating the model as a simpler interpretable surrogate model [18,19]. Another approach to interpreting ML models is SHapley Additive explanations (SHAP), which assigns each feature variable an importance value for each output prediction, with positive or negative values indicating the direction of influence [20,21].



In this work, we investigate the importance of the physiological signals collected using a wearable wristband device for the detection of APS. We combine data from various physiological sources, including HR, GSR, ST, and three-axis accelerometer (ACC) data, for a comprehensive analysis of APS indicators using wearable devices. An XGBoost model is developed with weighted training for classification of APS and non-stress (NS) [22]. Employing XGBoost, an optimized gradient boosting algorithm, this work achieves an 99.93% accuracy for the classification of APS and NS states. In Section 2, we first describe the study protocol for the data collection experiments, provide a brief overview of the methods used for data preprocessing, and detail the weighted training method for handling imbalanced classes along with the XGBoost and SHAP algorithms used for detecting APS and assigning an importance to each feature variable when predicting a particular data sample. The results of the XGBoost prediction model and SHAP algorithm are detailed in Section 3, followed by a discussion of the key findings of the study in Section 4. The use of SHAP values ensures explainability of the global importance of physiological signals, which indicates that the order of importance for the variables (from most to least) is GSR, HR, ST, and motion sensor (accelerometer) readings. In addition, this approach elucidates the local signal importance for particular samples. Finally, Section 5 provides concluding remarks.




2. Materials and Methods


2.1. Clinical Experiment Protocol


Clinical experiments were conducted to induce APS while subjects wore a physical activity tracker, the Empatica E4 wristband (Empatica Srl, Milan, Italy), to collect physiological biosignals data for training the APS detection models. The APS model was trained on data collected from eight subjects with T1D and two healthy subjects, with all ten subjects participating in APS sessions and six of them participating in NS sessions. The methods for inducing APS employed in this study are well-established and reliable techniques used in numerous studies and detailed in the literature [1,3,8,9]. The experiments were conducted while subjects were in a sedentary state. The experimental protocol consisted of sessions with and without APS inducement. During the APS sessions, subjects encountered either mental stress (MS) or exciting anxiety stress (EAS). In sessions with MS, subjects participated in an arithmetic test and letter/number sequence test. In the arithmetic test, subjects were asked to solve arithmetic problems including addition, subtraction, multiplication, and division of numbers. In the letter/number sequence test, subjects were presented with a sequence of letters and numbers and asked to repeat the sequence of the numbers followed by the letters in the order presented. In the EAS session, subjects had meetings with their supervisors or had exams at an allocated time. In the sessions without APS inducement, subjects watched neutral videos or read books. Table 1 shows the number of subjects and experiments performed for data collection. The experiments adhered to ethical guidelines and were approved by the institutional review board of the university. Table 2 provides demographic information on the study participants, including their age and maximum HR.



Physiological biosignals were collected using Empatica E4 wristbands. The E4 is equipped with a GSR sensor that measures changes in the electrical properties of the skin; a photoplethysmogram (PPG) sensor that measures blood volume pulse (BVP), from which HR variability is derived; an infrared thermopile that reads peripheral ST; and a three-axis accelerometer (ACC) to detect movement and changes in acceleration along the X, Y, and Z axes [23,24].




2.2. Data Preprocessing Pipeline


The Empatica E4 wristband collects the various physiological biosignals at different frequencies. Table 3 provides the frequency for each biosignal. GSR or electrodermal activity (EDA) is a physiological measurement of electricity flowing through the skin in which the amount of sweating can change the skin electrical activity. GSR can be divided into skin conductance level (SCL), representing the slow change background of the GSR, and skin conductance response (SCR), representing the time-varying peaks in response to a stimulus. It is reported in the literature that the peak of the SCR in the GSR signal occurs in reaction to a single stimulus, and appears between 1.5 and 6.5 s after the stimulus [25]; however, the individual’s physiological response and the nature of the stimulus can cause deviations from this range.



Data segmentation is the process of splitting signals into smaller data segments or windows for use in training models. The selection of an appropriate signal window is crucial, as it can affect the accuracy and interpretability of the analysis [26]. We segmented the time series biosignals into windows of 10 s with two-second time steps, which resulted in 39,021 samples for APS and 5967 samples for NS. The mean of GSR, HR derived directly from the BVP using the Empatica E4 algorithm, ST, and three-axis ACC were calculated over each window. The means of the signals for each time window were then used as features for training the XGBoost model. The label of each window was determined by taking the mode of the labels within the window. The dataset was split into training, validation, and testing sets with the following ratios: 80% for training, 10% for validation, and 10% for testing. We employed the stratified shuffle split, a combination of stratified k-fold and shuffle splitting, to maintain the same class distribution in the training, validation, and testing datasets as in the original dataset, thereby eliminating the risk of biased evaluation results due to class imbalance [27]. To ensure that all signals had the same scale, the training, validation, and testing data were standardized by subtracting the mean and dividing by the standard deviation of the training data. Figure 1 shows the overview of the machine learning pipeline, including data collection, data preprocessing, XGBoost model training, and model interpretation using SHAP.




2.3. Explainable Machine Learning for APS Detection


2.3.1. Imbalanced Data Handling


The dataset exhibits class imbalances, with a larger number of APS samples (39,021, 87%) compared to NS samples (5967, 13%). We employed a weighted training approach to assign relatively greater weights that penalized inaccuracies in the NS minority class during model training [13]. The value of the penalty weight assigned to each class was inversely proportional to its frequency in the dataset, as calculated by


   w i  =    n S    n C  ·  n S  ( i )      ,  



(1)




where   w i   is the weight of class i,   n S   is the total number of samples,   n C   is the number of classes, and   n S  ( i )    is the number of samples in class i. The weights assigned to the APS and NS classes were 0.58 and 3.8, respectively. We used the compute_class_weight function from the sklearn.utils module to determine the weights for the classes.




2.3.2. XGBoost Model Training


Gradient boosting is an ensemble learning method that integrates several weak learners such as decision trees to improve the overall algorithm performance. The trees are constructed consecutively, with each tree aiming to rectify the errors of the preceding tree. The prediction of the constructed model is the sum of the predictions of all individual weak learners weighted by their corresponding importance [28].



XGBoost is a parallelized and optimized gradient boosting algorithm that accelerates the training process by enabling the utilization of multiple central processing unit cores or graphics processing units [22,29]. XGBoost trains numerous instances of decision trees on various subsets of the training dataset while employing techniques such as gradient boosting, regularization, and efficient tree construction to improve precision and accuracy while avoiding overfitting. We implemented the XGBoost algorithm, specifically the XGBClassifier from the XGBoost library (version 2.0.3), with the objective set to ’binary’ to perform binary classification. The XGBoost Python library is designed to be highly efficient and flexible for training and deploying gradient boosting models [22]. We trained the XGBoost model for APS detection using the physiological signals GSR, HR, ST, and the three-axis ACC [12]. To prevent overfitting, we employed early stopping by halting the training process if the model accuracy on the validation dataset did not improve, setting the early_stopping_rounds parameter to 10.




2.3.3. SHAP Interpretation Technique


The use of multiple physiological signals to detect APS can improve accuracy, although the model must be validated in other ways in order to determine whether the model has acquired physiologically correct relations among the biosignals and the APS classification. SHAP is a unified model-agnostic technique that can interpret the output of various machine learning methods, including support vector machines, neural networks, decision trees, and ensembles of decision trees such as random forests or gradient boosting machines [20]. The SHAP technique is based on Shapley values, which assign a marginal contribution of each feature value across all possible combinations of features. SHAP computes the Shapley values for individual features to explain the model’s predictions. The mathematical representation of calculating the Shapley value for an input variable in a prediction is provided by [30]


   ϕ q   ( m )  =  ∑  S ⊆ F ∖ { q }      | S | ! ( | F | − | S | − 1 ) !   | F | !     [ m  ( S ∪  { q }  )  − m  ( S )  ]  ,  



(2)




where    ϕ q   ( m )    is the Shapley value of input variable q in prediction m, S is a coalition of the input variables without input variable q, F is the set of all input variables,   m ( S )   is the prediction made using the coalition S of the input variables without input variable q, and   m ( S ∪ { q } )   is the prediction made using the coalition S including input variable q.



We applied the SHAP technique to interpret the XGBoost model predictions and calculate the contributions of each physiological signal in APS detection using the SHAP Python library (version 0.44.1) [20]. SHAP values were computed for each sample to deduce the contributions of each physiological signal to the model prediction, and a beeswarm SHAP summary plot was generated to visualize the SHAP values for each physiological signal sorted by their importance.






3. Results


3.1. XGBoost Model Performance


The XGBoost model with weighted training for classification of APS and NS achieved an overall testing accuracy of 99.93 %. Table 4 summarizes the classification accuracy using the metrics of precision, recall, and F1 score. Figure 2 shows the corresponding confusion matrix.




3.2. Model Interpretation Using SHAP


We employed the SHAP technique to rank the marginal contribution of the physiological variables to the XGBoost model for APS detection. The marginal contribution of each feature is measured by calculating the mean of the absolute SHAP values per feature across the testing data. Figure 3 shows the beeswarm SHAP summary plot, which shows the feature importance in descending order on the vertical axis. The plot indicates that GSR is the most important signal, HR is the second most important, and ST is the third most important, followed by the ACC X-axis, ACC Y-axis, and ACC Z-axis. Each dot on the feature row represents the SHAP value of a sample in the testing data. Dark navy-colored dots represent high biosignal feature values, while yellow dots represent low biosignal feature values. To visualize the distribution, overlapping points are jittered in the Y-axis direction. Figure 3 shows that the increases in GSR and HR values are positively correlated with the occurrence of APS, as indicated by high positive SHAP values. The decrease in ST is positively correlated with APS, while accelerometer signals have the least contribution to the APS detection model. Acceleration in the direction of the positive X-axis, negative Y-axis, and negative Z-axis are correlated with APS. Acceleration in the direction of the positive X-axis can be attributed to lateral motions of the left arm moving to the right, such as when crossing the arms over the chest. Similarly, acceleration in the direction of the negative Y-axis captures movements of the hand moving backward or towards the body. Lastly, the negative Z-axis records the lowering of the hand or arm downwards.



The SHAP technique can provide an interpretation of model predictions for individual instances. Figure 4 shows the force plot for a correctly classified APS instance. The contribution of each physiological signal to the prediction is indicated by its SHAP value, represented as a horizontal arrow. The length of the arrow indicates the magnitude of the SHAP value, with red arrows indicating positive SHAP values and blue arrows indicating negative SHAP values. The mean standardized values of the biosignals are shown under the arrows. In this correctly classified APS instance, the GSR, HR, ST, ACC Z-axis, and ACC Y-axis all have positive SHAP values, while the ACC X-axis has a negative SHAP value. The base value, or the expected value, represents the average model prediction over the entire training dataset, which equals 10.46. The sum of all SHAP values for this instance (2.87 for GSR, 1.99 for HR, 1.05 for ACC Y-axis, 0.81 for ST, 0.75 for ACC Z-axis, and −0.62 for ACC X-axis) combined with the expected base value of 10.46 equals 17.31. The sum of all SHAP values for this instance combined with the expected base value is higher than the base value alone, indicating that the sum of all signal contributions positively affects the model’s APS prediction for this instance. The positive standardized mean GSR value of 2.037 has the most significant positive effect on the model’s APS prediction, with a SHAP value of 2.87. The positive standardized mean HR value of 1.081 has the second-most significant positive effect, with a SHAP value of 1.99. Meanwhile, the negative standardized mean ACC Y-axis value of −1.989 has the third most significant effect, contributing positively to the model’s APS prediction with a SHAP value of 1.05.



Figure 5 shows the force plot for the NS sample misclassified as APS. The sum of all the SHAP values for this instance combined with the expected base value is equal to 2.23, which is lower than the expected base value of 10.46. This indicates that the sum of all the contributions from the signal has a positive effect on the prediction of NS. However, ST contributed to the misclassification of the NS sample as APS; the negative standardized mean ST value of −0.672 has a positive SHAP value of 0.45, causing the model to indicate APS.



Figure 6 illustrates the dependency plot, showcasing the influence of GSR on the model’s predictions of APS detection considering the interaction with HR. The plot shows the SHAP values for standardized GSR versus the standardized GSR values, with each data point representing an individual prediction from the testing dataset color-coded based on the HR values. As seen in the figure, there is a positive correlation between the standardized GSR values and the GSR SHAP values. Higher GSR values are associated with higher SHAP values, indicating a stronger influence of GSR on the model’s predictions. Additionally, the color-coding based on standardized HR values demonstrates that elevated HR values (indicated by darker shades) are generally associated with higher GSR values. To quantify the relationship between GSR and HR, we calculated the Pearson’s correlation coefficient for the test set. The Pearson’s correlation coefficient, a measure of the linear correlation between GSR and HR, is 0.46 for the test set, a moderate positive correlation, suggesting that APS occurrence is associated with elevated GSR and HR values.




3.3. Independent Testing


To evaluate the model’s performance on an independent dataset, we collected E4 data on a real-life APS event from a healthy subject during a 40-min oral presentation in front of an audience. This independent dataset was not used in the training or validation of the model. The data collection involved a healthy individual wearing an Empatica E4 wristband during an APS inducement event. The collected data were preprocessed similar to the training data, including standardization using the mean and standard deviation of the training set. The model was able to detect APS accurately during the entirety of the 40-min presentation. This high accuracy is attributed to the pronounced changes in physiological variables, specifically, an increase in GSR and HR and a reduction in ST. These changes were more significant compared to the mild APS inducement in the clinical experiments. The significant physiological changes observed in the real-life scenario underscore the model’s robustness and its ability to generalize to different APS events. Figure 7 shows the beeswarm SHAP summary plot, which shows that the ranking of feature importance is identical to the order of importance deduced using the testing dataset of the clinical experiment.





4. Discussion


The complexity of the APS response necessitates the use of multiple physiological signals to achieve a high-accuracy detection model. By utilizing GSR, HR, ST, and three-axis ACC signals collected non-invasively by the Empatica E4 device for training our XGBoost model, we were able to achieve accuracy of 99.93%. Interpretation of complex models such as XGBoost is crucial for ensuring accurate predictions, model transparency, and informed decision-making. We used the SHAP technique to quantify the contribution of each physiological signal to the detection model and individual predictions as well as to identify potential sources of misclassifications. Interpreting the APS model is essential when integrating the model into the multivariable AID system for mitigating the effects of APS on glucose concentration in individuals with T1D.



Using the SHAP technique, the GSR variable is shown to be the most important signal for detection of APS. Figure 3 shows that the increase in GSR is positively correlated with the occurrence of APS. In the literature, it is reported that both SCR [14,15,25,31,32,33] and SCL [15,34,35,36,37] components of GSR consistently demonstrate increased variability in response to APS [16]. Sweat gland function is primarily regulated by the sympathetic nervous system, leading to elevation of SCR during periods of emotional arousal [38]. This outcome has led to the recognition of SCR as a reliable indicator of APS [25,39]. Additionally, studies have noted that the SCL component of GSR exhibits the highest correlation among features such as HR variability, increased respiration rate, and electromyography [17].



The SHAP technique also revealed HR as the second most important signal for detection of APS. Figure 3 shows that the increase in HR is positively correlated with the occurrence of APS. Numerous studies in the literature have reported a significant increase in HR during APS [16,40,41,42,43,44,45,46,47,48,49,50,51,52,53].



ST is shown to be the third-most important signal for APS detection. ST can increase or decrease in different regions of the human body in response to APS. The release of stress hormones such as cortisol and adrenaline in response to APS can lead to an increase in body temperature as part of the fight-or-flight response [54]. Conversely, the decrease in ST observed during APS can be attributed to vasoconstriction, a process in which blood vessels narrow, reducing blood flow to the skin surface. The literature reports that APS leads to a decrease in ST on the finger surface of the human body [14,40,41,55,56].



ACC can capture movement patterns that could be indicative of APS behaviors [57]. The ACC signals were found to have the least contribution to the APS detection model. This is explained by hand movements, which can vary substantially among subjects.



We used the SHAP technique to interpret the model’s predictions for individual instances in order to ensure the accuracy of the predictions. For example, the XGBoost model misclassified one of the NS samples as APS; however, the SHAP analysis correctly indicated NS, and also identified ST as the potential sources of the misclassification.



This work is focused on the interpretation of an APS model during a sedentary state. Future work will investigate the interpretation of APS models during periods when both physical activity and APS can be present either individually or concurrently. The changes in physiological signals such as HR and GSR signals caused by APS can sometimes be obscured by the concurrent changes resulting from physical activity. This presents a significant challenge when attempting to differentiate the specific physiological responses linked to APS from the alterations induced by physical activity such as scheduled exercise or spontaneous activities. While HR tends to increase during both APS and exercise due to increased cardiovascular demands, GSR can also intensify in response to heightened emotions during APS and because of increased perspiration during physical exertion.



A limitation of the current study is its limited number of subjects. As more data are collected in future studies, independent testing will be conducted to further validate the robustness and generalizability of our APS detection model.




5. Conclusions


An XGBoost model was developed for classification of APS and NS states, achieving an overall accuracy of 99.93%. The SHAP technique was employed to compute the global importance of the physiological signals used for detection of APS by the XGBoost model. The order of importance for the variables from most to least was determined to be GSR, HR, ST, and motion sensor ACC readings. Increases in GSR and HR were positively correlated with the occurrence of APS, as indicated by high positive SHAP values. The SHAP method highlighted the importance of local biosignals for particular instances of correctly and misclassified samples, further validating our approach. These findings underscore the significant contributions of GSR and HR signals in detecting APS, supporting our conclusions about the model’s effectiveness in APS detection.
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The following abbreviations are used in this manuscript:



	APS
	Acute Psychological Stress



	SHAP
	Shapley Additive Explanations



	GSR
	Galvanic Skin Response



	HR
	Heart Rate



	T1D
	Type 1 Diabetes



	AID
	Automated Insulin Delivery



	ML
	Machine Learning



	XGBoost
	Extreme Gradient Boosting



	LIME
	Local Interpretable Model-Agnostic Explanations



	NS
	Non-Stress



	MS
	Mental Stress



	EAS
	Exciting Anxiety Stress



	PPG
	Photoplethysmogram



	BVP
	Blood Volume Pulse



	ST
	Skin Temperature



	ACC
	Accelerometer



	EDA
	Electrodermal Activity



	SCL
	Skin Conductance Level



	SCR
	Skin Conductance Response
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Figure 1. Overview of the machine learning pipeline, including data collection using the Empatica E4 followed by data preprocessing involving data segmentation, calculation of the mean for each sample, and splitting of the data into training, validation, and testing sets. This is followed by training, validation, and testing of the APS XGBoost model, then interpretation of the signal importance using SHAP. 
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Figure 2. Confusion matrix for APS classification XGBoost model. 
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Figure 3. Beeswarm SHAP summary plot for the XGboost APS model. 
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Figure 4. Force plot for correctly classified APS instance. 
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Figure 5. Force plot for NS sample misclassified as APS. 
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Figure 6. Dependency plot of GSR on APS detection with HR interaction. 
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Figure 7. Beeswarm SHAP summary plot for the XGBoost APS model using the independent dataset from the oral presentation session. 
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Table 1. Number of subjects and experiments performed for data collection.
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