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Abstract: Deep learning models, particularly transformer architectures, have revolutionized various
computer vision tasks, including image classification. However, their performance under different
types and levels of noise remains a crucial area of investigation. In this study, we explore the noise
sensitivity of prominent transformer models trained on the ImageNet dataset. We systematically
evaluate 22 transformer variants, ranging from state-of-the-art large-scale models to compact versions
tailored for mobile applications, under five common types of image distortions. Our findings
reveal diverse sensitivities across different transformer architectures, with notable variations in
performance observed under additive Gaussian noise, multiplicative Gaussian noise, Gaussian blur,
salt-and-pepper noise, and JPEG compression. Interestingly, we observe a consistent robustness
of transformer models to JPEG compression, with top-5 accuracies exhibiting higher resilience
to noise compared to top-1 accuracies. Furthermore, our analysis highlights the vulnerability of
mobile-oriented transformer variants to various noise types, underscoring the importance of noise
robustness considerations in model design and deployment for real-world applications. These
insights contribute to a deeper understanding of transformer model behavior under noisy conditions
and have implications for improving the robustness and reliability of deep learning systems in
practical scenarios.
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1. Introduction

Visual quality evaluation in the context of computer vision refers to the process of
assessing the perceived quality of digital images or digital videos generated by computer
vision systems. This evaluation is critical for various applications, including image [1] and
video processing [2], computer graphics [3], multimedia [4], and machine learning [5]. It
involves quantifying the extent to which computer-generated visual content aligns with
human perception, and it plays a pivotal role in ensuring the effectiveness and acceptability
of computer vision applications [6].

One of the primary reasons for evaluating visual quality is to ensure that users are
satisfied with the output of computer vision systems. Whether generating realistic images,
enhancing photographs, or enabling virtual reality experiences, the quality of visual content
significantly impacts user experience and engagement. High-quality visuals are more
likely to be accepted and appreciated by users. Visual quality assessment aids decision-
making processes in various industries. For instance, in medical imaging, accurate and
high-quality visual representations are crucial for doctors to make informed diagnoses [7].
For example, in radiology, poor-quality images could lead to misdiagnosis or the failure to
detect critical conditions such as tumors [8]. Visual quality evaluation ensures that images
used in machine learning models for tasks like tumor detection have the necessary clarity
and detail [9]. In autonomous driving, the quality of computer vision-based perception
systems can determine the safety of the vehicle [10]. Namely, autonomous vehicles rely
on cameras among others to interpret the environment around them. The quality of the
images captured by these cameras directly affects the vehicle’s ability to detect and respond
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to obstacles [11]. Visual quality evaluation helps in filtering out poor-quality images that
might introduce noise or errors ensuring that the algorithms work on clear and accurate
images [12]. In multimedia applications, such as streaming video services or gaming,
visual quality is a key factor [13]. Assessing and maintaining high-quality visuals ensures
smooth content delivery, reduces buffering, and enhances the overall viewing experience
for users [14]. In augmented reality (AR) and virtual reality (VR), visual quality also is
paramount for immersion and user comfort. Poor-quality visuals can break immersion
and even cause motion sickness [15]. For example, AR applications on mobile devices
must constantly evaluate the visual quality of the environment they are augmenting to
ensure smooth and accurate overlay of virtual objects [16]. This requires real-time visual
quality evaluation to adjust rendering and processing based on environmental conditions.
In machine learning, visual quality evaluation is essential for curating high-quality datasets.
Annotated data used for training computer vision models must be of high visual quality
to ensure accurate model performance. This is particularly important in applications like
object recognition [17] and image segmentation [18]. In security applications, such as
facial recognition systems, visual quality evaluation is essential for identifying individuals
accurately [19]. In scenarios with low light or poor camera angles, the quality of the
captured images may suffer, leading to false positives or negatives. Evaluating and ensuring
high visual quality can mitigate these issues, leading to more reliable security systems.
In manufacturing, computer vision systems are used to detect defects in products [20].
Visual quality evaluation ensures that images captured by inspection cameras are clear
enough to detect even the smallest flaws. For example, in electronics manufacturing,
even minor defects in circuit boards need to be detected, which requires high-quality
image capture and analysis [21]. As can be seen from the above examples, visual quality
evaluation is a cornerstone of effective computer vision applications. It ensures that the
data used by models are of sufficient quality to produce reliable results and that the output
meets the standards required for the specific use case.

In computer vision, neural network-based solutions and algorithms have achieved
state-of-the-art results in a huge number of domains, i.e., image classification [22], image
segmentation [23], action recognition [24], etc. In spite of their excellent performance
in computer vision tasks, it was demonstrated that deep neural networks are sensitive
to adversarial samples [25]. These adversarial samples are perturbations that are often
imperceptible to humans, but they can significantly affect the model’s output. They can
be generated using various techniques, including optimization algorithms that iteratively
adjust the input to maximize the model’s prediction error [26,27]. In [28], Arjomandi et al.
improved an adversarial attack against a stream of online images by implementing an
optimization method to eliminate weight decay loss from the total loss term of models.
Further, Dodge and Karam [29] pointed out that convolutional neural networks (CNNs) are
very susceptible to certain distortion types and surprisingly resilient to JPEG or JPEG2000
compression noise.

1.1. Structure of the Paper

The rest of this paper is organized as follows. Section 1.2 reviews related and previous
research work. In Section 1.3, the main contributions of this study are declared. Next,
Section 2 introduces transformer networks in general and for computer vision tasks. The
experimental setup used to evaluate the noise sensitivity of notable transformer models is
presented in Section 3. Subsequently, Section 4 presents the obtained experimental results.
Finally, a conclusion is drawn in Section 5.

1.2. Related Works

In the realm of computer vision, the ability of machines to interpret and understand
visual information is paramount. However, this capability is significantly challenged by the
presence of image noise, a ubiquitous phenomenon that arises from various sources. Image
noise refers to random variations in pixel values that deviate from the true representation of
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the scene [30]. These variations can manifest as graininess, distortion, or irregular patterns
in an image [31]. The sources of image noise are diverse, ranging from electronic sensor
limitations in imaging devices to external factors like poor lighting conditions [32]. Regard-
less of the origin, the impact of image noise on computer vision algorithms is multifaceted
and can impede the accuracy and reliability of visual information processing [1,33].

One of the primary challenges posed by image noise is its adverse effect on image
analysis tasks. Computer vision algorithms often rely on precise pixel values to identify
patterns, edges, and textures within an image. Image noise introduces spurious variations
that can mislead these algorithms, leading to inaccurate feature extraction and compromis-
ing the overall quality of image analysis. As a consequence, tasks such as segmentation [34],
image enhancement [35], and feature detection [36] become more challenging in the pres-
ence of noise. For instance, face recognition in low-quality images is a hot research topic in
the literature [37]. Zou and Yuen [38] devised a face super-resolution method to reconstruct
a higher resolution image for face recognition. In contrast, Li et al. [39] introduced the
coupled mapping procedure, which first projects the images with different resolutions
onto a lower dimensional space. Further, locality-preserving [40] was introduced in the
optimization criterion to force identical labels as close as possible to each other in the new
feature space.

1.3. Contributions

CNNs can be sensitive to certain types of noise, especially when the noise interferes
significantly with the visual patterns and features that the network is trained to recognize.
The impact of noise on CNNs depends on the nature and intensity of the noise, as well as
the specific characteristics of the network and the task it is designed to perform. Adversarial
noise is specifically crafted to deceive neural networks. Small, imperceptible perturbations
added to input images can lead to misclassifications. In [29], Dodge and Karam empirically
demonstrated that CNNs are susceptible to blur and Gaussian noise distortions, while
being resilient to compression noise. The main contribution of this paper is a large-scale
evaluation of transformer networks on natural images under different types and levels
of image distortions. Specifically, the ImageNet database [41], which contains more than
1,000,000 images and 1000 semantic categories, were applied in our experiments. Namely,
this dataset was augmented by applying several different distortion types. Subsequently,
the performances of 22 state-of-the-art trained transformer networks on the ImageNet
database [41] were measured and results reported on these distorted images.

2. Background

The transformer is a type of neural network architecture introduced by Vaswani et al. [42]
in 2017. It was a breakthrough in the field of natural language processing (NLP) and
machine translation. Unlike previous sequence-to-sequence models, the transformer model
does not rely on recurrent neural networks (RNNs) or CNNs for sequential data process-
ing. Instead, it is based entirely on attention mechanisms. The key components of the
transformer architecture are the followings:

1. Self-attention mechanism: it allows the model to weigh the importance of different
words in a sequence when predicting a particular word. It can focus on different parts
of the input sequence for each word in the output sequence. This is particularly useful
for tasks involving long-range dependencies in the input data.

2. Multi-head attention: To capture different aspects of the input sequence, the self-
attention mechanism is extended to multiple heads, allowing the model to jointly
attend to information from different representation subspaces.

3. Positional encoding: Since the transformer does not inherently understand the order
of the input sequence, positional encodings are added to the input embeddings to
give the model information about the positions of the words in the sequence.
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4. Feed-forward neural networks: After the attention layers, the model uses feed-forward
neural networks to process the information from the attention layer and produce the
final output.

5. Encoder and decoder stacks: The transformer model consists of an encoder stack
and a decoder stack. The encoder processes the input sequence, while the decoder
generates the output sequence. Both the encoder and decoder contain multiple layers
of the components mentioned above.

The absence of sequential processing (like in RNNs) and the ability to attend to different
parts of the input sequence simultaneously (through self-attention) make transformers
highly parallelizable and efficient for training on large datasets. Transformers have become
the foundation for many state-of-the-art models in NLP, including BERT [43] (bidirectional
encoder representations from transformers), GPT [44] (generative pre-trained transformer),
and T5 [45] (text-to-text transfer transformer), among others. They have also found appli-
cations in various other domains beyond NLP due to their flexibility and effectiveness in
capturing complex patterns in data.

Transformers can be applied to various computer vision tasks, including image classi-
fication. While CNNs have traditionally been the go-to architecture for image-related tasks,
recent research has shown that transformers can also achieve competitive results [46].

3. Experimental Setup

In this section, we describe the experimental setup used to evaluate the noise sensitivity
of notable transformer models trained on the ImageNet dataset. First, we provide an
overview of the transformer architectures considered in our study. Second, we outline the
details of the used database sampled from the ImageNet dataset, including its size, content,
and class distribution. Third, we discuss the types of image distortions that were applied
to assess the robustness of the transformer models under various noise conditions. This
comprehensive setup enables us to systematically evaluate the performance of transformer
models across different noise types and levels, providing valuable insights into their noise
sensitivity and robustness.

To evaluate the performance of the considered models under different noise condi-
tions, we systematically apply common artificial distortions, i.e., additive Gaussian noise,
multiplicative Gaussian noise, blur, salt-and-pepper noise, and JPEG compression, to the
images and measure both top-1 and top-5 accuracies.

3.1. Transformers

The vision transformer [47] (ViT) was one of the pioneering works that applied the
transformer architecture to images. Namely, it treats images as sequences of patches
and processes them through transformer layers. The key features of ViT are (1) patch
embeddings, where images are divided into fixed-size patches, linearly embedded, and then
treated as tokens similar to words in NLP tasks; and the (2) transformer encoder, which
utilizes transformer layers for capturing global dependencies among patches. ViT achieved
competitive results on various image classification benchmarks and demonstrated the
effectiveness of transformers in vision tasks.

Graham et al. [48] introduced LeViT, which uses a hybrid architecture that combines
CNNs and transformers. Namely, it utilizes first a CNN block with 3 × 3-sized convolu-
tional kernels. Next, the resulting output from this CNN block is passed to a hierarchical
ViT. The authors aim was to optimize the trade-off between accuracy and efficiency in a
high-speed regime by incorporating principles from both convolutional neural networks
and attention-based architectures. LeViT significantly outperforms existing convnets and
transformers in terms of the speed/accuracy tradeoff, achieving a 5 times faster inference
speed than EfficientNet on CPU at 80% ImageNet top-1 accuracy. The architecture is a stack
of transformer blocks with pooling steps to reduce the resolution of the activation maps,
resembling classical convolutional architectures.
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The Swin transformer [49] focuses on efficiently modeling long-range dependencies
in images. The key features of Swin are the following: (1) Hierarchical transformer ar-
chitecture: It introduces a hierarchical architecture where the image is first divided into
non-overlapping patches, which are then further divided into smaller, overlapping patches.
This hierarchical approach helps capture both local and global information effectively.
(2) Shifted windows: Swin uses shifted windows for self-attention, allowing the model to
efficiently handle long-range dependencies.

Mehta and Rastegari [50] introduced a lightweight transformer for mobile devices.
Specifically, the proposed MobileViT (mobile vision transformer) architecture consists of
the following elements. First, 3 × 3 strided convolutions process the input image, which is
followed by MobileNetV2-style [51] inverted residual blocks to downsample the resolution
of the intermediate feature maps. Compact design is also achieved through techniques such
as depthwise separable convolutions [52], group convolutions [53], and efficient attention
mechanisms. These optimizations help reduce the number of parameters and computa-
tional operations required while preserving the model’s expressive power. MobileViT
also introduces spatial tokenization, which partitions input images into smaller patches
and processes them independently, further enhancing efficiency without compromising
performance. Overall, MobileViT represents a trade-off between model size, computational
efficiency, and performance, making it a compelling choice for applications where resource
constraints are a primary concern, such as mobile image classification, object detection,
and image segmentation tasks.

As pointed out in the literature [54,55], convolutions are very good at capturing
low-level, local features in images. Motivated by this, convolutional vision transformer
(CVT) [56] first applies a convolution-based projection for capturing spatial structures in an
input image and for tokenization of image patches. To mimic the effects of CNNs’ spatial
downsampling, CVT implements a hierarchical design by gradually decreasing the number
of tokens and increasing the width of tokens at the same time.

The main factors that limit the inference speed of ViTs include the massive number
of parameters, quadratic-increasing computation complexity with respect to token length,
non-foldable normalization layers, and lack of compiler level optimizations. These factors
contribute to the high latency of ViTs, making them impractical for real-world applications
on resource-constrained hardware such as mobile devices and wearables. Additionally,
patch embedding with large kernel and stride has been identified as a speed bottleneck
on mobile devices, and the choice of token mixer and the implementation of reshape
operations also impact the latency of ViTs. In [57], the authors introduce a new model
called EfficientFormer, which aims to achieve high performance with low inference latency
on mobile devices. The study focuses on revisiting the network architecture and operators
used in ViT-based models and identifying inefficient designs. It proposes a dimension-
consistent design paradigm for vision transformers and performs latency-driven slimming
to obtain a series of final models dubbed EfficientFormer.

Shaker et al. [58] introduced a novel efficient additive attention mechanism designed to
replace the quadratic matrix multiplication operations in self-attention with linear element-
wise multiplications. This approach aims to address the computational complexity of self-
attention, making it more practical for deployment on resource-constrained mobile devices.
The efficient additive attention eliminates the need for expensive matrix multiplication
operations and allows for linear complexity with respect to the input image resolution. By
incorporating this mechanism, the authors introduce a series of models called SwiftFormer,
which achieve state-of-the-art performance in terms of accuracy and mobile inference speed.
The proposed efficient additive attention enables the usage of attention at all stages of the
network, providing a more effective trade-off between accuracy and latency compared to
existing methods.

Guo et al. [59] presented a novel linear attention mechanism named large kernel
attention (LKA) designed for computer vision tasks. LKA leverages the strengths of both
convolution and self-attention mechanisms, addressing their respective limitations. Namely,
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LKA decomposes a large kernel convolution into three components: depthwise convolution,
depthwise dilation convolution, and pointwise convolution. This decomposition allows for
capturing long-range dependencies with reduced computational cost and parameters. The
visual attention network (VAN) was then introduced, leveraging LKA for feature extraction
in a simple hierarchical structure.

We present a summary of notable transformer architectures used in our study, includ-
ing their publication year, number of parameters, and memory footprint. This information,
outlined in Table 1, provides insights into the characteristics and scale of the transformer
models evaluated in our experiments. The publication year indicates the temporal context
of each model’s development, while the number of parameters and memory footprint offer
insights into their computational complexity and resource requirements.

Table 1. Considered transformer architectures.

Architecture Year Number of Parameters Memory Footprint in Bytes

ViT-B/16 [47] 2020 86,567,656 346,270,624
ViT-L/16 [47] 2020 304,326,632 1,217,306,528
LeViT-128 [48] 2021 9,213,936 38,448,128
LeViT-256 [48] 2021 18,893,876 77,266,064
LeViT-384 [48] 2021 39,128,836 158,338,896
Swin-S [49] 2021 49,606,258 198,886,024
Swin-B [49] 2021 87,768,224 351,533,888
Swin-L [49] 2021 196,532,476 786,590,896
MobileViT-XXS [50] 2021 1,272,024 5,104,800
MobileViT-XS [50] 2021 2,317,848 9,305,440
MobileViT-S [50] 2021 5,578,632 22,363,808
CVT-13 [56] 2021 19,997,480 80,093,144
CVT-21 [56] 2021 31,622,696 126,658,712
CVT-W24 [56] 2021 277,196,392 1,109,323,744
EfficientFormer-L1 [57] 2022 12,289,928 49,306,864
EfficientFormer-L3 [57] 2022 31,406,000 125,934,952
EfficientFormer-L7 [57] 2022 82,229,328 329,429,000
SwiftFormer-XS [58] 2023 3,475,360 13,925,488
SwiftFormer-S [58] 2023 6,092,128 24,404,344
SwiftFormer-L1 [58] 2023 12,057,920 48,281,280
SwiftFormer-L3 [58] 2023 28,494,736 114,061,408
VAN-B6 [59] 2023 26,579,496 106,421,776

3.2. Dataset

ImageNet [41] is a large-scale visual database designed for use in visual object recogni-
tion research. It was created by researchers at Stanford University and is widely used in the
field of computer vision. The database contains millions of labeled images, covering a vast
range of object categories. The test was carried out on a subset of ImageNet’s validation set,
since the labels for the test set of ImageNet are not publicly available. The ImageNet Large-
Scale Visual Recognition Challenge (ILSVRC) organizers have historically kept the labels
of the test set private to prevent overfitting and to ensure that the competition remains
fair and unbiased. To create a database for our experiments, we sampled the ImageNet
validation database by randomly selecting 50 classes. From each of these classes, we then
randomly chose 100 images, resulting in a database containing 5000 images.

3.3. Distortion Types

In the context of image processing, additive Gaussian distortion involves adding
random values sampled from a Gaussian distribution to each pixel in an image. This
process can simulate various real-world scenarios where noise is present, such as electronic
sensor noise in cameras or transmission noise in communication channels. Mathematically,
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if I(x, y) represents the intensity of a pixel at coordinates (x, y) in the original image,
and N(x, y) represents the Gaussian noise at those coordinates, the distorted image I′(x, y)
can be expressed as [60]:

I′(x, y) = I(x, y) + N(x, y). (1)

Here, N(x, y) is a random variable with values sampled from a Gaussian distribution.
In our experiments, we adjusted the variance in N(x, y) from 0 to 0.3 in increments of 0.01.

Multiplicative Gaussian distortion in image processing involves introducing multi-
plicative noise to an image, where the noise values are sampled from a Gaussian distri-
bution [61]. Unlike additive Gaussian distortion, which adds noise directly to the pixel
values, multiplicative distortion multiplies the pixel values by a factor determined by
Gaussian noise. Mathematically, if I(x, y) represents the intensity of a pixel at coordinates
(x, y) in the original image, and N(x, y) represents the Gaussian noise at those coordinates,
the distorted image I′(x, y) can be expressed as:

I′(x, y) = I(x, y) · (1 + N(x, y)). (2)

Here, N(x, y) is a random variable with values sampled from a Gaussian distribution.
The term (1 + N(x, y)) represents the multiplicative factor applied to the original pixel
value. In our experiments, we adjusted the variance in N(x, y) from 0 to 0.3 in increments
of 0.01.

A Gaussian blur is a common technique used to reduce image noise and detail.
The mathematical definition involves applying a Gaussian function to the image, which
effectively smooths it. The Gaussian function in two dimensions is given by:

G(x, y) =
1

2πσ2 e−
x2+y2

2σ2 , (3)

where σ is the standard deviation, which determines the extent of the blur. Further, x and y
are the distances from the origin in the horizontal and vertical axes, respectively. A larger σ
results in a greater blur, as the Gaussian function spreads out more. Conversely, a smaller σ
results in less blur, with the function more concentrated around the center. To apply this
blur to an image, the Gaussian function is used as a convolution kernel. Each pixel in the
image is replaced by a weighted average of its neighbors, with the weights given by the
Gaussian function. This process smooths out rapid intensity variations, thereby blurring
the image. In our experiments, we used 3 × 3 sized kernels and we adjusted the standard
variation from 0 to 5 in increments of 0.1.

Salt-and-pepper noise, often referred to as salt-and-pepper distortion, is a type of
image noise that manifests as randomly occurring bright and dark pixels in an image [62].
The name “salt-and-pepper” is derived from the visual analogy of the white and black
specks resembling grains of salt and pepper on food. In images affected by salt-and-pepper
noise, some pixels are randomly assigned the maximum intensity value (white), while
others are assigned the minimum intensity value (black). The rest of the pixels retain their
original values. This type of noise can be caused by various factors, including errors in
image acquisition, transmission, or storage. Mathematically, the salt-and-pepper distortion
can be represented as follows:

I′(x, y) =


Imax, with probability p/2,
Imin, with probability p/2,
I(x, y), with probability 1 − p.

(4)

Here, I(x, y) represents the original intensity of the pixel at coordinates (x, y), Imax is the
maximum intensity value (white), Imin is the minimum intensity value (black), and p is
the probability of a pixel being affected by salt-and-pepper noise. The process involves
independently deciding for each pixel whether it should become white, black, or remain
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unchanged based on the specified probabilities. In our experiments, we adjusted the
relative prevalence (density) of noisy pixels from 0 to 0.3 in increments of 0.01.

Joint Photographic Experts Group (JPEG) compression is a widely used method for
reducing the file size of digital images [63]. It is a lossy compression technique, meaning that
some image information is discarded to achieve higher compression ratios. The goal is to
reduce file size while preserving visual quality to an acceptable extent. JPEG compression
introduces distortion in images, and this distortion is commonly referred to as JPEG
compression artifacts. The primary artifacts associated with JPEG compression include [64]:
blocking artifacts, quantization artifacts, chrominance subsampling artifacts, ring effects,
and high-frequency detail loss. The degree of distortion depends on the compression
settings chosen (e.g., quality factor), and higher compression ratios generally result in
more noticeable artifacts. While JPEG compression is highly effective for reducing file
sizes, it may not be suitable for applications where preserving every detail is critical,
such as medical imaging or certain professional photography scenarios. In such cases,
lossless compression or other compression methods may be preferred. In our experiments,
the quality level of JPEG compression was adjusted from 100 to 5 in decrements of 5.
Further, the quality level from 5 to 1 was adjusted in decrements of 1.

4. Results

Top-1 accuracy and top-5 accuracy are performance metrics commonly used in image
classification tasks, particularly in the context of evaluating models trained on datasets like
ImageNet [41]. Top-1 accuracy is a straightforward metric that measures the percentage
of test images for which the correct class label is predicted as the top (most probable)
prediction by the model. If the predicted class label is the same as the ground truth
(actual label), then the prediction is considered correct. The formula for calculating top-1
accuracy is:

top-1 accuracy =
number of correct top-1 predictions

total number of test images
× 100% (5)

Top-5 accuracy is a more lenient metric that considers a prediction to be correct if the correct
class label is among the top 5 predictions made by the model in order of probability. This is
particularly relevant for large-scale image classification tasks where an image may belong
to a fine-grained category, and the model might correctly identify a closely related class.
The formula for calculating top-5 accuracy is:

top-5 accuracy =
number of correct top-5 predictions

total number of test images
× 100% (6)

In both cases, “correct prediction” refers to the model’s prediction aligning with the ground
truth label.

The numerical results of our experiments are summarized in Figures 1–10. Specifi-
cally, top-1 accuracy values under five different distortion types with varying intensities
are summarized in Figures 1–5, while top-5 accuracy values can be seen in Figures 6–10.
From these figures, several conclusions can be drawn. First of all, various transformer
networks exhibit distinct sensitives to noise. Even at moderate levels of noise, with the ex-
ception of JPEG compression, there is a noticeable decrease in top-1 accuracy performance
across all transformer networks. This suggests that noise, regardless of intensity, generally
impacts the performance of these networks, highlighting its significant influence on their
robustness. The performance of transformers designed for mobile applications, such as
MobileViT-XXS, MobileViT-XS, and MobileViT-S, exhibits exceptional sensitivity to various
types of noise, with notable decreases observed in both top-1 and top-5 accuracy across all
noise types, except for JPEG compression. This indicates a heightened vulnerability of these
mobile-oriented transformers to noise interference, underscoring the need for robustness
enhancements in such architectures. The outstanding sensitivity of mobile transformers
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to noise could be attributed to the following factors. Mobile transformers are typically
designed to be lightweight and efficient to run on mobile devices with limited compu-
tational resources. This emphasis on efficiency may result in reduced model complexity
compared to larger transformers, making them more susceptible to noise interference. The
architectural choices made in designing mobile transformers, such as the size of the model,
the number of layers, and the use of attention mechanisms, may not be optimized for noise
robustness. Techniques like quantization and model compression, which are commonly
employed to reduce the size of models for mobile deployment, can sometimes amplify the
effects of noise, leading to decreased performance.

All transformers demonstrate high robustness to JPEG noise, maintaining stable top-1
and top-5 accuracies even up to 20% JPEG quality level. However, a sharp decrease in
performance becomes evident at the 10% quality level. This indicates that JPEG noise
has minimal impact on transformer performance until a certain threshold, beyond which
there is a notable decline in accuracy. Namely, the JPEG compression algorithm primarily
affects high-frequency components of an image, such as fine details and textures, while
preserving low-frequency components, such as overall shapes and colors. This character-
istic of JPEG compression often results in perceptually similar images despite significant
compression, which may not significantly affect the performance of transformer models.
Further, transformer models leverage self-attention mechanisms to capture long-range
dependencies and relationships between different parts of an image. This allows them to
focus on relevant features while disregarding irrelevant or noisy information. As a result,
transformer models can effectively handle the distortions introduced by JPEG compression
without significantly compromising performance.

(a) (b)

(c) (d)
Figure 1. Top-1 accuracy rates under different additive Gaussian distortions. (a) SwiftFormer-
XS, SwiftFormer-S, SwiftFormer-L1, SwiftFormer-L3, VAN-B6. (b) CVT-13, CVT-21, CVT-W24,
EfficientFormer-L1, EfficientFormer-L3, EfficientFormer-L7. (c) Swin-S, Swin-B, Swin-L, MobileViT-
XXS, MobileViT-XS, MobileViT-S. (d) ViT-B/16, ViT-L/16, LeViT-128, LeViT-256, LeViT-384.
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(a) (b)

(c) (d)
Figure 2. Top-1 accuracy rates under different multiplicative Gaussian distortions. (a) SwiftFormer-
XS, SwiftFormer-S, SwiftFormer-L1, SwiftFormer-L3, VAN-B6. (b) CVT-13, CVT-21, CVT-W24,
EfficientFormer-L1, EfficientFormer-L3, EfficientFormer-L7. (c) Swin-S, Swin-B, Swin-L, MobileViT-
XXS, MobileViT-XS, MobileViT-S. (d) ViT-B/16, ViT-L/16, LeViT-128, LeViT-256, LeViT-384.

(a) (b)

(c) (d)
Figure 3. Top-1 accuracy rates under Gaussian blur. (a) SwiftFormer-XS, SwiftFormer-S, SwiftFormer-
L1, SwiftFormer-L3, VAN-B6. (b) CVT-13, CVT-21, CVT-W24, EfficientFormer-L1, EfficientFormer-L3,
EfficientFormer-L7. (c) Swin-S, Swin-B, Swin-L, MobileViT-XXS, MobileViT-XS, MobileViT-S. (d) ViT-
B/16, ViT-L/16, LeViT-128, LeViT-256, LeViT-384.
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(a) (b)

(c) (d)
Figure 4. Top-1 accuracy rates under different salt-and-pepper distortions. (a) SwiftFormer-
XS, SwiftFormer-S, SwiftFormer-L1, SwiftFormer-L3, VAN-B6. (b) CVT-13, CVT-21, CVT-W24,
EfficientFormer-L1, EfficientFormer-L3, EfficientFormer-L7. (c) Swin-S, Swin-B, Swin-L, MobileViT-
XXS, MobileViT-XS, MobileViT-S. (d) ViT-B/16, ViT-L/16, LeViT-128, LeViT-256, LeViT-384.

(a) (b)

(c) (d)
Figure 5. Top-1 accuracy rates under different JPEG distortions. (a) SwiftFormer-XS, SwiftFormer-
S, SwiftFormer-L1, SwiftFormer-L3, VAN-B6. (b) CVT-13, CVT-21, CVT-W24, EfficientFormer-L1,
EfficientFormer-L3, EfficientFormer-L7. (c) Swin-S, Swin-B, Swin-L, MobileViT-XXS, MobileViT-XS,
MobileViT-S. (d) ViT-B/16, ViT-L/16, LeViT-128, LeViT-256, LeViT-384.
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(a) (b)

(c) (d)
Figure 6. Top-5 accuracy rates under different additive Gaussian distortions. (a) SwiftFormer-
XS, SwiftFormer-S, SwiftFormer-L1, SwiftFormer-L3, VAN-B6. (b) CVT-13, CVT-21, CVT-W24,
EfficientFormer-L1, EfficientFormer-L3, EfficientFormer-L7. (c) Swin-S, Swin-B, Swin-L, MobileViT-
XXS, MobileViT-XS, MobileViT-S. (d) ViT-B/16, ViT-L/16, LeViT-128, LeViT-256, LeViT-384.

(a) (b)

(c) (d)
Figure 7. Top-5 accuracy rates under different multiplicative Gaussian distortions. (a) SwiftFormer-
XS, SwiftFormer-S, SwiftFormer-L1, SwiftFormer-L3, VAN-B6. (b) CVT-13, CVT-21, CVT-W24,
EfficientFormer-L1, EfficientFormer-L3, EfficientFormer-L7. (c) Swin-S, Swin-B, Swin-L, MobileViT-
XXS, MobileViT-XS, MobileViT-S. (d) ViT-B/16, ViT-L/16, LeViT-128, LeViT-256, LeViT-384.
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(a) (b)

(c) (d)
Figure 8. Top-5 accuracy rates under Gaussian blur. (a) SwiftFormer-XS, SwiftFormer-S, SwiftFormer-
L1, SwiftFormer-L3, VAN-B6. (b) CVT-13, CVT-21, CVT-W24, EfficientFormer-L1, EfficientFormer-L3,
EfficientFormer-L7. (c) Swin-S, Swin-B, Swin-L, MobileViT-XXS, MobileViT-XS, MobileViT-S. (d) ViT-
B/16, ViT-L/16, LeViT-128, LeViT-256, LeViT-384.

(a) (b)

(c) (d)
Figure 9. Top-5 accuracy rates under different salt-and-pepper distortions. (a) SwiftFormer-
XS, SwiftFormer-S, SwiftFormer-L1, SwiftFormer-L3, VAN-B6. (b) CVT-13, CVT-21, CVT-W24,
EfficientFormer-L1, EfficientFormer-L3, EfficientFormer-L7. (c) Swin-S, Swin-B, Swin-L, MobileViT-
XXS, MobileViT-XS, MobileViT-S. (d) ViT-B/16, ViT-L/16, LeViT-128, LeViT-256, LeViT-384.
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(a) (b)

(c) (d)
Figure 10. Top-5 accuracy rates under different JPEG distortions. (a) SwiftFormer-XS, SwiftFormer-
S, SwiftFormer-L1, SwiftFormer-L3, VAN-B6. (b) CVT-13, CVT-21, CVT-W24, EfficientFormer-L1,
EfficientFormer-L3, EfficientFormer-L7. (c) Swin-S, Swin-B, Swin-L, MobileViT-XXS, MobileViT-XS,
MobileViT-S. (d) ViT-B/16, ViT-L/16, LeViT-128, LeViT-256, LeViT-384.

From Figures 6–10, it can be observed that top-5 accuracies are less sensitive to noise
compared to top-1 accuracies. This could be explained by one important factor. As already
mentioned, top-5 accuracy measures the percentage of test images for which the correct
label is among the model’s top five predictions. This metric provides a more relaxed
measure of performance and reflects the model’s ability to generalize and recognize the
correct class among multiple plausible candidates. Therefore, even if the top-ranked
prediction is affected by noise, the correct class may still be present within the top five
predictions, leading to a higher top-5 accuracy. Most models are surprisingly robust against
multiplicative Gaussian distortions both in terms top-1 and top-5 accuracies.

5. Conclusions

In this study, we evaluated the robustness of 22 state-of-the-art transformer models to
five different types of image distortion: additive Gaussian noise, multiplicative Gaussian
noise, Gaussian blur, salt-and-pepper noise, and JPEG compression noise. Our comprehen-
sive analysis provides critical insights into how well these advanced models can maintain
performance in the presence of various common distortions. Our results indicate a notable
variance in robustness across the transformer models, with some models exhibiting sig-
nificant resilience to certain noise types while others showed considerable degradation in
performance. Additive and multiplicative Gaussian noise were particularly challenging for
many models, leading to substantial performance drops. Conversely, the models handled
JPEG compression artifacts very effectively. These findings highlight the importance of
incorporating noise-specific augmentation techniques during the training phase to bolster
model robustness. Future work should explore targeted training methodologies, incor-
porating a broader range of noise types and real-world distortions, to develop models
that are not only accurate but also reliable in diverse and unpredictable environments.
In summary, our study provides a valuable benchmark for the robustness of transformer
models to image noise, offering guidance for future research and development in creating
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more resilient computer vision systems. By addressing the vulnerabilities identified in this
analysis, we can enhance the practical applicability of these models in real-world scenarios
where image quality can often be compromised.

In future work, we plan to extend our exploration of noise robustness to other com-
puter vision tasks beyond image classification, including object detection, segmentation,
and image generation. Additionally, it would be valuable to examine the practical im-
plications of our findings, such as the development of noise-aware model selection or
deployment strategies for real-world applications.
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The following abbreviations are used in this manuscript:

AR augmented reality
BERT bidirectional encoder representations from transformers
CNN convolutional neural network
CVT convolutional vision transformer
GPT generative pre-trained transformer
ILSVRC ImageNet large-scale visual recognition challenge
JPEG joint photographic experts group
LKA large kernel attention
MobileViT mobile vision transformer
NLP natural language processing
RNN recurrent neural network
T5 text-to-text transfer transformer
VAN visual attention network
ViT vision transformer
VR virtual reality
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