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Abstract

:

Estimation of chlorophyll content with portable meters is an easy way to quantify crop nitrogen status in sugar beet leaves. In this work, an alternative for chlorophyll content estimation using RGB-only vegetation indices has been explored. In a first step, pictures of spring-sown ‘Fernanda KWS’ variety sugar beet leaves taken with a commercial camera were used to calculate 25 RGB indices reported in the literature and to obtain 9 new indices through principal component analysis (PCA) and stepwise linear regression (SLR) techniques. The performance of the 34 indices was examined in order to evaluate their ability to estimate chlorophyll content and chlorophyll degradation in the leaves under different natural light conditions along 4 days of the canopy senescence period. Two of the new proposed RGB indices were found to improve the already good performance of the indices reported in the literature, particularly for leaves featuring low chlorophyll contents. The 4 best indices were finally tested in field conditions, using unmanned aerial vehicle (UAV)-taken photographs of a sugar beet plot, finding a reasonably good agreement with chlorophyll-meter data for all indices, in particular for I2 and (R−B)/(R+G+B). Consequently, the suggested RGB indices may hold promise for inexpensive chlorophyll estimation in sugar beet leaves during the harvest time, although a direct relationship with nitrogen status still needs to be validated.
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1. Introduction


In sugar beet (Beta vulgaris L.), nitrogen plays a major role in the spreading of leaves to capture sunlight. It is considered a decisive factor in the growth rate of both leaves and the storage root [1]. Nitrogen concentration in leaves increases in the first 70 days of the sugar beet’s growth cycle, and then decreases as the growth cycle progresses [2]. It is known that leaf chlorophyll content is related to N status [3], and a decrease in chlorophyll content and an acceleration of canopy senescence towards the end of the crop cycle is often reported [4]. Low levels of N result in a pale green foliage due to low chlorophyll concentration [5], although late N application increases chlorophyll concentration in leaves [6].



The determination of leaf N levels in the last stage of sugar beet’s growth cycle becomes relevant since it has been demonstrated that late N incorporations or releases from the soil decrease sucrose content [7]. Draycott et al. [5] and Malnou et al. [6] showed that, beyond an optimum level, N has a negative effect on sugar yield. Soils that release a lot of N late in the summer feature lower yields, given that polarization (i.e., the apparent sucrose content) in that growth stage develops inversely to N availability. Gordo-Ingelmo [2] reported that sugar beet reacts to N fertilization increases with a larger development of leaves and roots, which in turn cause an excessive use of sucrose and an increase of nonsugars. This mainly happens in cases of excessive organic fertilization, because part of the N is released belatedly, causing a stop of root ripeness.



This crucial importance of N to multiple aspects of sugar beet growth (and other crops) has led to the development of different methods to determine N levels, including destructive chemical analyses [8], subjective leaf color charts, fluorescence techniques (including the fluorescence excitation ratio method [9], fluorescence spectral records [10] and fluorescence kinetic records [11]) and chlorophyll monitoring methods [12,13,14]. Most of the fluorescence-based techniques either require costly instrumentation or are labor-intensive, in a similar way as chlorophyll meter use. In spite of this drawback, measurements conducted with chlorophyll meters have proven to be highly correlated with chemical analyses in the case of sugar beet [6,15].



Another accepted method for N estimation is based on the use of remote sensing image analysis [16,17]. In this technique, images captured at different scales with different types of sensors are used to calculate vegetation indices. These indices allow leaf chlorophyll content evaluation [18], yield prediction [19,20,21], nutrient status estimation [22,23], disease [24,25] and weed detection [26,27], crop management [28] or crop growth monitoring [29].



Vegetation indices based on narrow-band imaging spectrometers (also called hyperspectral sensors) have been proposed, which—in the case of sugar beet—have been shown to have great potential to remotely estimate LAI and canopy chlorophyll content (RMSE ≤ 10%) and to retrieve canopy nitrogen content (RMSE = 10%) [30]. Nonetheless, they remain expensive and create very large data volumes [31], while farmers require short-term, low-expense solutions to manage their fields. To comply with these requirements, Kawashima et al. [32] put forward a facile and low-cost diagnostic method to assess the nutrient status of plants based on the estimation of chlorophyll content of wheat and rye leaves, using a portable color video camera and a personal computer. The authors showed that leaf chlorophyll content could be estimated with sufficient accuracy using basic equipment. This research line has been continued in recent years, with the proposal of indices calculated from RGB bands of the visible light spectrum, using inexpensive, off-the-shelf cameras [12,31,33,34,35].



In line with aforementioned studies, the aim of the research presented herein was to verify the validity of such methodologies based on index calculation from the RGB bands of leaf images (obtained using a non-scientific-grade camera) for chlorophyll content evaluation in sugar beet leaves during the final growth stage. For this validation, in a first step, different size and color sugar beet leaves from commercial farms were collected and photographed in the laboratory, extracting RGB values. Twenty-five indices proposed in the literature were tested, and nine novel indices were proposed. In a second step, the best indices were tested in field conditions, comparing conventional chlorophyll-meter measurements with the values estimated using UAV-taken photographs of a sugar beet plot.




2. Materials and Methods


2.1. Sampling Site and Crop Management


The experiment was conducted during the sugar beet harvest season, from 18 October, 2018 until 21 October, 2018. Solar radiation conditions during the experiment (13.87, 11.29, 11.32 and 6.65 MJ·m−2 on days 1 to 4, respectively) were obtained from an automatic weather station belonging to the SIAR (Agroclimatic Information System for Irrigation) network of the Spanish Ministry of Agriculture, Food and Environment. The leaves were taken from a commercial plantation located in Magaz de Pisuerga (41°58′1.2″N, 4°26′44.2″W, altitude 740 m.a.s.l.). A description of the experimental site is provided in previous work [36]. The sowing, delayed due to an unusually long rainfall period, was conducted on 16 April, 2018. The average population density was 125,000 plants·ha−1 (considering a sowing distance of 13.7 cm and a seedling emergence of 86%). Crop management practices strictly followed the Spanish Research Association for Sugar Beet Crop Improvement (AIMCRA)’s recommendations, described in [37]. The irrigation dose was 460 mm.



Five plants of ‘Fernanda KWS’ variety were randomly selected and brought to the laboratory within 40 min.



Once at the laboratory, seven leaves were randomly selected from each plant in order to obtain a representative sample in terms of sizes and colorings. Figure 1 (left) shows some of the leaves used in the experiment.




2.2. Chlorophyll Measurements


For each leaf, 10 instant and nondestructive measurements, with an area of 0.71 cm2, were taken using a CCM-200 plus (Opti-Sciences; Hudson, NH, USA) optic chlorophyll meter. This apparatus measures the absorbance at λ = 653 nm and λ = 931 nm and calculates a chlorophyll concentration index (CCI) value that is proportional to the amount of chlorophyll in the sample. The average of the 10 measurements was considered as the chlorophyll content in the leaf at each moment.




2.3. RGB Data Acquisition


Each leaf was vertically and independently placed on a 50 × 30 cm polyurethane sheet (Figure 1, right), and pictures were taken during 4 days at different times (at 11:00, 13:30 and 17:00 on 18 October; at 10:00 on 19 October and 20 October; and at 10:00, 14:00 and 16:00 on 21 October) in a laboratory room, using only natural light coming from a single north-facing window covered with a thin translucent curtain. Photographs were taken in vertical position with a Sony α55 (SLT-A55V, Sony, Tokyo, Japan) camera with an APS-CCMOS sensor of 16.2 MPx resolution and a Sony SAL 55-200 mm lens. The camera was mounted on a tripod in a fixed position (1 m height and 2.5 m far from the leaf). Every picture was taken with 4912 × 3264 pixels resolution, 55 mm focal distance, ISO-1600 sensitivity setting, using the aperture-priority mode with white balance set to manual and punctual measurement of exposition. Before each photograph was taken, a grey/white Lastolite Ezybalance card (Manfrotto, Cassola, Italy) was placed in front of the leaf to be photographed and used for exposure and color correction. It should be clarified that Ezybalance works as a reflectance standard of 18% of brightness [38].




2.4. Image Processing and Color Indices Calculation


Photographs were saved in ARW format, and were analyzed using Adobe Photoshop v.14.1 (Adobe Systems Inc., San Jose, CA, USA). Besides RGB levels, this software offers a channel for the brightness scale in the histogram tool. A routine was designed to remove the background of each photograph, using several functionalities of the program to keep only the leaf pixels. The average RGB value for the total surface of each leaf was calculated by means of the histogram tool (Figure 2). Accordingly, each leaf presented specific RGB coordinates per shoot, based on which the different color indices were calculated.



Pictures were analyzed according to three main groups of vegetation indices: indices reported in the literature (subdivided into those previously studied by Kawashima et al. [32] and those from other sources), new indices obtained by means of stepwise linear regression (SLR) and new indices obtained by principal component analysis (PCA) (Table 1). The indices were calculated for different datasets: for each shoot, for all the shoots taken on the same day and for the mean of daily shoots. They were also calculated for three global datasets: for all the eight shoots together, for the means of all days and, finally, for the mean of the darkest shoot (18 October 2018, 17:00) and for the brightest one (21 October 2018, 14:00). Besides this, the entire dataset was divided into two subdatasets for validation purposes, as discussed below.



New Indices and Validation


In order to explore the possibility of obtaining new indices, PCA and SLR methodologies were used. In a previous step, to ensure an appropriate validation of the calculated indices, the dataset was divided into two subdatasets, the first one was used to generate the parameters of the new indices and the second one was used to estimate the statistical error. Subdatasets were defined by choosing shoots alternately. Thus, the first subdataset included shoots #1 and #3 from 18 October, shoot #1 from 20 October and shoot #2 from 21 October; the second subdataset consisted of photographs from shoot #2 from 18 October, shoot #1 from 19 October, and shoots #1 and #3 from 21 October.



PCA indices: PCA multivariate procedure was conducted with IBM SPSS Statics 21 (IBM Corp., Armonk, NY, USA). PCA1 and PCA2 indices (Table 1) were obtained as the values of eigenvectors associated with the highest eigenvalues, i.e., the principal components (PC1) of the datasets, which explained the largest amount of variance in the data, according to the procedure described by Saberioon et al. [12]. Results from the PCA analysis for PCA1 and PCA2 are presented in the supporting information file. I1 index was derived from the other PCA indices.



SLR indices: the SLR functionality in R software (v.2.15.3, R Development Core Team, Vienna, Austria [46]) was used as an alternative procedure to obtain new indices. Some literature indices were considered as inputs, and resultant indices were calculated by adding and removing variables one by one [44], using AIC (Akaike Information Criterion) method for variable selection [47]. Indices SLR1 to SLR5 and I2 (Table 1) were obtained using this procedure.





2.5. Field Test


After the in-lab assessment of the 34 RGB indices, the 4 vegetation indices for which the best performance was found were tested in real field conditions, in a sugar beet plot located in Soto de Cerrato, Palencia, Spain (41°56′23″N, 4°26′78″W, altitude 730 m.a.s.l.) on 8 November, 2019. Images were captured with a low-cost Xiaomi Mi Drone (1080P version), with f/2.6 aperture and a 1/2.3 inches CMOS sensor (Figure 3, left).



The soil was removed using Adobe Photoshop (in a similar fashion to the background removal in the in-lab photographs), and average RGB values of photographs taken at different heights were used for the calculation of the indices.



For comparison purposes, 500 chlorophyll measurements were randomly conducted in the same sugar beet plot with the CCM-200 plus chlorophyll meter (Figure 3, right).




2.6. Statistical Analysis


STATISTICA v. 8.0 (TIBCO, Palo Alto, CA, USA) was used for descriptive analysis, including maximum, minimum, mean, standard error and coefficients of variation (CV) of the different chlorophyll concentrations and for all the indices. Correlation matrices—with Pearson correlation coefficients (R) and p-values for each index—were also calculated for each shoot, for all the shoots in a day, for the mean of daily shoots and, finally, for three global subdatasets (i.e., for all the eight shoots together, for the means of each day together, and for the means of one shoot of the first day and one shoot of the last day).



Graphs to allow comparisons between different indices and chlorophyll concentrations were also plotted, including regression equations and coefficients of determination (R2).



For validation of the new indices, the root-mean-square error (RMSE) was calculated as follows:


   RMSE  =    1 n    ∑    i  = 1  n     (  Mi − Pi  )   2     



(1)




where Mi = measurement with CCM-200, Pi = predicted by index, and n = number of observations. Units are CCI.





3. Results and Discussion


3.1. Chlorophyll Content Measurements


From the summary of descriptive statistics for the CCM-200 measurements shown in Table 2, one can see how chlorophyll content decreased over time, evidencing chlorophyll deterioration in the leaves as time went by. The high values of the coefficient of variation (CV) would be due to the heterogeneity of the samples, since diverse coloring and a wide size range were purposefully part of the sampling process. This fact was also evidenced in the calculated vegetation indices (Table S1), which showed a wide variance of coefficients because of the heterogeneity of the samples.




3.2. Correlation of Chlorophyll Measurements and Color Indices


Pearson correlation coefficients for each index are discussed according to previously defined groups of indices. It is worth noting that indices with high R values were found in all the groups, which in good agreement with other studies in the literature that found close correlations between chlorophyll content and RGB values, e.g., for potato and soybean leaves [34,48].



3.2.1. Indices Studied by Kawashima and Nakatani


The results obtained for this group of indices (Table 3) were consistent with the findings of Kawashima et al. [32]. (G−B) and (R−B) (i.e., the corrected values for R and G based on B) showed several of the highest correlation values in different shoots, although (R−B)/(R+G+B) was the index with the highest overall values, performing better when the eight shoots were analyzed, for the average of the first and the last day, or of the two shoots with the greatest difference in brightness. Actually, (G−B) showed high correlation values (above 0.90) in measurements conducted on day #1 but showed a rather irregular behavior on the rest of days. On the other hand, (R−B) showed a more regular behavior, although its correlation indices decreased when global data were analyzed. The higher correlation coefficients for (R−B) and (G−B) than for R and G alone may be explained because taking B as the base value decreases the bias noise in R, G and B, as noted by [12,32].



In this experiment, (R−B)/(R+G+B) would have a similar role to that of (R−B)/(R+B) in [32], which is consistent with the fact that both indices, in both studies, have very close results in their correlation indices with chlorophyll content (see Figure S1).




3.2.2. Indices from Other Sources


In this group, it could be observed how the IPCA index developed by Saberioon et al. [12] attained the best results (Table 4), behaving in a stable manner throughout all the experiment. RGRI [12], VARI [41] and ExR [42] indices also showed high correlations (above 0.75). These last two indices have been used for vegetation extraction and artificial vision in agriculture [44]. The relationship of ExR and IPCA with the chlorophyll measurements during the experiment are shown in Figure S2. It may be inferred that IPCA exhibited a better performance, with higher R2 and lower dispersion.




3.2.3. Indices Calculated via PCA


This group included the indices calculated ex novo via PCA. The three new indices (detailed in Table 1) showed a similar behavior to that of IPCA (see Table 5). PCA2 used the three bands, as did IPCA. PCA1 used the same bands as IPCA, but normalized by the sum of two channels and with the addition of normalized blue. Finally, I1 removed the (R−G) difference, resulting in a simplified R+G−2B.



All shoots considered, PCA2 and I1 showed the best correlations, which would be in agreement with the research conducted by Saberioon et al. [12]. The inclusion of (R−G) did not provide a significant improvement. The relationships between PCA2 and I1 indices and the chlorophyll content are shown in Figure S3. Both indices showed a good performance, with high R values and similar linear regressions, suggesting that they would be equivalent. Hence, from these three indices, the simplest one (I1) was chosen in order to examine its performance in more detail.




3.2.4. Indices calculated via SLR


The six new indices calculated via SLR are detailed in Table 1. SLR1 and SLR2 indices obtained the highest correlation values for every single shoot and also for grouped datasets (Table 6). It is worth noting that they also had the highest CVs, similar to those of chlorophyll measurements, thus suggesting a behavior more sensitive to chlorophyll content changes.



Nevertheless, many authors have warned about the potential problems of this automatic process [49], since this method will not necessarily produce the best model if there are redundant predictors (and it may frequently fail when applied to new datasets, as noted by Judd [50]). In the same line, Derksen et al. [51] affirmed that the degree of correlation between the predictor variables affected the final model.



Therefore, in order to avoid or to minimize these problems, SLR3, SLR4, SLR5 and I2 indices were developed. SLR1 (Figure S4) used B band and its b standardized value, among other elements, whereas SLR2 used not only B and G channels, but also their corresponding standardized values. Considering that this could be a source of collinearity, the next step was to avoid the simultaneous use of a band and its standardized value in the analysis, thus obtaining SLR3, SLR4 and SLR5. Finally, I2 was the result of removing from the process single bands and only evaluating the (G−B), (R−B) and (R−G) differences, in line with the IPCA index, but in this case dividing each term by the sum of the corresponding channels, i.e., by (G+B), (R+B) and (R+G), respectively.



Through this refinement process, R and R2 values slightly decreased. Nevertheless, all these indices showed very high correlation values with the chlorophyll content (over 0.9, see Table 6), for separate shoots and for the global data, and R2 values were reasonably high (Figure S4).



Among the indices proposed in this group, I2 = 0.55 + 11.4((G−B)/(G+B)) − 12.5((R−B)/(R+B)) + 9((R−G)/(R+G)) was chosen, given that it was the simplest and that it used the same bands than IPCA index, albeit normalized.





3.3. Validation of the New RGB Indices


Figure 4 shows a comparison of predicted and measured CCI for I1 and I2 indices. The graphs correspond only to the index validation subdataset. It may be observed that both indices predicted CCI with a high degree of reliability. The RMSE values for I1 and I2, when applied to the control subdataset, were 6.23 and 6.42 CCI, respectively.




3.4. Analysis of Indices Performance


3.4.1. Hourly Evolution


The dispersion graphs of the (R-B)/(R+G+B), IPCA, I1 and I2 indices in the three shoots of the first and the last experiment days are shown in Figures S5–S8, together with the coefficient of determination for the average measurements. In general, in both days, very close values were obtained for the three shoots for every cited index, thus suggesting a good tolerance of the indices to the differences produced by changes in solar elevation over time, and to the changeable sky conditions.



On the first day (plots on the left in Figures S5–S8), minimal changes between shoots were observed for every index, which presented almost identical gradient values and intercepts. On the last day (plots on the right in Figures S5–S8), a slight variation was found for all indices, more pronounced in comparison with the first day. However, the changes in the intercept did not exceed 5% in any case. As for gradients, (R-B)/(R+G+B) and I2 indices showed almost parallel straight lines, while IPCA and I1 had slightly different slopes in the second shot.



This small difference between shoots in both days may be due to sky conditions, given that the first day of the experiment was a cloudy, rainy day and—according to the literature—those would be the best conditions for shooting. However, in light of the results, the variations between shoots in the apparently less favorable conditions of the last day of the experiment (a cloudless day) were minimal.




3.4.2. Daily Evolution


The relationship between (R−B)/(R+G+B) (similar to (R−B)/(R+B)), IPCA, I1 and I2 indices and the chlorophyll content for the validation subdataset are shown in Figures S9 and S10. As noted above, chlorophyll content gradually decreased (Table 2), and this trend was reflected on all index values (Table 7), regardless of the changeable conditions during the experiment (cloudless, rainy, cloudy days, etc.). An analysis of the evolution of the four indices showed a negative correlation with CCI for (R−B)/(R+G+B), IPCA and I1 and a positive correlation for I2.



It could be observed that the regression lines were closer to each other, and even overlapped, at low chlorophyll contents. This responds to the fact that leaves with initial low chlorophyll content do not deteriorate at the same rate than those in which the initial content was higher. In general, for all the indices, the regression lines separated from each other, reflecting the gradual degradation, in such a way that the differences were larger between extreme days (days #1 and #4) and smaller between consecutive days (days #1 and #2).



(R−B)/(R+G+B) index was apparently less accurate when analyzing the evolution of the leaves in which the initial chlorophyll content was low: in this case, the lines of the different days would overlap until 20 CCI, approximately. The same applied to I2, but the range would be limited to the first 10 CCI. This problem was almost absent in case of IPCA and I1.



The new calculated indices improved the already good performance of the two indices selected from the literature, given that the coefficient of determination of the new indices for the validation subdataset was slightly higher than those of the other indices. I1 was simpler than IPCA and increased its R2, while preserving its good performance for low chlorophyll contents. Regarding I2, it offered the highest global R2 and improved (R−B)/(R+G+B) performance for leaves with low chlorophyll contents.





3.5. Analysis of Leaf RGB Data Acquisition Procedure


Problems in the image-taking process associated with the use of natural light have been reported in the literature. For instance, Kawashima et al. [32] reported difficulties in the discrimination of leaf color under clear lighting conditions with direct solar radiation and only used pictures taken on cloudy days, El-Faki et al. [52] recommended to take the images under dim illumination, and Kazmi et al. [44] concluded that shooting under a shade should be preferred.



In order to avoid these problems, some authors have photographed leaves using LED light [12] or incandescent light [34]. Nonetheless, such approach would hamper applicability in real field conditions.



Another issue observed in the literature is the directional reflectance effect caused by direct solar radiation as leaves orientate at different angles within the canopy [53,54]. In this study, this effect was minimized by photographing standing leaves with the same orientation in relation to the camera and the source of light, avoiding the influence of direct sunlight on the object.



Murphy et al. [38] reported that varying solar illumination and indirect reflections from surrounding objects may cause variable brightness, even when using identical camera settings. Thereby, when shooting in natural light with clear sky conditions, they performed a band-by-band calibration process using two standard reflectors of 15% and 18% brightness to avoid the brightness differences caused by different lighting and camera-exposure times. In this study, as noted above, a single grey/white card that reflected 18% of the incoming light was used instead.



Regarding the images’ white balance, in the same study, Murphy et al. [38] noted that digital cameras modify the relative contributions of red, green and blue in the photograph so that white objects in the image appear white to human eye. Therefore, using the camera’s automatic white balance may change relative contributions of red, green and blue depending on the lightning conditions and the color of the target. Some authors addressed this problem by setting the white balance to a single setting [55], but we can also find studies in which the white balance was set to automatic mode [34]. In this study, aforementioned grey/white card was used as a reference, in addition to manually adjusting the color temperature in each photograph, so as to obtain colors closer to the real scene under any lightning conditions.



The results showed that the procedure worked well to estimate the chlorophyll concentration in leaves at different hours and days with different light conditions during the harvest time. Moreover, the evolution of indices along the 4 days of the study reproduced the chlorophyll degradation process even under different light conditions.




3.6. Field Test


The CCI determined with CCM-200 plus chlorophyll meter (n = 500) was 26.22 ± 19.18 (see histogram in Figure 5, left). On the basis of RGB photographs taken at different heights using a UAV (see Figure 5, right), after soil background removal, average values of R, G and B were 125, 133 and 64, respectively. The CCI values estimated by (R−B)/(R+G+B), IPCA, I1 and I2 indices were 23.55, 34.12, 32.95 and 24.09, respectively. Thus, in this first test in nonoptimized conditions, I2 would be the most accurate, followed by (R−B)/(R+G+B). Further tests in different plots and in different lighting conditions would be needed to confirm this claim.




3.7. Comments on Applicability and Limitations


Although in this study the N status was not directly measured, other works have shown that the chlorophyll content of sugar beet leaves can accurately reflect their N status [13,23], which—as noted above—is associated with sucrose content decrease in the senescence period [7]. Hence, in terms of applicability, the proposed RGB vegetation indices may hold promise to obtain indirect N status and sucrose content estimations before the harvest. Moreover, the suggested indices may also be useful to monitor the physiological status of crops in other growth stages (but this application was not covered in this study). As in other studies that involve the use of digital consumer cameras for nondestructive detection of leaf chlorophyll content and N nutrition status (e.g., Baresel et al. [56] in the case of wheat), the suggested approach can feature advantages over chlorophyll-meter-based measurements in terms of low costs and labor requirements.



Costs could be further reduced by using ground-based imaging instead of aerial sensing. The former has already been successfully used on sugar beet for nematode infestation differentiation and stress diagnosis [57,58,59]. Pictures taken from the side of the plot at a height of approximately 1.5 m above the ground resulted in reasonably good CCI estimations, albeit worse than those attained with the UAV-taken photographs.



In relation to the main limitations of this method, it should be noted that it would be merely informative, since there would be no agronomic operations to change the N status after such observation. The same drawback would affect other methods previously reported in the literature that cover this ultimate phase of sugar beet cultivation, based on thermal imaging [60], two active-optical sensors [20,61] or Landsat data [62]. Finally, it should be taken into consideration that chlorophyll content is known to be influenced by the sugar beet variety, as shown by Pulkrábek et al. [63] and Soler Rovira et al. [64]. Hence, further work is needed to validate the applicability of the results obtained herein for ‘Fernanda KWS’ to other cultivars in order to assess the robustness of the proposed indices.





4. Conclusions


Thirty-four RGB vegetation indices were evaluated for chlorophyll content estimation in spring-sown sugar beet leaves at the final stage of the cultivation period. Based on correlations with spectroscopically determined chlorophyll contents over four days, two indices from the scientific literature, i.e., (R−B)/(R+G+B) and IPCA, and two novel indices, I1 and I2, were selected as the most suitable choices. The four selected indices showed a good performance for estimating the chlorophyll content on the basis of RGB information from photographs taken in the laboratory under natural light in different conditions, allowing to compare measurements conducted at different hours in a day and on different days. However, the new proposed RGB indices (I1 and I2) were found to improve the already good performance of the two vegetation indices selected from the literature, especially for leaves with low chlorophyll contents. In a first field validation, conducted in nonoptimized conditions, I2 index obtained the best estimation of chlorophyll content from UAV-taken photographs, followed by (R−B)/(R+G+B). The feasibility of this kind of analysis for sugar beet, which involves inexpensive, conventional off-the-shelf cameras and commonly used image-processing software, was confirmed. The proposed method can pave the way to estimate in an indirect manner the N status and the sucrose content decrease in the senescence period in a facile manner, although further studies are needed to confirm this point.
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Figure 1. (Left) Some of the 35 leaves used in the experiment, with sizes in the 15–25 cm range. The leaves were selected to provide a representative sample of the leaf size and coloring in commercial plots during the harvest season. (Right) Leaves vertically arranged in individual polyurethane sheets for the photo shooting. 
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Figure 2. (Left) Nonprocessed photograph. Histogram shows RGB levels of the entire photograph. (Right) Same photograph after background removal. The histogram only shows the leaf RGB levels. 
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Figure 3. (Left) Unmanned aerial vehicle used for field data collection; (right) measurement with CCM-200 chlorophyll meter. 
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Figure 4. Comparison of chlorophyll concentration index (CCI) measured with CCM-200 chlorophyll meter vs. CCI predicted with (left) I1 and (right) I2 RGB indices for the validation subdataset. 
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Figure 5. (Left) Histogram of CCI values (n = 500); (right) example of UAV-taken photograph after soil background removal. 
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Table 1. List of the color vegetation indices considered in study, including their equations and sources.
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	Index
	Definition
	Reference





	R
	red (0–255)
	[32]



	G
	green (0–255)
	[32]



	B
	blue (0–255)
	[32]



	r
	R/(R+G+B)
	[32]



	g
	G/(R+G+B)
	[32]



	b
	B/(R+G+B)
	[32]



	R−G
	
	[32]



	R−B
	
	[32]



	G−B
	
	[32]



	(R−G)/(R+G)
	
	[32,39]



	(R−B)/(R+B)
	
	[32]



	(G−B)/(G+B)
	
	[32]



	(R−G)/(R+G+B)
	
	[26,32]



	(R−B)/(R+G+B)
	
	[32]



	(G−B)/(R+G+B)
	
	[26,32]



	RGRI
	R/G
	[12]



	GLI
	(2G−R−B)/(2G+R+B)
	[40]



	VARI
	(G−R)/(G+R−B)
	[41]



	IPCA
	0.994|R−B| + 0.961|G−B| + 0.914|G−R|
	[12]



	ExR
	1.4r − g
	[42,43]



	ExB
	1.4b − g
	[43]



	ExG
	2g – r − b
	[26,43]



	ExGR
	ExG − ExR
	[42,43]



	Gray
	0.2898r + 0.5870g + 0.1140b
	[44]



	CIVE
	0.441r − 0.811g + 0.385b + 18.78
	[45]



	PCA1
	−0.977b + 0.916((G−B)/(G+B)) + 0.995((R−B)/(R+B)) + 0.771 ((R−G)/(R+G))
	This work



	PCA2
	0.999|R−B| + 0.92|G−B| + 0.886|R−G|
	This work



	I1
	R + G − 2B
	This work



	SLR1
	−60430 − 0.7316B + 69680b + 112800g + 28270((G−B)/(G+B)) − 23890((R−B)/(R+B)) + 68380((R−G)/(R+G))
	This work



	SLR2
	−46240 − 2.678B + 1.05G + 52570b + 87420g + 20720((G−B)/(G+B)) − 18240((R−B)/(R+B)) + 52500((R−G)/(R+G))
	This work



	SLR3
	−25373 + 30106b + 46539g + 12776((G−B)/(G+B)) − 10507((R−B)/(R+B)) + 28821((R−G)/(R+G))
	This work



	SLR4
	−44312 + 51689b + 81995g + 21751((G−B)/(G+B)) − 18156((R−B)/(R+B)) + 50425((R−G)/(R+G))
	This work



	SLR5
	−41048 + 46964b + 76841g + 19998((G−B)/(G+B)) − 17173((R−B)/(R+B)) + 47162((R−G)/(R+G))
	This work



	I2
	0.55 + 11.4((G−B)/(G+B)) − 12.5((R−B)/(R+B)) + 9((R−G)/(R+G))
	This work
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Table 2. Summary of descriptive statistics for chlorophyll measurements: minimum, maximum, mean, standard error and coefficient of variation (CV).
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	Day
	Min
	Max
	Mean
	Std. Error
	CV





	1
	2.76
	55.82
	24.49
	2.55
	61.60



	2
	2.51
	55.71
	23.37
	2.52
	63.91



	3
	2.00
	55.48
	21.78
	2.64
	71.80



	4
	1.74
	55.36
	21.07
	2.73
	75.57



	Overall
	1.74
	55.82
	22.57
	1.29
	67.74
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Table 3. Correlation coefficients for indices studied by Kawashima et al. [32]. Results are given for each individual shoot, for daily values on days #1 and #4 (taking into account the three shoots altogether or the mean values of the three shoots) and for global datasets. The latter include data from all the days using the eight shoots, data from all the days using mean values for days #1 and #4 and mean values between extreme shoots (the darkest shoot from day #1 and the brightest shoot from day #4). The highest R-values are highlighted in bold typeface. Significance levels: ** (p < 0.01) and * (p < 0.05).
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Index

	
Day 1

	
Day 2

	
Day 3

	
Day 4

	
Global




	

	
Shoot 1

	
Shoot 2

	
Shoot 3

	
3 Shoots Together

	
Mean of Shoots

	
Shoot 1

	
Shoot 1

	
Shoot 1

	
Shoot 2

	
Shoot 3

	
3 Shoots Together

	
Mean of Shoots

	
8 Shoots Together

	
Means of Shoots

	
Extreme Shoots






	
R

	
−0.8357 **

	
−0.8079 **

	
−0.8156 **

	
−0.818 **

	
−0.8705 **

	
−0.8215 **

	
−0.7431 **

	
−0.8532 **

	
−0.8536 **

	
−0.9213 **

	
−0.8613 **

	
−0.9094 **

	
−0.798 **

	
−0.8449 **

	
−0.7632 **




	
G

	
−0.8161 **

	
−0.7823 **

	
−0.8011 **

	
−0.7969 **

	
−0.9038 **

	
−0.7662 **

	
−0.6498 **

	
−0.7764 **

	
−0.7366 **

	
−0.8744 **

	
−0.7621 **

	
−0.8815 **

	
−0.7411 **

	
−0.8471 **

	
−0.6947 **




	
B

	
0.2616 ns

	
0.349 *

	
0.2934 ns

	
0.2981 **

	
0.4271 **

	
0.0835 ns

	
−0.0296 ns

	
−0.119 ns

	
−0.0249 ns

	
−0.4242 *

	
−0.1592 ns

	
−0.2232 ns

	
−0.0036 ns

	
0.0079 ns

	
0.086 **




	
r

	
−0.9019 **

	
−0.9007 **

	
−0.8904 **

	
−0.897 **

	
−0.8969 **

	
−0.8915 **

	
−0.8678 **

	
−0.9024 **

	
−0.904 **

	
−0.9062 **

	
−0.8986 **

	
−0.9086 **

	
−0.8786 **

	
−0.8824 **

	
−0.8788 **




	
g

	
−0.4695 ns

	
−0.4684 ns

	
−0.4589 **

	
−0.4632 **

	
−0.4771 **

	
−0.084 ns

	
0.1786 ns

	
0.4043 **

	
0.4538 **

	
0.507 **

	
0.4528 **

	
0.4651 **

	
0.0611 ns

	
0.0539 ns

	
0.0501 **




	
b

	
0.9243 **

	
0.9151 **

	
0.9091 **

	
0.914 **

	
0.9205 **

	
0.8997 **

	
0.8463 **

	
0.864 **

	
0.8241 **

	
0.8597 **

	
0.8325 **

	
0.868 **

	
0.8535 **

	
0.8696 **

	
0.8496 **




	
R-G

	
−0.6707 **

	
−0.6682 **

	
−0.6603 **

	
−0.6662 **

	
−0.6645 **

	
−0.749 **

	
−0.7179 **

	
−0.7934 *

	
−0.8142 **

	
−0.8 **

	
−0.8016 **

	
−0.8036 **

	
−0.7227 **

	
−0.7186 **

	
−0.7236 **




	
R-B

	
−0.9102 **

	
−0.9156 **

	
−0.8963 **

	
−0.9071 **

	
−0.9114 **

	
−0.8879 **

	
−0.8648 **

	
−0.9186 **

	
−0.9188 **

	
−0.932 **

	
−0.918 **

	
−0.9289 **

	
−0.8879 **

	
−0.8977 **

	
−0.8802 **




	
G-B

	
−0.9151 **

	
−0.9332 **

	
−0.9082 **

	
−0.9183 **

	
−0.931 **

	
−0.8824 **

	
−0.8506 **

	
−0.9043 **

	
−0.8381 **

	
−0.8813 **

	
−0.8639 **

	
−0.8905 **

	
−0.8678 **

	
−0.8858 **

	
−0.8527 **




	
(R-G)/(R+G)

	
−0.7399 **

	
−0.7353 **

	
−0.7341 **

	
−0.7362 **

	
−0.7359 **

	
−0.8034 **

	
−0.7632 **

	
−0.8376 **

	
−0.8437 **

	
−0.8482 **

	
−0.8418 **

	
−0.8449 **

	
−0.7666 **

	
−0.7609 **

	
−0.7549 **




	
(R-B)/(R+B)

	
−0.9276 **

	
−0.9201 **

	
−0.9123 **

	
−0.9183 **

	
−0.9226 **

	
−0.9068 **

	
−0.8752 **

	
−0.9004 **

	
−0.8823 **

	
−0.9037 **

	
−0.8827 **

	
−0.9081 **

	
−0.8813 **

	
−0.8941 **

	
−0.8809 **




	
(G-B)/(G+B)

	
−0.9034 **

	
−0.8891 **

	
−0.8849 **

	
−0.8895 **

	
−0.8996 **

	
−0.8699 **

	
−0.7511 **

	
−0.7438 **

	
−0.6626 **

	
−0.7164 **

	
−0.6888 **

	
−0.7334 **

	
−0.7766 **

	
−0.7957 **

	
−0.765 **




	
(R-G)/(R+G+B)

	
−0.7167 **

	
−0.711 **

	
−0.7096 **

	
−0.7122 **

	
−0.7118 **

	
−0.7899 **

	
−0.753 **

	
−0.8297 **

	
−0.8369 **

	
−0.8409 **

	
−0.8344 **

	
−0.8377 **

	
−0.7549 **

	
−0.7492 **

	
−0.7435 **




	
(R-B)/(R+G+B)

	
−0.9288 **

	
−0.9238 **

	
−0.9151 **

	
−0.9212 **

	
−0.9241 **

	
−0.909 **

	
−0.8845 **

	
−0.9088 **

	
−0.8981 **

	
−0.9125 **

	
−0.8958 **

	
−0.9165 **

	
−0.8908 **

	
−0.9015 **

	
−0.8916 **




	
(G-B)/(R+G+B)

	
−0.8748 **

	
−0.8604 **

	
−0.8584 **

	
−0.8614 **

	
−0.8733 **

	
−0.8223 **

	
−0.6454 **

	
−0.6046 **

	
−0.4875 **

	
−0.5178 **

	
−0.5206 **

	
−0.5603 **

	
−0.6894 **

	
−0.7075 **

	
−0.6753 **








ns: not significant
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Table 4. Correlation coefficients for indices studied for different researchers. Results are given for each individual shoot, for daily values on days #1 and #4 (taking into account the three shoots altogether or the mean values of the three shoots) and for global datasets. The latter include data from all the days using the eight shoots, data from all the days using mean values for days #1 and #4 and mean values between extreme shoots (the darkest shoot from day #1 and the brightest shoot from day #4). The highest R-values are highlighted in bold typeface. Significance levels: ** (p < 0.01) and * (p < 0.05).
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Index

	
Day 1

	
Day 2

	
Day 3

	
Day 4

	
Global




	

	
Shoot 1

	
Shoot 2

	
Shoot 3

	
3 Shoots Together

	
Mean of Shoots

	
Shoot 1

	
Shoot 1

	
Shoot 1

	
Shoot 2

	
Shoot 3

	
3 Shoots Together

	
Mean of Shoots

	
8 Shoots Together

	
Means of Shoots

	
Extreme Shoots






	
RGRI

	
−0.7385 **

	
−0.7324 **

	
−0.732 **

	
−0.7341 **

	
−0.733 **

	
−0.7981 **

	
−0.7576 **

	
−0.8288 **

	
−0.8356 **

	
−0.8377 **

	
−0.8325 **

	
−0.8358 **

	
−0.7619 **

	
−0.7563 **

	
−0.7514 **




	
GLI

	
−0.4712 *

	
−0.47 **

	
−0.4598 **

	
−0.4647 **

	
−0.4788 **

	
−0.0836 ns

	
0.1829 ns

	
0.4074 *

	
0.4564 **

	
0.5089 **

	
0.4553 **

	
0.465 **

	
0.0646 ns

	
0.0563 ns

	
0.0541 **




	
VARI

	
0.781 **

	
0.7776 **

	
0.776 **

	
0.7781 **

	
0.7772 **

	
0.8261 **

	
0.7806 **

	
0.851 **

	
0.8549 **

	
0.8599 **

	
0.8539 **

	
0.8569 **

	
0.7867 **

	
0.781 **

	
0.7746 **




	
IPCA

	
−0.9205 **

	
−0.929 **

	
−0.9058 **

	
−0.9181 **

	
−0.928 **

	
−0.888 **

	
−0.8607 **

	
−0.9057 **

	
−0.9001 **

	
−0.9165 **

	
−0.9008 **

	
−0.9143 **

	
−0.8907 **

	
−0.9066 **

	
−0.8855 **




	
ExR

	
−0.7866 **

	
−0.7842 **

	
−0.7784 **

	
−0.7829 **

	
−0.7814 **

	
−0.8254 **

	
−0.7896 **

	
−0.853 **

	
−0.8594 **

	
−0.8611 **

	
−0.8557 **

	
−0.86 **

	
−0.7969 **

	
−0.7929 **

	
−0.789 **




	
ExB

	
0.8913 **

	
0.8779 **

	
0.8751 **

	
0.8785 **

	
0.8883 **

	
0.8497 **

	
0.7106 **

	
0.6938 **

	
0.5945 **

	
0.6364 **

	
0.6232 **

	
0.6642 **

	
0.7411 **

	
0.7587 **

	
0.729 **




	
ExG

	
−0.4695 **

	
−0.4684 **

	
−0.4589 **

	
−0.4632 **

	
−0.4774 **

	
−0.084 ns

	
0.1786 ns

	
0.4043*

	
0.4538 **

	
0.507 **

	
0.4528 **

	
0.4624 **

	
0.0611 ns

	
0.0525 ns

	
0.0501 **




	
ExGR

	
0.233 ns

	
0.2095 ns

	
0.2313 ns

	
0.2236 *

	
0.2244 *

	
0.547 **

	
0.5606 **

	
0.7027 **

	
0.7169 **

	
0.7382 **

	
0.7184 **

	
0.7227 **

	
0.5188 **

	
0.5093 **

	
0.4966 **




	
GREY

	
−0.8345 **

	
−0.8189 **

	
−0.818 **

	
−0.8204 **

	
−0.8336 **

	
−0.7501 **

	
−0.4969 **

	
−0.3947 *

	
−0.2603 ns

	
−0.2537 ns

	
−0.294 **

	
−0.3165 ns

	
−0.5713 **

	
−0.5869 **

	
−0.5921 **




	
CIVE

	
0.382 *

	
0.386 *

	
0.3732 *

	
0.3786 *

	
0.3909 *

	
−0.0358 ns

	
−0.253 ns

	
−0.4693 **

	
−0.5095 **

	
−0.5577 **

	
−0.5101 **

	
−0.5191 **

	
−0.145 *

	
−0.1364 ns

	
−0.1679 ns








ns: not significant
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Table 5. Correlation coefficients for new indices obtained by PCA process. Results are given for each individual shoot, for daily values on days #1 and #4 (taking into account the three shoots altogether or the mean values of the three shoots) and for global datasets. The latter include data from all the days using the eight shoots, data from all the days using mean values for days #1 and #4 and mean values between extreme shoots (the darkest shoot from day #1 and the brightest shoot from day #4). The highest R-values are highlighted in bold typeface. Significance level: ** (p < 0.01).






Table 5. Correlation coefficients for new indices obtained by PCA process. Results are given for each individual shoot, for daily values on days #1 and #4 (taking into account the three shoots altogether or the mean values of the three shoots) and for global datasets. The latter include data from all the days using the eight shoots, data from all the days using mean values for days #1 and #4 and mean values between extreme shoots (the darkest shoot from day #1 and the brightest shoot from day #4). The highest R-values are highlighted in bold typeface. Significance level: ** (p < 0.01).





	
Index

	
Day 1

	
Day 2

	
Day 3

	
Day 4

	
Global




	

	
Shoot 1

	
Shoot 2

	
Shoot 3

	
3 Shoots Together

	
Mean of Shoots

	
Shoot 1

	
Shoot 1

	
Shoot 1

	
Shoot 2

	
Shoot 3

	
3 Shoots Together

	
Mean of Shoots

	
8 Shoots Together

	
Means of Shoots

	
Extreme Shoots






	
PCA1

	
−0.9277 **

	
−0.9198 **

	
−0.912 **

	
−0.918 **

	
−0.9227 **

	
−0.906 **

	
−0.8703 **

	
−0.894 **

	
−0.8724 **

	
−0.8964 **

	
−0.8742 **

	
−0.9015 **

	
−0.8775 **

	
−0.8913 **

	
−0.8768 **




	
PCA2

	
−0.9205 **

	
−0.9289 **

	
−0.9058 **

	
−0.918 **

	
−0.9278 **

	
−0.8881 **

	
−0.8608 **

	
−0.9059 **

	
−0.9006 **

	
−0.9168 **

	
−0.9011 **

	
−0.9146 **

	
−0.8908 **

	
−0.9065 **

	
−0.8855 **




	
I1

	
−0.9183 **

	
−0.9291 **

	
−0.9072 **

	
−0.9178 **

	
−0.9254 **

	
−0.892 **

	
−0.8729 **

	
−0.929 **

	
−0.9152 **

	
−0.9328 **

	
−0.9183 **

	
−0.9346 **

	
−0.8924 **

	
−0.9061 **

	
−0.8831 **
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Table 6. Correlation coefficients for new indices obtained by SLR process. Results are given for each individual shoot, for daily values on days #1 and #4 (taking into account the three shoots altogether or the mean values of the three shoots) and for global datasets. The latter include data from all the days using the eight shoots, data from all the days using mean values for days #1 and #4 and mean values between extreme shoots (the darkest shoot from day #1 and the brightest shoot from day #4). The highest R-values are highlighted in bold typeface. Significance level: ** (p < 0.01).






Table 6. Correlation coefficients for new indices obtained by SLR process. Results are given for each individual shoot, for daily values on days #1 and #4 (taking into account the three shoots altogether or the mean values of the three shoots) and for global datasets. The latter include data from all the days using the eight shoots, data from all the days using mean values for days #1 and #4 and mean values between extreme shoots (the darkest shoot from day #1 and the brightest shoot from day #4). The highest R-values are highlighted in bold typeface. Significance level: ** (p < 0.01).





	
Index

	
Day 1

	
Day 2

	
Day 3

	
Day 4

	
Global




	

	
Shoot 1

	
Shoot 2

	
Shoot 3

	
3 Shoots Together

	
Mean of Shoots

	
Shoot 1

	
Shoot 1

	
Shoot 1

	
Shoot 2

	
Shoot 3

	
3 Shoots Together

	
Mean of Shoots

	
8 Shoots Together

	
Means of Shoots

	
Extreme Shoots






	
SLR1

	
0.9349 **

	
0.9391 **

	
0.9191 **

	
0.9304 **

	
0.9478 **

	
0.8823 **

	
0.8406 **

	
0.9365 **

	
0.9221 **

	
0.9416 **

	
0.9269 **

	
0.9517 **

	
0.9084 **

	
0.943 **

	
0.9139 **




	
SLR2

	
0.9424 **

	
0.9241 **

	
0.9229 **

	
0.929 **

	
0.9458 **

	
0.9008 **

	
0.8892 **

	
0.9403 **

	
0.9319 **

	
0.9511 **

	
0.9334 **

	
0.9513 **

	
0.917 **

	
0.9406 **

	
0.9094 **




	
SLR3

	
0.9391 **

	
0.935 **

	
0.9334 **

	
0.9347 **

	
0.9375 **

	
0.9207 **

	
0.9165 **

	
0.928 **

	
0.9319 **

	
0.9427 **

	
0.9242 **

	
0.9428 **

	
0.9138 **

	
0.9236 **

	
0.9155 **




	
SLR4

	
0.9356 **

	
0.927 **

	
0.9234 **

	
0.9267 **

	
0.9341 **

	
0.9086 **

	
0.8955 **

	
0.9132 **

	
0.9187 **

	
0.9291 **

	
0.9087 **

	
0.9364 **

	
0.9079 **

	
0.9276 **

	
0.9146 **




	
SLR5

	
0.9301 **

	
0.9204 **

	
0.9154 **

	
0.9204 **

	
0.9266 **

	
0.9099 **

	
0.9019 **

	
0.9061 **

	
0.9088 **

	
0.9308 **

	
0.9032 **

	
0.9312 **

	
0.9061 **

	
0.9238 **

	
0.9091 **




	
I2

	
0.9254 **

	
0.9216 **

	
0.9169 **

	
0.9204 **

	
0.9221 **

	
0.9147 **

	
0.9123 **

	
0.9434 **

	
0.9487 **

	
0.9567 **

	
0.9414 **

	
0.9523 **

	
0.9001 **

	
0.9033 **

	
0.897 **
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Table 7. Summary of descriptive statistics for (R−B)/(R+G+B), IPCA, I1 and I2 indices for daily values: minimum, maximum, mean, standard error and coefficient of variation (CV).
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Index

	
Day

	
Max

	
Min

	
Mean

	
Std. Error

	
CV






	
(R−B)/(R+G+B)

	
1

	
0.28

	
0.08

	
0.18

	
0.01

	
31.58




	
2

	
0.30

	
0.11

	
0.20

	
0.01

	
27.49




	
3

	
0.31

	
0.12

	
0.21

	
0.01

	
22.12




	
4

	
0.29

	
0.13

	
0.21

	
0.01

	
20.18




	
IPCA

	
1

	
250.89

	
72.08

	
151.88

	
7.99

	
31.11




	
2

	
246.64

	
82.54

	
157.64

	
8.15

	
30.59




	
3

	
255.08

	
90.17

	
175.74

	
7.38

	
24.86




	
4

	
263.98

	
104.01

	
179.17

	
7.03

	
23.21




	
I1

	
1

	
243.33

	
63.33

	
144.50

	
8.57

	
35.07




	
2

	
243.13

	
73.41

	
150.69

	
8.48

	
33.31




	
3

	
244.87

	
82.44

	
168.86

	
7.20

	
25.22




	
4

	
245.33

	
96.00

	
172.41

	
6.52

	
22.39




	
I2

	
1

	
0.49

	
0.03

	
0.26

	
0.02

	
56.42




	
2

	
0.44

	
0.02

	
0.22

	
0.02

	
60.60




	
3

	
0.40

	
0.01

	
0.19

	
0.02

	
56.40




	
4

	
0.38

	
0.03

	
0.18

	
0.02

	
53.31
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