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Abstract

:

To alleviate social problems in agriculture such as aging and labor force shortages, automatic growth monitoring based on image measurement has been introduced to tomato cultivation in greenhouses. The overlap of leaves and fruits makes precise observations challenging. In this study, we applied context recognition to tomato growth monitoring by using a Bayesian network. The proposed method combines image recognition using convolutional networks and context recognition using Bayesian networks. It enables not only the recognition of individual tomatoes but also the evaluation of tomato plants. An accurate number of tomatoes and the condition of the stocks can be estimated based on the number of ripe and unripened tomatoes in addition to their density information. The verification experiments clarified that a more accurate number of tomatoes could be estimated than with simple tomato detection, and the stock states could also be evaluated correctly. Compared to conventional methods, the method used in this study has improved tomato decision accuracy by 23%.
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1. Introduction


Aging farmers and workforce crises have been affecting the agriculture industry in Japan. Japan’s Ministry of Agriculture, Forestry, and Fisheries (MAFF) released data showing a 17% decrease in the number of agricultural workers over five years from 2019 to 2023. The average age of farmers employed in Japan is over 65, and the percentage of young farmers is decreasing [1]. To address this issue, MAFF is conducting research on smart agriculture that utilizes robots and information technology. For example, cameras and other network-connected sensors can be used to automatically monitor crop growth, which helps forecast future growth and improve growth strategies. Furthermore, this visual representation of the measured data may also facilitate information sharing among the operators. In addition, the ability to predict crop growth without requiring years of experience is helpful for new farmers. Another growing trend is the development and deployment of agricultural robots to resolve labor shortages, for example, in greenhouse tomato farming. In line with this trend, image measurement has also been tested for tomato detection using these robots.



Camera-based crop growth monitoring and automated harvesting using robot technologies are limited by image recognition. For example, current image processing algorithms for detecting tomatoes struggle to accurately detect all tomatoes due to challenges such as tomato overlapping and occlusion by leaves. Moreover, conventional image processing detects only individual tomatoes and does not consider the attributes of multiple tomatoes, such as their color, location, and distribution. In other words, it is impossible to monitor the conditions of an entire tomato plant or greenhouse. If we can recognize the characteristics of the entire image and factor in the relationships between the multiple detected tomatoes, we can expect significant advances in growth monitoring and automatic harvesting robotics technology.



Context recognition not only allows the detection of individual tomatoes but also enables recognition of the state of the entire tomato plant in a greenhouse. Further, context models also contribute to the accurate estimation of the number of tomatoes on a tomato plant. This study aimed to monitor the growth of greenhouse tomatoes by combining image recognition based on convolutional networks and context recognition based on Bayesian networks to accurately detect multiple tomatoes and recognize the state of the entire tomato plant.



The proposed system was expected to, first, estimate the total number of tomatoes in an image with high accuracy. The total number of tomatoes covered by other tomatoes and leaves was predicted by the context model, which was also adjusted for differences between the number identified from the image and the actual number. Second, the system was expected to recognize the status of individual tomato plants based on the number and color of tomatoes, which enables the operator to monitor the growth of the tomato plants and predict future harvest times. Visualization of the conditions of tomato plants in a greenhouse allows the operator to efficiently and easily identify the locations of harvestable tomato plants and can be used for estimating yields.



The remainder of this paper is organized as follows: Relevant research is introduced in Section 2, and the system configuration is discussed in detail in Section 3. The experiments employing this system are presented in Section 4, and a summary and outlook are given in Section 5.




2. Related Works


In recent years, automatic harvesting robots have attracted attention as a method for reducing the time and labor required to harvest plants. Various automatic harvesting robots have been proposed and developed for tomato cultivation [2,3,4,5]. For example, a study was conducted to identify fully ripened tomatoes for automated harvesting [6,7,8,9]. In these studies, a method was proposed to recognize fully ripened tomatoes that adapt to environmental light conditions and tomato backgrounds, as well as recognize the condition of the tomato before it is fully ripened. Notably, farmers may have to adjust their harvest time based on the distance and time of distribution. Studies on tomato ripeness classification that employed real-time object detection algorithms have also been conducted [10,11,12]. A convolutional neural network (CNN)-based system was created to increase the precision and speed of tomato maturity analysis with a limited quantity of training data.



Current research on image recognition has focused on the early detection and prevention of diseases caused by insect pests and nutrient deficiencies during plant growth [13], because of their significant impact on plant yield. In [14], deep learning was used to detect tomato leaves and insect pests from images and diseases. Other studies have identified nutritional stress conditions and predicted nutrient deficiencies, which could weaken plant defense mechanisms against pathogens and lead to epidemics. Weakening of the skin layer increases the risk of infection and can lead to epidemics. A study by [15] used a CNN to predict nutrient deficiencies from images of tomatoes and their leaves. However, previous studies were only able to detect and evaluate individual tomatoes and leaves and were unable to evaluate the overall condition of tomato plants. In other words, they could not assess the context of an abnormality in a single tomato or the entire tomato plant.



Bayesian networks, which can construct models based on accumulated data and subject-matter expertise, have been used for research in the agricultural field. Based on this model, statistical predictions can be made using the observed information. For example, Bayesian networks hasve been used to predict the appropriate climatic conditions for greenhouse cultivation, evaluate the nutritional value of water and nutrient recycling in hydroponic systems, predict the appropriate climate conditions for greenhouse cultivation, and predict the appropriate climatic conditions for greenhouse cultivation. In addition, crop growth was predicted using dynamic Bayesian networks [16]. In this study, lettuce growth was predicted under multiple environmental conditions, and accurate predictions for several days ahead were shown to be possible. This Bayesian network technique can be applied to context recognition of tomato plants. Studies on image recognition combining Bayesian networks and convolutional networks have also been conducted to separate gangue from raw coal, and they have shown better and steadier identification performance [17].



In this study, we demonstrated a combination of convolutional networks and Bayesian networks for monitoring the growth of tomato plants. The Bayesian network is versatile because it allows for the addition of new elements and the factors necessary for estimation after the model is built. In addition, even if data are missing when conducting estimations using the model, the estimation can be performed according to prior probabilities. These excellent features may be applied in the future, not only for growth monitoring but also for estimating diseases in tomato plants.




3. System Components


The proposed system was divided into three parts. Figure 1 shows the system configuration. The first part is the tomato detection section. The first part detects tomatoes from images captured by a web camera mounted on a mobile robot and collects information such as the detection position and color of the tomatoes. The second part is the context recognition part using the Bayesian network. The information obtained from the tomato detection section was used for the context recognition of the entire image. The third part is an automatic monitoring robot for tomato growth. The robot automatically travels through the greenhouse, stopping in front of individual tomato plants to photograph the upper, middle, and lower positions of the entire tomato plant.



3.1. Object Detection


You Only Look At CoefficienTs (YOLACT), a fast Instance Segmentation model, is used for tomato detection. YOLACT can perform in real-time while maintaining recognition accuracy, which is difficult to achieve with the two-stage Mask R-CNN and FCIS [18]. The YOLACT structure is shown in Figure 2. YOLACT decomposes the process into two parallel tasks, “Prediction of Prototype Mask” and “Prediction of Mask Coefficients”, which are linearly combined and input to a sigmoid function to generate an Instance Mask.


  M = σ ( P  C T  ) ,  



(1)




where P is the   h * w * k   matrix of Prototype Masks, and C is the   n * k   matrix of Mask Coefficients that pass through Non-Maximal Suppression (NMS) and score thresholds. h, w, n, and k denote height, width, number of instances, and number of prototypes, respectively; it is difficult to achieve this with a faster approach like YOLO.



The detection of tomatoes in clusters often fails because of overlapping tomatoes, and it is difficult to determine the number and level of maturity of tomatoes that are hidden behind other tomatoes. Therefore, we also evaluated tomato clusters. To evaluate the clusters, we used DBSCAN, a clustering algorithm based on data density that does not require a prior determination of the number of clusters to be detected and can easily determine outliers. As shown in Figure 3, data were classified into three types: “core points”, “reachable points”, and “noise points”; however, the noise points became grouped into a single cluster. In DBSCAN, a point is considered a core point if   m i n p o i n t s   or more points are contained in a circle with an   e p s   radius centered on the point. Figure 3 shows the case where   m i n p o i n t s = 3  . Points other than the core point within the circle centered on the core point are reachable points, where the other points are noise points. In this study,   e p s = 75   and   m i n p o i n t s = 2   were determined through trial and error.




3.2. Context Recognition


Corrections were made to the number of tomatoes detected, and the state of the tomato plants was estimated based on this count along with contextual factors such as their color and the number of clusters. In this study, a Bayesian network, a graphical model that describes causal relationships using probabilities, was used for context recognition. Complex cause-and-effect interactions are represented by aesthetically-directed graphs, and conditional probabilities are used to describe the links between individual constituents [19].



The interaction between random variables    Y i  ,  Y j    in Bayesian networks can be described as    X i  →  Y i   , where   X i   is the parent node and   Y j   is the child node, as shown in Figure 4. In this situation, the parent node is the cause of an event, and the child nodes are the result. The probability of another event   Y i   occurring conditionally upon the occurrence of an event   X i   is known as the conditional probability and is denoted by   P (  Y i  |  X i  )  . In this study, Bayes’ theorem can be used to obtain the probability of another event   X i   occurring under the condition that an event   Y i   has occurred (  P (  X i  |  Y i  )  ). This theorem allows us to infer the cause of an event from its outcome.



The model constructed in this study is shown in Figure 4. The parent node of the model was set to “Difference in number of tomatoes” and “Plant condition”. The child nodes were set to “Number of tomatoes in a cluster” and “Recognition Result”, in which the number of tomatoes in a cluster were named “Cluster1” and “Cluster2”. The recognition result was divided into “Green”, “Half-ripened”, and “Fully ripened”. Each state variable was adjusted through trial and error based on the experimental environment.



The difference between the actual and YOLACT-detected numbers of tomatoes is represented by the “Corrected number of tomatoes detected” node. The following five state variables are recognized: “0”, “1”, “2”, “3”, and “>=4”. To estimate the actual number of tomatoes, the number of tomatoes detected by YOLACT was added by the “difference in the number of tomatoes” that the Bayesian Network finds to have the highest probability. The status of the tomato plants includes five state variables: “0: Before ripening”, “1: Ripe in 1–3 weeks”, “2: Ripe within one week”, “3: Fully ripened”, and “4: No detection”, as shown in Figure 5a. Plant Condition. “State 0: Before ripening”, all tomatoes are green. “State 1: Ripe in 1–3 weeks” indicates that some tomatoes in the cluster have started to turn red. The green tomatoes in the same cluster began to turn red. “State 2: Ripe within one week” indicates that most of the tomatoes in the image are half-ripened. An average farmer typically harvests in states 1 or 2, depending on the distance to be distributed [20]. “State 3: Fully ripened” indicates that most tomatoes are fully ripened, and “State 4: No detection” indicates no tomatoes. The number of tomatoes in a cluster had a significant impact on the false positives. Figure 5b shows an example of when the tomatoes overlap within a cluster. The cluster in Figure 5b consists of four tomatoes, but there is one tomato that cannot be identified because of the overlapping tomatoes. In this experimental environment, there are only two clusters in one image; therefore, there are two nodes for the number of tomatoes in a cluster. The number of tomatoes in the first cluster contains five state variables: “0”, “2”, “3”, “4”, “>=5”; the number of tomatoes in the second cluster contains three state variables: “0”, “2”, and “>=3”. For the number of Green, Half-ripened, and Fully ripened tomatoes detected, there were six state variables for Green: “0”, “1”, “2”, “3”, “4”, and “>=5”, and five state variables for Half-ripened and Fully ripened: “0”, “1”, “2”, “3”, and “>=4”. The five state variables for Half-ripened and Fully ripened were: “0”, “1”, “2”, “3”, “4”, and “>=4”.



The CPTs (Conditional Probability Tables) for each node of the Bayesian network were generated by learning from the actual data. By implementing this model, the precise number of tomatoes and the conditions of tomato plants can be predicted based on the detection of individual tomatoes. Bayesian networks also provide significant model scalability. In this study, five child nodes were used, but various other nodes might be added, such as “date”, “location of tomato plants”, “humidity”, “temperature”, and other information.




3.3. Autonomous Growth Monitoring Robot


The system components of the mobility robot are shown in Figure 6. The mobility robot comprises a web camera, servo motor, drive wheels, passive casters, mobile battery, camera module, control microcontroller, and laptop. This mobile robot has two wheels on each side and an additional caster. The mobile robot was moved around a greenhouse using a line tracing method.



Object detection and data collection of tomato plants were performed using the default settings of a web camera (C922n Pro) [21]. We utilized the CMCUcam5 Pixy2 camera module, a collaboration between Carnegie Mellon University and Charmed Labs, to perform barcode scanning and line tracing [22]. Control signals were being transmitted via Bluetooth communication from the laptop to the motor based on the detection information obtained from the camera module.



Figure 7 shows the robot moving in the greenhouse. The camera module detects the line drawn on the ground and calculates the shift in x-coordinates around the center of the image: e. The robot’s orientation was then controlled such that the x coordinate of the line was closer to the center of the image. The velocities of the left and right wheels,   v L   and   v R  , respectively, were calculated using (2) and (3).


   v L  = v +  K p  e  



(2)






   v R  = v −  K p  e ,  



(3)




where   K p   is the proportional gain and v is the wheel’s straight-line velocity. The difference in velocity between the left and right wheels increases in proportion to the magnitude of e, allowing the mobile robot to move in a straight line. Barcodes were painted on the ground in front of the tomato plants. When the robot detects these barcodes, it stops and captures images of the tomato plants using three cameras. To avoid the duplicate detection of the same barcode, the barcodes on the right and left sides of the line were alternately detected. After the shooting image capture was completed, the line was detected again.





4. Experiments


To confirm the effectiveness of the proposed system, verification experiments were conducted using 18 tomato plants grown in a greenhouse (Figure 7). The tomatoes used in the present study were Solanum lycopersicum L. Var. Cul-ta. Momotarou Peace (Takii & Co., Ltd., Kyoto, Japan), cultivated in solid medium culture in a glass greenhouse (9.1 × 7.3 m; 4.5 m height) from October 2021 to June 2022, at the Faculty of Agriculture, Saga University. The nutrient medium was prepared by a balanced medium prescription using commercial fertilizer (OAT Agrio Co., Ltd., Tokyo, Japan) and supplied in irrigation tubes. Therefore, barcodes were placed at 15 cm intervals so that the moving robot could stop every 15 cm to photograph the tomato plants. In the greenhouse, four rows containing seven to ten tomato plants each were photographed row-by-row. YOLACT was trained using “Laboto Tomato”, a tomato Instance Segmentation dataset published by Laboro.AI [23]. The dataset contains three classes of tomatoes—“Fully ripened”, “Half ripened”, and “Green”—classified as three levels of tomato maturity. In this study (see Figure 8), 392 images were used as training data.



In this research, the three classes of tomatoes were defined as Fully ripened: red (warm color percentage greater than 90%), Half-ripened: partially green tomatoes (warm color percentage between 30 and 89%), and Green: totally green or white (warm color percentage between 0 and 29%). To create the learning data, we used the recognition results of 287 tomato plant images captured in a greenhouse using YOLACT. The results of the recognition by YOLACT were saved in CSV format, from which only the necessary data for learning were extracted and used for training.



4.1. Experimental Results


4.1.1. Detection of Tomatoes


Tomatoes were detected using YOLACT in 18 tomato plants. The confusion matrix is listed in Table 1. Half-ripened tomatoes were misidentified as Fully ripened or Green, whereas objects that were not tomatoes were misidentified as Green. A total of 49 tomatoes were not identified due to fruit overlap. Figure 9 shows the changes in the F1-score as confidence increased during YOLACT training. The model demonstrates an overall F1-score of 84%.



The effects of context recognition using Bayesian networks are shown in Figure 10 and Figure 11. These graphs compare the number of tomatoes detected by convolutional networks (YOLACT) labeled as “Recognition result”, the number of detections corrected by context recognition, which is the result of the proposed method, a combination of YOLACT and Bayesian networks labeled as “Estimation result”, and the actual number of tomatoes labeled as “actual number”.



Figure 11 shows the number of tomatoes detected by YOLACT on 18 tomato plants. The graph shows that the number of tomatoes detected and corrected by context recognition is closer to the actual number of tomatoes. Comparing the total number of tomatoes for all 18 tomato plants, the number from the recognition result, detected by YOLACT, was 133; the estimation result, from a combination of YOLACT and the Bayesian network, was 159; and the actual number was 182, indicating that the proposed method detected 26 more tomatoes than YOLACT, which is closer to the actual number of tomatoes. These results confirm that combining convolutional and Bayesian networks enables more accurate tomato detection. However, in tomato plants 3, 6, 9, 11, 15, and 17 (see Figure 10), the difference between the actual number of tomatoes and the estimated value was more than 2. This was due to the large number of tomatoes hidden in the clusters. The sample size of the dataset must be increased to further improve accuracy.



Figure 10 indicates the number of tomatoes per tomato plant. The results show that the number of tomatoes detected and corrected by context recognition approached the actual number.




4.1.2. Recognition of Tomato Plant Status


The results of the estimation of tomato plant status are presented in Figure 12. The top plot shows the results of tomato detection using the proposed method, and the bottom graph shows the results of tomato plant condition estimation. The horizontal axis represents the number of tomato plants, and I to III represent the height of the camera. The plot size was proportional to the number of tomatoes detected. The five levels of tomato plant status are indicated by color.



The status of tomato plants was estimated almost correctly, but an error was observed during the estimation of the 17th tomato plant (Figure 13). First, at camera height III, only the color green was detected, and the status of the tomato plant was correctly identified before ripening. Green and half-ripened tomatoes were also recognized in the same cluster at camera height II and were correctly identified as ripe at 1–3 weeks. However, at camera height I, recognition was slightly inaccurate. In the image, only half-ripened and fully ripened clusters were recognized. The probability of estimation was higher in the following order: Ripe within 1 week, fully ripened, and ripe in 1–3 weeks. This may be because the dataset, which included information on plant density and ambient lighting, had not yet been sufficiently sampled. Additional samples should be added in the future. The problem of overlapping tomatoes is part of this result. As it is very difficult to completely eliminate these issues, we included a Bayesian network to increase recognition accuracy based on an empirical model. However, improving the proposed method is challenging when considering plant conditions that deviate from the empirical model, such as localized growth anomalies. Therefore, future studies should include additional samples.




4.1.3. Visualization of Information


In the developed system, an automatic monitoring robot moved around to monitor the growth of tomatoes in the entire greenhouse. Visualizing the conditions of tomato plants is extremely useful for planning harvest and cultivation. The developed system has an information–visualization function to display the monitoring results.



Figure 14 is an interface for visualizing conditions in the greenhouse. Figure 14a shows the arrangement of tomato plants in the greenhouse, with four rows of tomato plants, starting from the right. Pressing the green button displays the tomato detection results for the tomato plants in this row (Figure 14b), and pressing the yellow button visualizes the cluster information along with the tomato detection results (Figure 14c). The blue “Clear” button hides the detection results, and the “Cancel” button closes the house window.



The horizontal axis of the graph in (Figure 14b) shows the number of tomato plants, and I–III represent the heights of the cameras used to capture the images. Information such as the color, location, and number of tomatoes can be visualized in an intuitive and easy-to-understand manner. As in Figure 12, the number of tomatoes is proportional to the size of the plot. The upper part of the tomato plant (camera position III) contained no tomatoes, whereas the lower part (camera position I) contained many half-ripe and fully-ripe tomatoes. It can be inferred that the tomatoes at the top were harvested and that the tomatoes at the bottom were either ready to be harvested or still growing green.



(Figure 14c) Detailed visualization of the number of clusters, color, and number of tomatoes within a cluster. The black circles represent the clusters. For example, at camera position I on tomato plant 2, one cluster contained two Greens, one Green that was not in a cluster, and two fully ripened clusters. In tomato strain 2, the actual number of tomatoes was expected to be slightly higher than the estimated number because of overlapping and hidden tomatoes, as there were three clusters. This visualization of conditions in greenhouses reduces the labor required to make observations in the field.






5. Conclusions


This project aimed to monitor tomato growth in greenhouses by identifying the condition of entire plants and detecting multiple tomatoes with high accuracy, using a combination of convolutional networks and Bayesian networks for context recognition in tomato detection. This proposed algorithm was incorporated into an automatic robot designed to monitor tomato growth. The experiments were conducted in a greenhouse to verify the effectiveness of the proposed system and showed that context recognition could detect tomatoes with high accuracy and successfully recognize the state of tomato seedlings. An interface for visualizing the monitoring results was also constructed to provide feedback to the operator. Our proposed model, which combines convolutional and Bayesian networks, managed to increase the accuracy by 23% compared to the convolutional model alone. In addition to convolutional networks, we were unable to compare our results with those of other conventional methodologies, and we are aware that this is our limitation. However, we found that there was room for further improvement because of the insufficient sample size of the datasets on which the model was trained. In the future, we will increase the sample size and improve the model to increase the accuracy of estimating the number of tomatoes and the status of tomato plants.
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Figure 1. System components. 
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Figure 2. YOLACT architecture. 
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Figure 3. The DBSCAN process. Black circle refers to the core points; grey circle refers to reachable points; white circle refers to noise points. 
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Figure 4. Constructed model. 
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Figure 5. Example of Bayesian network training data. 
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Figure 6. Autonomous mobile robot. 
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Figure 7. Autonomous mobile robot movement in a real environment. 
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Figure 8. Objects in the YOLACT dataset. 
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Figure 9. The F1 confidence curve of YOLACT. 
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Figure 10. The comparison result of recognition result (YOLACT) and estimation result (YOLACT + BAYESIAN). The estimation result has a higher number of detected tomatoes than the recognition result. 
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Figure 11. The difference between the estimated number and the actual number. The estimated result shows the number that is closest to the actual number. 
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Figure 12. Results of plant status estimation. 
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Figure 13. The 17th tomato plant. I to III represent the tomato status in specific height of camera. tomato plant. 
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Figure 14. Visualization of results. 
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Table 1. Confusion matrix.
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