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Abstract

:

Tomato fungal diseases can cause significant economic losses to farmers. Advanced disease detection methods based on symptom recognition in images face challenges when identifying fungal diseases in tomatoes, especially with limited training images. This study utilized novel techniques designed for limited data scenarios, such as one-shot and few-shot learning, to identify three tomato fungal diseases, i.e., Alternaria solani, Alternaria alternata, and Botrytis cinerea. Automated feature extraction was performed using the ResNet-12 deep model, and a cosine similarity approach was employed during shot learning. The accuracy of diagnosing the three diseases and healthy leaves using the 4-way 1-shot learning method was 91.64, 92.37, 92.93, and 100%. For the 4-way 3-shot learning method, the accuracy improved to 92.75, 95.07, 96.63, and 100%, respectively. These results demonstrate that the proposed method effectively reduces the dependence on experts labeling images, working well with small datasets and enhancing plant disease identification.
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1. Introduction


Disease detection is a key aspect of agriculture management, as it allows for the early identification of potential issues that may reduce crop yield, quality, and profitability [1]. In many cases, early detection and intervention can prevent the spread of diseases, thereby reducing losses and ensuring food safety for consumers. One of the most exciting developments in recent years has been the use of artificial intelligence (AI) and image processing in plant disease detection. The primary advantages of using AI and image processing in plant disease detection are the increased accuracy and speed it provides. Traditional methods of disease detection often rely on visual inspections or manual sampling, which can be time-consuming and subject to human error [2,3]. In contrast, AI algorithms can accurately identify diseases based on visual cues, minimizing the risk of false positives and negatives [4]. This can lead to better decision-making, allowing farmers to take action in a more timely and effective manner. Another advantage of using AI and image processing in plant disease detection is the real-time monitoring capabilities. By capturing and analyzing data in real-time, farmers can quickly identify and respond to potential issues, reducing the risk of disease outbreaks and optimizing crop management. This can help minimize the impact of weather events and other unforeseen disruptions, leading to better overall crop health.



Building on recent progress in machine learning and deep learning for plant disease diagnosis, research has not only focused on developing new architectures but also on comparing the effectiveness of various algorithms. For instance, one study proposed a network architecture named INAR-SSD, inspired by VGGNet and Inception, which achieved an accuracy of 78.8% in diagnosing apple leaf diseases [5]. Other studies have utilized machine learning techniques, such as an artificial neural network (ANN) combined with adaptive particle grey wolf optimization (APGWO), to classify mango leaf diseases into categories like anthracnose, Gall midge, Powdery mildew, and healthy leaves [6].



Machine learning methods in this domain typically analyze shape, color, and texture features in images. These methods follow a structured process, including preprocessing steps like background removal, followed by feature extraction. Color features might involve metrics such as the mean and standard deviation of R, G, B, H, S, and V channels, while shape features may include measurements like area, perimeter, eccentricity, major/minor axis lengths, orientation, convex area, equivalent diameter, solidity, and the area-to-bounding-box ratio. Texture features are often derived from gray level co-occurrence matrix (GLCM) attributes. The final steps involve classification and feature selection, leveraging both traditional and advanced machine learning algorithms. In a comparative study on citrus disease diagnosis, researchers evaluated the performance of machine learning algorithms, such as random forest (RF) (76.8%), support vector machine (SVM) (87.0%), and stochastic gradient descent (SGD) (86.5%), alongside deep learning models like VGG-16 (89.5%), VGG-19 (87.4%), and Inception-v3 (89%). The findings demonstrated that deep learning approaches consistently outperformed traditional machine learning methods, underscoring the potential of deep architectures in achieving higher diagnostic accuracy [7].



While conventional feature extraction methods have shown good performance in plant disease classification, they can struggle with multi-class detection, particularly when diseases exhibit similar symptoms. In such cases, deep learning offers a promising alternative by automatically extracting specific features that aid in distinguishing between diseases with overlapping visual symptoms [8,9]. To further enhance classification accuracy, especially for diseases caused by pathogens like Alternaria solani and Phytophthora infestans, another study applied a hybrid approach combining a genetic algorithm (GA) with a convolutional neural network (CNN), achieving an impressive 97.3% accuracy [10]. This high accuracy underscores the potential of integrating optimization techniques with deep learning architectures for more precise and effective plant disease diagnosis.



Despite the promising results demonstrated in these studies, deep learning approaches for plant disease detection still face several limitations. One of the most notable challenges is the need for high-quality large datasets to train such algorithms [11]. If the data are incomplete or inaccurate, deep learning-based algorithms may not be able to accurately identify diseases. To address these data limitations, advanced techniques like one-shot and few-shot learning have been explored. One-shot learning refers to a machine learning scenario where the model is trained on a single sample of the target class or disease, whereas few-shot learning involves training the model on a small number of instances of the target class or disease. One-shot learning is particularly challenging because the model needs to learn the characteristics of the target class or disease from a single instance. Few-shot learning is less challenging because the model has access to a small number of samples from the target class or disease, but it still requires the model to discern underlying patterns from limited data. In plant disease detection, using one-shot learning or few-shot learning can help reduce the dependence on expert-labeled data [12]. These approaches are particularly useful in scenarios where obtaining a large number of labeled images is impractical or expensive. Few-shot learning algorithms can quickly learn to identify new examples of a disease or pest class that the model has not seen before, making real-time detection possible. This is particularly valuable in agriculture, where the need for quick and accurate disease detection and management is critical to maintaining crop health and productivity. Few-shot learning has become an increasingly popular approach to improving accuracy in plant disease detection [13], and has the potential to revolutionize the ability of farmers to quickly detect and manage diseases and pests in their crops, leading to improved crop health and productivity. As more research and development is performed in this area, this technology will become more accessible, adaptable, and effective in a wide range of agricultural contexts.



This study introduced a novel and efficient approach for identifying major tomato fungal diseases using minimal training data. Leveraging one-shot and few-shot learning techniques, it aimed to classify three visually similar fungal diseases, Alternaria solani, Alternaria alternata, and Botrytis cinerea. The method employed the ResNet-12 deep model for feature extraction, combined with a cosine similarity approach during shot learning, to enhance detection precision even with limited data. The study’s innovation lies in two key areas as follows: first, it addresses the classification of diseases with highly similar symptoms, a challenging aspect often overlooked in prior research. Second, instead of relying on traditional manual feature extraction, which can be inefficient and labor-intensive, it utilizes deep learning models to automatically extract distinguishing features. This approach not only minimizes the data dependency typically required by deep learning but also underscores the potential of one-shot and few-shot learning to streamline plant disease detection, offering a promising solution for rapid and accurate disease management in agriculture.




2. Materials and Methods


Figure 1 shows the proposed method for diagnosing tomato diseases in this study. The process begins with image dataset preparation, followed by image preprocessing, feature extraction using a pre-trained ResNet-12 model, data normalization before learning, and few-shot learning based on cosine similarity. Key techniques employed in this workflow include the Canny edge detection algorithm, gray-level thresholding, and K-means clustering. All algorithms were implemented in the MATLAB 2023b programming environment (MathWorks, Natick, MA, USA), using default parameter values unless otherwise specified.



2.1. Preparation of Image Dataset


To prepare and isolate the disease agent, samples were taken from tomato fields. The samples were placed separately in paper envelopes and kept at a temperature of 4 °C after being transferred to the laboratory. Using a sterile scalpel, small pieces of 1 cm size were cut from the infected tissues. The cut pieces were surface disinfected in 10% sodium hypochlorite solution for 10 s and immediately washed twice with water [14]. After dewatering with filter paper, the samples were cultured on a nutrient medium (potato dextrose agar) PDA. Then, the plates were incubated for 3 to 5 days at 25 °C. The grown colonies that had the characteristics of the disease considered in this study were purified by removing a single spore or spore chain. Pieces of growing colonies that were 5 mm were removed and cultured on PDA. To stimulate the sporulation pattern, the plates were incubated at 24 °C with a light cycle of 8 h of light and 16 h of darkness for 5 to 7 days. The isolates were identified using the general patterns of sporulation, including the arrangement of spores on the spore carrier, the number of spores in each chain, and the branching pattern of the chains, and the pathogenicity test of the isolates was proved. After 10 days of purification, the surface of the Petri dish was washed with sterile distilled water. In total, 10 microliters of the solution obtained from disease spores was taken by a sampler, the number of the fungal spores was counted, and their concentration was determined by counting under a light microscope with a hemocytometer slide. In counting the spores, it is important that the spores attached to the square lines of the slide at the top and right side can be counted, and the spores at the bottom and left cannot be counted. The number of spores allowed at the time of disease transmission was 5 × 106 for each disease [14]. Then, healthy leaves and leaves with disease symptoms were photographed by Samsung A32 mobile phone equipped with a 64-megapixel camera with automatic focus from a distance of 20 cm. A gray background was used for photography and a halogen lamp was used for lighting.




2.2. Image Preprocessing


Removing the background and extracting the diseased areas are crucial to ensure that noise in the extracted properties and the trained framework is minimized. Automation of these processes is necessary to enhance usability and reduce human intervention. Canny edge detection together with morphological operations were used for background removal, while the automatic K-means clustering was used to extract the diseased areas from the leaves.



A significant challenge in images taken under natural conditions is the presence of shadows. Figure 2a illustrates a leaf with a shadow and background. In plant leaf images, the green color band often predominates. Figure 2b presents a leaf image after extracting the green color band. Edge detection was performed using the Canny algorithm, followed by morphological dilation to connect edge boundaries. The Canny edge detection method operates in five main steps as follows: first, a Gaussian filter is applied to reduce noise; second, the intensity gradients of the image are calculated; third, gradient magnitude thresholding is used to eliminate weak edge responses; fourth, a double threshold is applied to identify potential edges; and finally, edge tracking by hysteresis is conducted to confirm edge continuity [15]. This algorithm has proven effective in plant leaf detection applications [16]. Figure 2c,d depict the edges extracted from the image. In the subsequent step, empty spaces in the image were filled. The resulting image still contained some small noise, which was removed by area thresholding, as shown in Figure 2f. In this step, small noise with color pixels was eliminated using gray-level thresholding, resulting in the binary image of the leaf (Figure 2f). The final image of a leaf without a background is shown in Figure 2g.



Next, the automatic K-means clustering method was used to identify the diseased areas in leaf images (Figure 2h). K-means clustering is an effective technique for categorizing and grouping objects based on various features. It works by assigning each object to one of K classes, aiming to minimize the total sum of squared distances between the objects and their respective cluster centers. The K-means clustering algorithm can be broken down into four steps as follows: selecting K initial cluster centers either randomly or using heuristic methods, assigning each object to the cluster with the closest cluster center based on Euclidean distance, computing new cluster centers by averaging the objects within each cluster, and repeating the assignment and computation steps until convergence is achieved.



In studies that involve identifying diseased areas in plant leaves, selecting the appropriate value of K and the region of interest (ROI) can be time-consuming and prone to errors. To address this challenge, it is often advantageous to use automatic K-means clustering to accurately distinguish between disease symptoms and healthy areas of the leaf. This study employed K-means clustering to automatically identify disease symptoms in plant leaves. By determining the ROI automatically by thresholding based on color differences between diseased and healthy leaf areas, only the diseased area remained after thresholding. Figure 3 presents the diseases examined in this study—Alternaria alternata, Alternaria solani, and Botrytis cinerea—showing how image processing was used to remove the background and detect diseased areas.




2.3. Feature Extraction


The ResNet-12 model is a type of CNN architecture that is commonly used for feature extraction in image classification and computer vision tasks. With ResNet-12, features can be extracted from images in a variety of ways [17]. The first step for extracting features from an image using ResNet-12 involves resizing the image to a fixed size, normalizing the pixel values, and converting the image to a suitable color space (Figure 4). For the ResNet-12, the input image typically has a resolution of 224 × 224 pixels and is normalized to the [0, 1] range. In ResNet-12, the input image is passed through a stack of convolutional layers, which detect and extract patterns at different scales and orientations. Each convolutional layer convolves the input image with a set of learned filters, followed by a nonlinear activation function. The output of each convolutional layer is a feature map, which represents the filtered response of the input image at a specific location and scale.



After the convolutional layers, the feature maps are passed through a pooling layer, which reduces the spatial size of the feature maps. Pooling can be performed using techniques such as max pooling or average pooling, which helps to reduce the computational complexity of the model and improve the robustness of the extracted features. The final step in this feature extraction is to concatenate all the feature maps output by the convolutional and pooling layers and pass the resulting feature vector through a fully connected layer, which performs linear interpolation and produces the final output of the model. The ResNet-12 model is used for feature extraction by applying a stack of convolutional and pooling layers to an input image, followed by a fully connected layer. The output of this model can be used as a feature vector for subsequent machine learning tasks, such as image classification or object recognition [18].




2.4. Data Normalization


Normalization is one of the scaling and mapping techniques in the data mining process. In this method, data is mapped from its current interval to another interval. This approach is very helpful for forecasting and analysis purposes, so considering the diversity of forecasting models in data mining and in order to maintain this diversity, normalization techniques help to bring these forecasts closer to each other [19]. Data normalization improves the accuracy and performance of learning models [20]. The data normalization process is effective in algorithms based on the distance criterion by preventing features with high values from dominating the learning process. Min–max normalization, also known as rescaling, is the simplest method to change the numerical range of a set to [1, 0] or [1, −1] (Equation (1)):


   X  norm   =    X −  X  min      X  max   −  X  min       



(1)




where Xnorm is the normalized data, X is the original data, Xmax is the data with maximum value, and Xmin is the data with minimum value. It should be noted that the data must be averaged in few-shot learning before normalization, but this averaging is not needed in one-shot learning.




2.5. Few-Shot Learning


In the era of data-driven decision-making, it is becoming increasingly challenging to obtain the required amount of data to solve complex problems. This is especially true when it comes to classifying and labeling objects that are rare or hard to find. Traditionally, these tasks are addressed by using data augmentation or data labeling, but these methods can be time-consuming and expensive. When the number of examples per class is very small, data augmentation and labeling methods may not work efficiently. However, shot learning is an innovative method developed to solve these kinds of problems. Shot learning enables machine learning models to learn from a limited number of examples and generalize to new and unseen data, making it an effective solution when dealing with small datasets. The ability of shot learning to learn and generalize with limited data makes it a promising approach for plant disease diagnosis [21]. In a few-shot learning scenario, the model is given by a support set S and a query set Q. The query sample x ∈ Q is a new sample that has not been seen by the model before. The objective of the few-shot task is to accurately predict the class of the query sample based on the support set [22].



The support set is commonly arranged as an N-way, K-shot format, where N refers to the total number of categories and K is the number of annotated examples for each category. In few-shot scenarios, K is typically very small, which means that the number of annotated examples available for each category is extremely limited. To learn the model, a feature extraction method fθ is needed, which takes as input the support set samples and produces a feature representation for each sample. The class prototype ck is a representative of the samples in each category and can be represented as the mean feature of the support set samples in that class. To predict the class of a new sample x ∈ Q, a similarity measure is used to calculate the similarity between the query sample and each class prototype. The similarity function, denoted by sim(•), is used to compare the query sample and each class prototype by comparing their feature representations. Finally, a scaling transformation is performed on the similarities to scale them to a range between 0 and 1. The scaled similarities are then passed through a linear function, which generates the predicted class label for the query sample [19]. These steps are shown in Equation (2):


   P ( y = k   x   ) =        exp ( sim ( f θ ( x ) , c   k  )  . t      ∑   j = 1   N      exp ( sim ( f θ ( x ) , c   j  )  . t        



(2)




where x ∈ Q denote the query sample, ck represents the class prototype, and N is the total number of classes in the few-shot scenario. The prototype is commonly represented by the mean feature of the support set samples in each category. The similarities between the query sample and the prototype are often transformed using a scaling transformation T.




2.6. Similarity Measure Based on Cosine Similarity


There are distance metrics that calculate the distance or proximity of data from each other. The similarity criteria have the opposite relationship with the distance criteria, and in other words, the higher the similarity, the smaller the distance between two objects. Cosine similarities are defined as the cosine of the angle between two vectors (x and y) in a high-dimensional space (Equation (3)).


  cos  ( x , y ) =     x  · y     x  ·  y     =      ∑   i = 1   n    x i   y j          ∑   i = 1   n        ( x   i  )  2          ∑   i = 1   n        ( y   i  )  2          



(3)







The cosine similarity metric is commonly used to measure the similarity between two documents, regardless of their size or dimensionality, by comparing the angle between the vectors representing the documents on a vector space. Mathematically, cosine similarity can be represented as the dot product of two normalized vectors divided by the product of their magnitude. The vector space can be seen as a high-dimensional representation of the document, with each dimension corresponding to a unique word in the document. Cosine similarity measures the orientation of documents relative to each other, which can be used to determine their similarity [23]. Cosine similarity can take on values ranging from −1 to 1, with similar vectors having a similarity close to 1 and opposite vectors having a similarity close to −1. In the context of data mining, it is commonly used to measure cohesion within clusters. One key advantage of cosine similarity in prediction tasks is that it is computationally efficient and suitable for sparse vectors, as only the non-zero coordinates need to be considered. This makes it an attractive choice for large-scale data analysis tasks such as plant disease diagnosis, where rapid and accurate similarity measurement is essential [24].





3. Results


3.1. Results of Disease Diagnosis Using One-Shot Learning


Figure 5 shows the cosine similarity between the feature vectors extracted in ResNet-12 with the feature vector of the test image in the four-way one-shot learning approach. These results were obtained for the images of the three diseases Alternaria alternate, Alternaria solani, and Botrytis cinerea, as well as the healthy leaves of tomato plants. The obtained results were used for one image of training data and one image of test data. Also, the developed algorithm was analyzed to compare the results in images with background (Figure 5a), images without background (Figure 5b), and images for the specified infected area (Figure 5c). The results show that in the main images of diseased and healthy leaves with the background, the similarity percentages were 80.11, 85.76, 83.53, and 88.48% for the three diseases Alternaria alternate, Alternaria solani, Botrytis cinerea, and healthy leaf, respectively. These values for images without background were 88.52, 89.94, 83.95, and 91.88%, respectively, which shows a high accuracy of detection in all three groups. Finally, the similarity percentage results for images with only the infected area for the three diseases Alternaria alternata, Alternaria solani, and Botrytis cinerea, as well as healthy leaves were 91.64, 92.37, 92.93, and 100%, respectively. The percentage shows a higher accuracy compared to the two approaches of images with background and images without background and shows that the pre-processing, including the separation and identification of the infected area along with background removal, increases the accuracy of disease diagnosis.



This performance shows the appropriateness of the proposed approach, i.e., processing input images and combining the feature extraction method by deep learning and cosine similarity. Figure 6 shows a comparison of the accuracy of the one-shot learning methods for the three tomato fungal diseases used in this research.




3.2. Results of Disease Diagnosis Using Few-Shot Learning


Figure 7 shows the cosine similarity values between the feature vectors extracted in ResNet-12 deep learning with the feature vector of the test image in the four-way three-shot learning approach. For this purpose, three images were used for each group of tomato leaves including three disease groups and one healthy leaf group. Feature extraction from images was performed by ResNet-12 deep learning and finally, cosine matching of the feature vectors extracted from the image was performed by one image for each group. The results for images with background for the three diseases Alternaria alternata, Alternaria solani, and Botrytis cinerea and healthy leaves were 90.96, 90.37, 88.33, and 95.02%, respectively. These results show a higher accuracy compared to the four-way one-shot learning method for this group of images. For the images with the removed background, the results for the similarity percentage were 91, 92.23, 90.13, and 97.63%, respectively. An improvement in the similarity percentages was observed for such images. Finally, the results showed a very good performance in the diagnosis of the three diseases and healthy leaves, respectively, with similarity percentages of 92.75, 95.07, 96.63, and 100% for tomato plant leaf images with removed backgrounds and separated infected areas. This few-shot disease diagnosis approach shows higher accuracy compared to the four-way one-shot learning method. Figure 8 shows a comparison of the accuracy of the few-shot learning methods for the three tomato fungal diseases used in this research.





4. Discussion


Timely diagnosis and treatment of plant diseases can minimize economic losses. However, traditional methods for the diagnosis of plant diseases are usually conducted manually by experts [25,26]. Few-shot learning has emerged as a solution for more effective identification of plant diseases, which can increase the speed, accuracy, and efficiency of detection by using a small number of labeled samples [27].



This research showed the acceptable performance of one-shot and few-shot learning methods in diagnosing plant diseases with a small number of images [28,29]. Furthermore, the use of image processing methods to remove the background and separate the diseased area from the leaves can improve the diagnosis of diseases in one-shot and few-shot learning methods. In previous research on plant fungal diseases, the superiority of image processing-based disease diagnosis is also reported, but by using large training datasets and a technique called majority voting [30]. Research has shown that the performance of machine learning methods is closely related to feature extraction and feature engineering [31]. Other researchers have proposed deep learning methods for plant disease classification [32,33,34], which typically rely on large training datasets. Specifically, regarding tomato fungal diseases, various studies utilizing deep learning approaches are summarized in Table 1. Many of these studies have leveraged publicly available datasets, such as PlantVillage, where the symptoms of diseases are easily identifiable. However, these datasets often lack the diversity and complexity found in real-world scenarios. In contrast, our work addresses a significant gap by focusing on datasets obtained from plants at various stages of disease development, presenting a more challenging yet realistic context for detection. This novel approach not only enhances the robustness of disease classification models but also improves their applicability in practical agricultural settings, ultimately facilitating more accurate and timely interventions in plant health management.



Data augmentation methods were also used, including flipping and rotating, cropping and resizing, color jittering, adding noise, image warping, and random erasing, to increase the size of datasets [40]. Methods based on combining feature extraction by deep learning and classification by machine learning have been also proposed for plant disease classification [41,42,43]. Although these methods are promising, they still require large datasets to support the algorithms. The use of hyperspectral imaging was also used for early disease diagnosis [44,45,46,47,48,49]. However, such approaches are expensive and still require a lot of data for model training. Methods similar to the one introduced in this research might solve past problems to provide reliable diagnosis of plant diseases with similar symptoms and assist farmers and plant pathology experts in disease management.



Practical Application of the Proposed Method


The proposed method leverages deep learning algorithms trained on limited datasets to facilitate rapid and accurate diagnosis of plant diseases, significantly reducing reliance on manual inspections by experts. This innovative application empowers farmers and plant pathology specialists by providing real-time insights into the presence and severity of plant diseases. Consequently, timely interventions can be implemented to stop the spread of diseases, ultimately preventing substantial economic losses. Moreover, this application serves as a critical decision-making tool in agriculture, supporting the transition toward more sustainable practices. By enabling efficient and prompt diagnosis of plant diseases, the method can lead to a reduced reliance on chemical pesticides, fostering an environmentally friendly and sustainable agricultural production system.



The integration of the Internet of Things (IoT) into plant disease monitoring represents a transformative approach in agriculture, especially for crops like tomatoes that are vulnerable to various pathogens. IoT technology enables a real-time, automated, and comprehensive system for tracking and managing plant health by connecting a network of sensors, cameras, and communication devices that continuously monitor environmental and plant conditions. By deploying these IoT-connected devices in greenhouses and open fields, farmers can detect early signs of plant diseases and take preemptive measures, enhancing both productivity and sustainability in agricultural practices. This IoT-based disease diagnosis method, which operates efficiently even with limited data, provides critical real-time insights. By combining these data inputs, IoT systems can detect anomalies that indicate early stages of disease, even before symptoms become visible to the human eye. When combined with machine learning algorithms, IoT systems can analyze these patterns to improve disease prediction accuracy over time, adapting to varying environmental conditions and plant responses.



Furthermore, integrating IoT into disease monitoring enables a networked alert system, which is crucial for preventing disease outbreaks across regions. In cases where sensors detect signs of infection, the system can instantly notify farmers, greenhouse managers, or neighboring farms, prompting them to take action before the disease spreads. This interconnected alert mechanism supports faster response times, reducing the risk of widespread damage that might otherwise go unnoticed until it is too late.



In addition to diagnostics, IoT systems can link with autonomous control systems to activate disease-control protocols, such as targeted pesticide application, optimized watering schedules, or climate control adjustments within greenhouses. By minimizing human intervention, these IoT-enabled control systems ensure that interventions are precisely timed and tailored, reducing costs and environmental impacts associated with traditional disease management practices. IoT plays a pivotal role in revolutionizing plant disease monitoring by offering real-time, continuous monitoring capabilities, supporting early detection, enabling rapid-response alerts, and facilitating precision interventions. The ongoing collection and analysis of data through IoT devices not only enhances the immediate detection and control of plant diseases but also contributes to long-term agricultural research, leading to more resilient and sustainable crop management practices in the future.





5. Conclusions


In this study, deep feature extraction was used for one-shot and few-shot learning using cosine similarity to diagnose three types of tomato fungal diseases: Alternaria alternata, Alternaria solani, and Botrytis cinerea. Features were extracted from three categories of images: original images with background, images with the background removed, and images showing only the infected area (aka., symptoms). Deep feature extraction was performed using the ResNet-12 model, demonstrating promising results in diagnosing plant diseases with limited data. The diagnosis accuracy using only the infected area and the 4-way 1-shot learning method was 91.64, 92.37, 92.93, and 100% for Alternaria alternata, Alternaria solani, Botrytis cinerea, and healthy leaves, respectively. With the 4-way 3-shot learning method, the accuracy improved to 92.75, 95.07, 96.63, and 100% respectively. Therefore, the proposed framework can improve the accuracy of diagnosing fungal diseases in tomatoes, even with limited training data, thereby advancing existing plant diagnostic techniques. This approach could also be adapted to diagnose various plant diseases across different crops.
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Figure 1. The schematics of the proposed method for diagnosing tomato diseases. 
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Figure 2. The preprocessing steps involved in analyzing plant images for disease detection. The processes include the following: (a) Original image, (b) extraction of the green color band from the image, (c) edge detection, (d) morphological dilation to connect the edges, (e) filling in the blanks in the edge image, (f) noise removal, (g) background removal, and (h) infected area extraction. 
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Figure 3. The tomato fungal diseases investigated in this research along with their symptom descriptions. 
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Figure 4. Feature extraction using pre-training ResNet-12. 






Figure 4. Feature extraction using pre-training ResNet-12.



[image: Agriengineering 06 00238 g004]







[image: Agriengineering 06 00238 g005] 





Figure 5. Four-way one-shot learning, (a) original image with background, (b) removed background, and (c) infected area. 
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Figure 6. Results of one-shot learning for classifying three tomato diseases and healthy leaves. 
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Figure 7. Four-way three-shot learning, (a) Original image with background, (b) removed background, and (c) infected area detected. 
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Figure 8. Results of few-shot learning for classifying three tomato diseases and healthy leaves. 
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Table 1. A comparison of available methods for tomato fungal disease detection.
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	Dataset
	Method
	Disease Type
	Accuracy
	Reference





	PlantVillage
	CNN
	Tomato fungal, viral, and bacterial diseases
	99%
	[35]



	PlantVillage
	AlexNet
	Tomato fungal diseases
	97%
	[36]



	PlantVillage
	VGG Net
	Tomato fungal, viral, and bacterial diseases
	97%
	[36]



	PlantVillage
	Residual CNN
	Tomato fungal, viral, and bacterial diseases
	98%
	[37]



	Hunan Vegetable Institute
	B-ARNet
	Tomato fungal, viral, and bacterial diseases
	89%
	[38]



	PlantVillage
	ANFIS
	Tomato fungal, viral, and bacterial diseases
	98%
	[39]



	Prepared in this work
	Few-shot learning
	Tomato fungal diseases
	96%
	Proposed method
















	
	
Disclaimer/Publisher’s Note: The statements, opinions and data contained in all publications are solely those of the individual author(s) and contributor(s) and not of MDPI and/or the editor(s). MDPI and/or the editor(s) disclaim responsibility for any injury to people or property resulting from any ideas, methods, instructions or products referred to in the content.











© 2024 by the authors. Licensee MDPI, Basel, Switzerland. This article is an open access article distributed under the terms and conditions of the Creative Commons Attribution (CC BY) license (https://creativecommons.org/licenses/by/4.0/).








Check ACS Ref Order





Check Foot Note Order





Check CrossRef













media/file13.jpg
Prediction accuracy (%)

100

0
©
w
2

0

Alternaria Alternata Alternaria solani Gray leaf mold Healthy

8 Orginal image with background  WRemoved background  m Infected area detected.





media/file4.png





media/file18.png
Prediction accuracy (%)

100

8

=

6

=

4

o

2

o

=

Alternaria Alternata Alternaria solani Gray leaf mold Healthy

¥ Orginal image with background ¥ Removed background

W Infected area detected





media/file3.jpg





media/file10.png
— e

- o O
E_x
Z 35 <
vy
u O ™
o m X
~
t3M
2 ¥ X
w 9@
o O™
& m X
~

POXPTXT
guljood xep
FOXBY XV
UOIIN|OAUO)
96XL
Jake| induj

1012J3A
sainjea

3

—

T/ '#9 ‘Au0d g X€

1

T/ P9 ‘Au0d £X¢€ _

ﬁ

T/ ‘79 ‘Au0d g X€

1

T/ '¥9 ‘Au0d gx€ _

ﬂ

T/ ‘79 ‘Au0d £X¢€

1

T/ ‘79 ‘Au0d £X€

F

T/ ‘79 ‘Au0d £X€

1

T/ ‘79 ‘Au0d £X€

)

T/ ‘%9 ‘Au0d gx€

1

T/ ‘v9 ‘AU0d EX€

.""I #
Z/ ‘lood € x¢g
1
7/ '¥9 ‘AU0d £X€

1

adew peo’






media/file19.png





media/file14.png
Prediction accuracy (%)

100

0 III III III III

Alternaria Alternata Alternaria solani Gray leaf mold Healthy

8

==

6

=

4

=

2

=

® Orginal image with background ® Removed background @ Infected area detected





media/file11.jpg
Input Document

TR T e
07185 08876 {08BA8] 07443, § 2 |okT4d! 05215 0.4214 gz 05063 o.4528 03473
g S i R——
ool =l e I
o SR s
(a) (b) (c)





media/file15.jpg
Input Document

09062081450 8086 0 555,

+ |08 0 5e32 0018 0 4501

+ |08l 0 5226 | 0257102712

08513109057 07714 0 554

(05511 [B6ER8Y 0 09 0 2759

2035128808 0 1542 03011

07485 05014 (08858 0 <2

gt Document

{05881 0.4555 |OBOH8Y 0 2552

Input Document

0259501166 B8R 00109

074910 5005 0 4512 BES0

+ 0881 0.4033 0 2004 [HERRRI

+[02812{03282/ 0.14c5 S

2 5
Query Document

(a)

2 3 4
Query Document

(b)

N
Query Document

(c)





nav.xhtml


  agriengineering-06-00238


  
    		
      agriengineering-06-00238
    


  




  





media/file6.jpg
Botrytis cinerea

fThe symptoms of Botrytis
cinerea in tomatoes are
generally characterized
by the presence of gray-
reen water-soaked spots
on the leaves, which can
develop into irregular
shapes with a dark out-
line. These spots can
merge together to form
larger ones that can
cover the entire leaf su
face. The affected leaves
can become yellow or
brown, and the lower
leaves may fall off.






media/file16.png
Input Document

—

a2

0.9062

0.8445

0.8066

0.6688

0.8513

0.9037

0.7714

0.6664

0.7485

0.5914

0.8833

0.4326

0.7491

0.6005

0.4512

0.9502

Query Document

2

(a)

3

Input Document

[

0.91

0.5832

0.6418

0.4501

0.6311

0.9223

0.3309

0.2759

0.5861

0.4555

0.9013

0.2862

0.5581

0.4033

0.2994

0.9763

2

3

Query Document

(b)

Input Document

—

M3

[

i<

0.9275

0.3326

0.2871

0.2712

0.3512

0.9507

0.1542

0.3011

0.2595

0.1166

0.9663

0.0109

0.2512

0.3292

0.1468

Query Document

2

(c)

3






media/file2.png
4-Way 3-Shot Support set

Feature Vector

[ Normalize ]

Query set

Cosine Similarity Measures
1

N

[ Normalize ]

[ Normalize ]

[ Normalize ]

-1

mlm2 m3 m4 Mean Query
® 6 6 & o O

Feature Vector

3
NY

. [ ]
Normalize m3
| ]

m4

ml
m2

1 3
[ Normalize ] +
m

ml
m2

N li 3
ormalize m4
m

4-Way 1-Shot Support s