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Abstract: In agricultural automation, autonomous tractors play a crucial role in enhancing 
farming efficiency, particularly through the navigation and identification of tillage bound-
aries. Traditional approaches rely on machine vision techniques to identify paths by dis-
tinguishing between tilled and untilled soil areas. Although recent advancements in con-
volutional neural networks (CNNs) have shown promising results in agricultural auto-
mation, they still face challenges in fully capturing the global context of tillage boundaries. 
This limitation stems mainly from CNNs’ small receptive fields, which often limit the net-
work’s capacity to capture broader contextual information in agricultural landscapes, po-
tentially causing inaccuracies in boundary detection. These methods rely significantly on 
local feature analysis and necessitate complex, computationally intensive heuristic post-
processing to enhance detected tillage lines, thus limiting their real-time application effi-
cacy. We propose a line-context-aware learning method that combines a heatmap regres-
sion with a transformer to more effectively learn and extract global contextual features. 
The proposed end-to-end method streamlines detection, enhancing real-time agricultural 
applications and improving the accuracy and reliability of autonomous tractor navigation 
and operation. The proposed method was evaluated on a custom dataset, demonstrating 
competitive performance in accurately detecting tillage boundaries and proving its capa-
bility to handle the intricate details and variations present in agricultural landscapes. 

Keywords: autonomous tractor; tillage boundary detection; CNN; deep learning;  
precision agriculture 
 

1. Introduction 
Precision agriculture is a key paradigm in industrial farming that contributes greatly 

to enhanced productivity. This field has increasingly focused on automation technologies 
that minimize labor requirements by using sophisticated computer vision techniques for 
various tasks with significant efficiency [1–10]. Autonomous tractors, which are pivotal in 
modern cultivation practices, serve as both vehicles and instrumental tools. The advance-
ment of self-driving tractors is a major aim of agricultural automation [1,10]. In particular, 
the capability to automate path-finding is crucial because it significantly reduces manual 
intervention and ensures precise and efficient operations across various farming tasks. 
For self-driving tractors, detecting the tillage line during operation is essential for opti-
mizing working paths, reducing redundant operations, and preventing missed areas. This 
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is particularly beneficial for family farms, as it significantly reduces manual labor and in-
creases efficiency in various agricultural operations, including plowing, planting, and har-
vesting. Autonomous tractors, compared to traditional tractors, offer notable advantages 
in terms of production savings. By minimizing the need for human intervention, autono-
mous tractors reduce labor costs, enhance operational precision, and allow for continuous 
operation, even under challenging conditions, such as low visibility or extended hours. 
This leads to improved productivity and cost-effectiveness for family farms, ensuring sus-
tainable agricultural practices. 

Traditional autonomous tractor technologies often use global positioning systems 
(GPS) [11–13] that rely on absolute coordinates for navigation, thereby achieving signifi-
cant success. In addition, light detection and ranging (LiDAR) technology has been em-
ployed to capture detailed spatial data and enhance the ability of tractors to navigate by 
identifying critical structural features, e.g., crops and trees [14,15]. Although these meth-
ods provide robust solutions for navigation and environmental perception, they are often 
limited by high costs and signal variability in diverse farming environments. 

In recent years, advancements in machine vision have become increasingly promi-
nent in agriculture, providing innovative solutions for various farming challenges. Ma-
chine vision has garnered significant interest in the realm of visual perception not only for 
its ability to mimic human-like visual recognition but also for its cost-effectiveness. In par-
ticular, convolutional neural networks (CNNs) have achieved outstanding performance 
in the field of computer vision, excelling in various tasks. Their sophisticated architecture 
allows them to achieve exceptional results, often surpassing human-level performance in 
image classification [16]. Moreover, CNNs have been proven to be effective in other vision 
tasks, e.g., object detection [17] and segmentation [18,19], where their ability to interpret 
complex visual information is crucial. This versatility makes CNNs invaluable for appli-
cations requiring detailed visual understanding and has led to their widespread adoption 
in both academic and industrial fields. 

CNNs have significantly advanced the field of autonomous agricultural machinery 
by enhancing the ability to navigate and perform tasks with greater precision. For exam-
ple, CNNs have been applied to autonomous tractors for accurate field mapping [20], 
weed detection [21], and crop monitoring [22,23]. By recognizing different terrain types 
and plant health indicators, CNNs help optimize the path and operation of these tractors, 
ensuring efficient coverage and minimal damage to crops [24]. Recently developed CNN-
based techniques have introduced innovative methods for autonomously controlling ag-
ricultural tractors by using only RGB images [1,2,5,6]. Existing methods [5,6] have pro-
posed image-patch-wise classification to classify areas into tilled and non-tilled regions. 
Although effective, this process is computationally demanding because it requires inde-
pendent feedforward operations for each image patch during testing, posing challenges 
for real-time processing, which is essential in autonomous tractor operations. 

In contrast, the fully convolutional network (FCN)-based segmentation method [20] 
offers a more streamlined approach by directly segmenting the tillage boundary using a 
single feedforward pass. This reduces the computational overhead and aligns better with 
the requirements of real-time agricultural operations, ensuring that machinery can oper-
ate efficiently without the delay involved in processing multiple frames. Recently, a 
heatmap regression-based ensemble network [25] was introduced as a heatmap regression 
model for boundary detection, and demonstrated significant success. This study em-
ployed image-to-image mapping to produce a likelihood heatmap in which the tillage 
boundary points were recognized as the global maximum in the heatmap. 

Although CNNs and FCNs have proven to be highly effective in numerous applica-
tions, they have inherent limitations that can affect their performance, especially in com-
plex environments, e.g., agriculture. The convolutional kernels are typically small, which 
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inherently limits their ability to capture and learn large amounts of contextual information 
from input images. This can be particularly problematic in tasks, e.g., tillage boundary 
detection, where understanding the broader context and spatial relationships is crucial for 
obtaining accurate results. Because CNNs and FCNs have a limited ability to grasp larger 
contextual information, local noise or incomplete predictions often arise, requiring exten-
sive heuristic post-processing to refine their outputs. Such post-processing is computa-
tionally expensive and time-consuming, making it less ideal for real-time applications 
where speed and efficiency are critical. Furthermore, diverse and natural field environ-
ments pose significant challenges for CNNs, especially because of the extreme variability 
in the local patterns of soil texture, which are heavily influenced by factors like weather 
[5,6]. To construct a robust model that operates under varied conditions, it is crucial to 
understand the global context of the farming environment, which helps mitigate the ef-
fects of local noise. 

To address these issues, we propose a heatmap regression-based context-aware net-
work to learn the contextual information within an agricultural environment. To this end, 
we defined three tillage boundary landmark points, which were subsequently used to cal-
culate the tillage boundaries and determine the driving direction of the tractor. Figure 1 
illustrates these three landmark points. The line connecting the red and green points indi-
cates the direction of travel, whereas the green and blue points represent the positions of 
the tractor’s U-turn. Our model incorporates advanced techniques, e.g., heatmap regres-
sion and transformers, to enhance its ability to accurately detect and refine tillage bound-
ary points. Transformers, introduced by Vaswani et al. (2017) [26], have revolutionized 
natural language processing, computer vision, and other fields, owing to their powerful 
self-attention mechanisms. This method processes all the input features simultaneously, 
allowing them to capture long-range dependencies more effectively. The self-attention 
mechanism enables each position in the input sequence to attend to all other positions, 
thereby improving the ability to model contextual relationships. 

 

Figure 1. Visualization of three landmark points for the tillage boundaries: The line connecting the 
red and green points indicates the direction of travel, while the green and blue points mark the 
positions for the tractor’s U-turn. 

In this study, we utilized a U-Net-based heatmap regression network to identify and 
learn the key landmarks of the tillage boundaries. This step ensured that the model could 
pinpoint critical areas with high precision. Subsequently, transformers were employed to 
further process these landmarks by learning the surrounding context, thereby enhancing 
the accuracy of the detected points. The focus of this study was solely on the detection of 
tillage boundaries. Therefore, controlling tractor operations is beyond the scope of this 
study. 

The contributions of this study are summarized as follows. First, the proposed frame-
work effectively detects tillage boundary lines by leveraging contextual line features, 
providing robust end-to-end learning (i.e., resistant to local noise), and eliminates the 
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need for any post-processing phases, unlike traditional methods. Second, the proposed 
method demonstrated strong performance across various environments and limited da-
tasets. 

The remainder of this paper is organized as follows: Section 2 provides a detailed 
description of the materials and the proposed method, Section 3 presents the experimental 
results and discussion, and finally, the conclusions are presented in Section 4. 

2. Materials and Methods 
2.1. Dataset Description 

To acquire the dataset, we chose the LS-Mtron XU6168 (Figure 2, left) as the model 
for our tractor and equipped it with a GoPro Hero7 action camera strategically positioned 
at the center of the front-top edge of the tractor for an optimal field of view (FOV) (Figure 
2, middle). The camera, capable of capturing 2-dimensional (2D) RGB images at a rate of 
60 fps, ensured that each image maintained a resolution of 1920 × 1080 pixels and provided 
detailed visual data for analysis. The camera was mounted on the top of the windshield 
in the tractor’s cabin, approximately 220 cm above-ground. When setting the camera’s 
field of view, we ensured that the tractor’s front did not obstruct the ground, and the view 
included not only the farmland but also the sky. During tillage, tractors typically operate 
on soil that has not been tilled or is adjacent to areas that have already been cultivated. 
Therefore, the boundary line between tilled and non-tilled soils serves as a crucial feature 
for guiding tractor movements. This boundary line allows for precise adjustment of the 
tractor’s alignment, ensuring that it runs parallel to the edge of the previously tilled area, 
thereby optimizing the tillage process [1]. To collect data during tillage, the tractor was 
operated in a zigzag pattern across the field to ensure comprehensive coverage. 

As Figure 2 (right) shows, the tractor starts from a preexisting tillage boundary and 
travels until it reaches the end of the field, where it performs a U-turn. After completing 
the turn, it was aligned with the previous tillage boundary for another pass, systematically 
collecting data along the path. This pattern was repeated throughout the field. When no 
previous tillage boundaries were present at the beginning of the tillage process, a prelim-
inary pass was performed by using a tractor to establish the initial boundary. This initial 
line served as the reference for subsequent passes, allowing for structured and consistent 
data collection from the start of the operation. 

 

Figure 2. Data collection environment. From left to right: the tractor used in our experiment, the 
action camera position and its FOV (cm), and the tillage route. 

To capture a comprehensive range of tillage scenarios, data collection was planned 
to include a variety of environmental conditions. We recorded images under different 
lighting conditions (morning and afternoon) and weather patterns (clear and overcast 
days) and across diverse agricultural fields to ensure variability in the dataset. This ap-
proach allowed us to simulate real-world conditions that a tractor might encounter in typ-
ical farming operations. Ultimately, our dataset was organized into three categories: 2590 
images for training, 1800 for validation, and 1756 for testing. The testing dataset was 
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divided into two main categories: 863 images on sunny days and 860 images on cloudy 
days. The sunny day dataset was further split into two subcategories: 463 images from the 
afternoon and 407 images from the morning. 

2.2. Methodology 

An overview of the proposed method for detecting tillage boundary points is shown 
in Figure 3. Our model incorporates advanced techniques, e.g., heatmap regression, en-
semble methods, and transformers, to enhance its ability to accurately detect and refine 
tillage boundary points. In the final stage, we integrated the results of the heatmap and 
coordinate regression. 

 

Figure 3. A heatmap regression-based context-aware network for boundary landmark point detec-
tion. The U-Net generates heatmap outputs, and spatial coordinates are extracted via soft-argmax. 
The transformer block captures contextual relationships between the tillage boundary points. The 
network is trained using a joint loss function combining heatmap regression and coordinate regres-
sion. 

2.2.1. U-Net Based Heatmap Regression 

Our methodology employed the U-Net architecture [18] to detect tillage boundary 
points based on heatmap regression, specifically utilizing three key points within the till-
age field. This approach allows for the precise detection of tillage boundaries by creating 
detailed heatmaps around the tillage boundary points. These heatmaps serve as a normal-
ized Gaussian distribution with a variance parameter of five, and in the final heatmap 
output, the highest intensity value within each channel indicates the location of these 
landmarks. By utilizing the maximum value within the heatmap to determine the bound-
ary points, our model ensured an accurate representation of the tillage boundaries. The 
U-Net architecture (Figure 4) is structured around a series of repeating modules. 
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Figure 4. U-Net based heatmap regression for the boundary landmark point detection. 

We adopted U-Net architecture [18] as the backbone of our network, leveraging its 
well-established design for effective feature extraction. The feature map sizes, derived 
from the U-Net structure, balance performance and computational efficiency. Increasing 
channel dimensions enhance feature representation at higher levels, which is critical for 
accurate boundary detection, while decreasing spatial dimensions minimize computa-
tional cost. Each module consisted of two 3 × 3 convolutional layers with padding to pre-
serve the spatial dimensions. Following these convolutions, each layer was subjected to 
batch normalization and rectified linear unit activations. Each convolutional step is then 
succeeded by a layer-specific operation: max-pooling with a 2 × 2 window is used in the 
encoding layers to reduce the spatial dimensions while enhancing the feature depth and 
upsampling in the decoding layers to reconstruct the spatial dimensions. During the en-
coding phase, the network progressively increased the number of feature maps from 64 
to 512, intensifying its ability to capture and process more complex features from the input 
images. Conversely, in the decoding phase, the feature maps were gradually reduced 
from 512 to 64, focusing on the precise localization and reconstruction of the high-resolu-
tion output. Importantly, skip connections were utilized to merge the feature maps from 
the corresponding encoding and decoding layers, thereby preserving spatial information 
that might otherwise be lost during downsampling. 𝑂௛ = 𝐶𝑜𝑛𝑣ଵ(𝐷𝑒𝑐𝑜𝑑𝑒𝑟(𝐸𝑛𝑐𝑜𝑟𝑑𝑒𝑟(𝑥)௦௞௜௣) (1)

where 𝐸𝑛𝑐𝑜𝑟𝑑𝑒𝑟(∙)௦௞௜௣ is the function representing the encoder path with skip connec-
tions, and 𝐷𝑒𝑐𝑜𝑑𝑒𝑟(∙) is the function representing the decoder path that processes both 
the encoder output and the skip connections. 𝐶𝑜𝑛𝑣ଵ  denotes the final 1 × 1  convolu-
tional layer of the output. 

2.2.2. Spatial Feature Extraction Using Soft-Argmax 

Given the heatmaps from the U-Net, the tillage boundary points were calculated us-
ing the soft-argmax function [27]. The soft-argmax function is a differentiable approxima-
tion of the argmax function, allowing the extraction of spatial coordinates within 
heatmaps without sacrificing the network’s ability to learn through gradient descent. This 
operation converts the heatmap values, which represent the likelihood of the presence of 
a landmark at each pixel, into a weighted average of all pixel coordinates weighted by 
their softmax-normalized intensities. In this section, we consider Cartesian coordinates as 
the spatial feature, and the spatial feature extraction using soft-argmax is shown in Figure 
5. 
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Figure 5. Soft-argmax function for the 2D heatmap with spatial coordinate maps (Cartesian). The 
softmax function normalizes the heatmap into a probability distribution, which is then element-wise 
multiplied by the X-map and Y-map to weight coordinates. The results are summed to pinpoint the 
landmark’s precise location based on maximum probabilities. 

Initially, the softmax function was applied to the heatmap to convert the intensity 
values into a probability distribution, which transformed the raw intensity values into a 
probability distribution, highlighting the region most likely to contain a boundary point 
while deactivating the less likely areas. This probability distribution was then multiplied 
element-wise using two coordinate maps: the X- and Y-maps. The final step involved sum-
ming these weighted coordinates across the entire map to calculate the x- and y-coordi-
nates. 

SoftArgmax ቀ𝑂௛೔(௟)ቁ = ෍ 𝑒ை೓೔(೗)ఈ∑ 𝑒ை೓ೕ(೗)ఈ ௝௜ ∙ 𝑝௜ (2)

where 𝑂௛(௟)  represents the 𝑙 -th input heatmap, 𝑂௛೔(௟)  denotes the individual elements of 

the heatmap, 𝑝௜ is the corresponding index, and 𝑒ை೓೔(೗)
 represents the exponential value 𝑂௛೔(௟). 𝛼 serves to control the sharpness of the softmax distribution; when 𝛼 is increased, 

the softmax function becomes more selective, enhancing the impact of the highest values 
in the vector 𝑥. In this study, we empirically set 𝛼 to 10. This process yielded the final 
coordinates, pinpointing the most salient positions of the tillage boundary with high pre-
cision, thereby translating the heatmap into precise spatial locations. 

2.2.3. Context-Aware Learning Using a Transformer 

In this section, we employ a transformer block to learn the contextual relationships 
between the tillage boundary points extracted from the soft-argmax function. Transform-
ers [26] are a type of neural network architecture that has become fundamental in various 
fields of machine learning, including natural language processing and computer vision. 
They used an attention mechanism to weigh the influence of different parts of the input 
data, thereby enabling them to capture the relationships between distant elements within 
a feature space. Unlike CNNs, which focus primarily on local features, transformers are 
particularly useful for tasks requiring a comprehensive understanding of an entire scene. 
In our model, the tillage boundary points are considered as embedding vectors and used 
as inputs for the transformer to refine the detection results of the tillage boundaries. Ini-
tially, the embedding vector was normalized using layer normalization (LN) [28] to en-
sure consistency in the scale and variance. LN(𝑥) = 𝑥 − 𝜇𝜎 × 𝛾 + 𝛽 (3)
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where 𝜇  and 𝜎 are the mean and standard deviation of the embeddings, and 𝛾 and 𝛽 
are learnable parameters of LN. Following normalization, these embeddings are subjected 
to the multi-head attention mechanism, which processes inputs as sets of queries (Q), keys 
(K), and values (V) across multiple attention heads. Attention(𝑄, 𝐾, 𝑉) = softmax ቆ𝑄𝐾்ඥ𝑑௞ ቇ 𝑉 (4)

where 𝑑௞  is the dimension of the key for scale normalization. The expressions 𝑄 =𝑋𝑊ொ, 𝐾 = 𝑋𝑊௄ , and 𝑉 = 𝑋𝑊௏  represent the results of the inner products with query, 

key, and value weights, respectively. We denote 𝑋 = LN ൬SoftArgmax ቀ𝑂௛೔(௟)ቁ൰௟ୀଵ௡
, where 𝑛 

is the number of heatmaps. 
This operation allowed the model to focus on different parts of the input sequence to 

capture various aspects of the spatial context. The outputs from all the attention heads are 
concatenated and linearly transformed to integrate the information processed by each 
head. MultiHead(𝑄, 𝐾, 𝑉) = Concat(hଵ, … , h୬)𝑊ை, where ℎ௜ = Attention൫𝑄𝑊௜ொ, 𝐾𝑊௜௄, 𝑉𝑊௜௏൯     (5)

where 𝑊ை is a learnable weight matrix that combines the concatenated outputs from all 
individual attention heads. Finally, the transformer refines the tillage boundary points 
through a series of linear transformations based on the learned contextual relationships. 𝑂௖ = Linear(MultiHead(𝑄, 𝐾, 𝑉)) (6)

where 𝑂௖ is 3 × 2, corresponding to the three tillage boundary points. In the experiments, 
we empirically set the number of multi-heads to 3 and the number of nodes in the final 
linear layer to 64. Figure 6 illustrates the architecture of a transformer block and its multi-
head attention mechanism. 

 

Figure 6. Illustration of a transformer block and its multi-head attention mechanism. The input em-
bedding features undergo layer normalization, multi-head attention, and multilayer perceptron 
processing to yield spatial coordinates. 

In the transformer block, the input embedding features are first normalized using 
LN. These normalized features are then fed into the multi-head attention module, where 
the attention mechanism is applied in parallel across the multiple attention heads. Each 
attention head computes the attention scores by taking the dot products between the 
query and key vectors, which are subsequently applied to the value vectors. The outputs 
from all the attention heads are concatenated and passed through a multilayer perceptron 
that produces the final spatial coordinates. This design allowed the model to focus simul-
taneously on different parts of the input sequence, thereby improving its ability to capture 
complex dependencies. 
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2.2.4. Implementation Detail 

Evaluations were performed using a computer equipped with an Intel Core i7-7800X 
CPU running at 3.50 GHz, with 32 GB of RAM, and an Nvidia GeForce RTX 3090 GPU. 
We used Pytorch version 1.8.0, a widely recognized framework for deep learning, to train 
and test the network. Because the original images were captured at high resolution, they 
were resized to 320 × 240 pixels to streamline the processing and analysis phases without 
significant performance loss. 

For training, the network underwent 500 epochs with the Adam optimizer, utilizing 
a mini-batch size of one. The initial learning rate was set to 1 × 10ସ and adjusted based 
on the cosine-annealing rate decay strategy [29] to optimize convergence. Our data aug-
mentation process incorporates two types of transformations to enhance model robust-
ness and performance: geometric and intensity modifications. Initially, the input images, 
along with their corresponding ground truth heatmaps, undergo random rotations be-
tween −15 and 15 degrees and are rescaled to vary between 80% and 120% of their original 
size. Subsequently, the image quality was adjusted by randomly altering the brightness, 
contrast, saturation, and hue to simulate different lighting conditions and camera settings. 

For the loss function, we employed a joint loss function to effectively train both the 
heatmap regression and the coordinate regression derived from the transformer. The joint 
loss function is defined as: ℒ௝௢௜௡௧ =  ℒ2௛௘௔௧(𝐺௛, 𝑂௛) + 𝛾ℒ2௖௢௢௥ௗ(𝐺௖, 𝑂௖) (7)

where ℒ2௛௘௔௧ is the loss calculated between the predicted heatmaps 𝑂௛ and the ground 
truth heatmaps 𝐺௛, focusing on accurately capturing the presence and location of the till-
age boundary points within the heatmap. Similarly, ℒ2௖௢௢௥ௗ is the loss function for coor-
dinate regression. 𝛾  is a tunable hyperparameter that balances the importance of the 
heatmap regression loss against the coordinate regression loss. We set the weight hyper-
parameter γ to 1 × 10−3. To obtain the final boundary points, we integrated the results of 
the heatmap and coordinate regressions. It is noteworthy that, prior to the ingestion pro-
cess, the heatmaps were converted into coordinates using the soft-argmax method. 

2.3. Evaluation Metrics 

For the evaluation metrics, we employed the mean radial error (MRE) as a key metric 
for quantitatively measuring the accuracy of our predictions. MRE is particularly suited 
to tasks involving spatial coordinates because it directly quantifies the average distance 
between the predicted and true positions of boundary points. MREs were calculated using 
the following formula: 𝑀𝑅𝐸 = 1𝑁 ෍ ට൫𝑥௜,௣௥௘ௗ − 𝑥௜,௧௥௨௘൯ଶ − ൫𝑦௜,௣௥௘ௗ − 𝑦௜,௧௥௨௘൯ଶே௜ୀଵ  (8)

where 𝑁 denotes the total number of samples. 𝑥௜,௣௥௘ௗ and 𝑦௜,௣௥௘ௗ are the predicted co-
ordinates, and 𝑥௜,௧௥௨௘ and 𝑦௜,௧௥௨௘ are the ground truth coordinates. This metric provides 
a straightforward and intuitive measure of the localization performance by averaging the 
pixel-wise Euclidean distances (radial errors) between the predicted and actual positions 
across all samples. 

3. Results and Discussion 
Table 1 compares the performance of U-Net, existing methods (Seo et al., 2021 [20]; 

Choi et al., 2022 [25]), and the proposed context-aware learning method using MRE under 
various conditions. MRE values were obtained through five individual training trials for 
each method to ensure the robustness of the comparison. 
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Table 1. Performance comparisons of basic learning and context-aware learning.  

Weather  
Conditions Method 

MRE (Pixel) 
Average Point 1 Point 2 Point 3 

All days 

U-Net  6.72 6.39 6.62 7.16 
Seo et al., 2021 [20] 6.28 5.87 6.24 6.68 
Choi et al., 2022 [25] 5.86 5.66 5.81 6.23 
Proposed context-aware learning 5.46 5.17 5.31 5.93 

Sunny day 

U-Net  6.47 6.19 6.25 6.97 
Seo et al., 2021 [20] 6.05 5.68 5.92 6.38 
Choi et al., 2022 [25] 5.62 5.30 5.41 5.96 
Proposed context-aware learning 5.30 5.15 5.01 5.75 

Cloudy day 

U-Net  6.97 6.58 6.99 7.35 
Seo et al., 2021 [20] 6.52 6.05 6.56 6.97 
Choi et al., 2022 [25] 6.10 6.02 6.21 6.50 
Proposed context-aware learning 5.62 5.15 5.61 6.11 

Sunny day 
(morning) 

U-Net  6.75 6.14 6.57 7.55 
Seo et al., 2021 [20] 6.24 5.84 6.12 6.76 
Choi et al., 2022 [25] 5.68 5.35 5.47 6.16 
Proposed context-aware learning 5.54 5.41 5.13 6.15 

Sunny day  
(afternoon) 

U-Net  6.18 6.24 5.93 6.38 
Seo et al., 2021 [20] 5.85 5.52 5.72 6.00 
Choi et al., 2022 [25] 5.56 5.24 5.34 5.76 
Proposed context-aware learning 5.06 4.95 4.88 5.35 

* Bold indicates the best performance. 

The context-aware learning consistently reduced the MRE across all conditions, 
demonstrating its superior accuracy. On average, MRE decreases from 6.72 (U-Net) to 5.46 
pixels in general conditions, from 6.47 (U-Net) to 5.30 pixels on sunny days, and from 6.97 
(U-Net) to 5.62 pixels on cloudy days. This improvement was even more pronounced dur-
ing specific times of the day; for instance, the MRE on sunny afternoons drops from 6.75 
(U-Net) to 5.06 pixels. Existing methods (Seo et al., 2021 [20]; Choi et al., 2022 [25]) demon-
strate performance improvements that are not as significant as those achieved by the pro-
posed context-aware learning. These findings validate the effectiveness of the proposed 
method, particularly under variable lighting and weather conditions, and emphasize its 
robustness and adaptability. Figure 7 presents box plots of MRE across different weather 
conditions. The results show that the proposed method consistently outperformed the 
other methods. The box plots highlight the variability in performance across the different 
methods, with the proposed method showing less spread and lower median MRE values. 
This consistent performance underscores the effectiveness of the proposed context-aware 
learning approach for handling different weather conditions, making it a reliable choice 
for practical applications. 

Table 2 provides an insightful analysis of how the number of training images affects 
the performance of different learning approaches, including U-Net, existing methods (Seo 
et al., 2021 [20]; Choi et al., 2022 [25]), and the proposed context-aware learning method. 
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Table 2. Performance comparisons of basic learning and context-aware learning based on the num-
ber of training images. 

Number of Training Images Method 
MRE (Pixels) 

Average Point 1 Point 2 Point 3 

2590 (100%) 

U-Net 6.72 6.39 6.62 7.16 
Seo et al., 2021 [20] 6.28 5.87 6.24 6.68 
Choi et al., 2022 [25] 5.86 5.66 5.81 6.23 
Context-aware learning 5.46 5.15 5.31 5.93 

1480 (≈50%) 

U-Net 7.13 6.84 7.11 7.45 
Seo et al., 2021 [20] 6.69 6.46 6.72 6.88 
Choi et al., 2022 [25] 6.59 6.12 6.66 6.99 
Context-aware learning 5.68 5.67 5.44 5.93 

740 (≈25%) 

U-Net 7.98 7.61 7.77 8.55 
Seo et al., 2021 [20] 7.45 7.02 7.22 8.11 
Choi et al., 2022 [25] 7.27 6.58 7.33 7.91 
Context-aware learning 6.08 5.84 5.99 6.41 

* Bold indicates the best performance. 

The performance was evaluated using the MRE, in pixels, under conditions of full 
data availability (2590 images at 100%) and limited data availability (1480 images at about 
50% and 740 images at 25%). The results highlighted a clear trend: as the number of train-
ing images decreased, the MRE increased for all methods across all points, indicating a 
decline in performance. The performance disparity became more pronounced when the 
data availability was reduced to about 25% (740 images). Under this condition, the con-
text-aware learning approach showed an increase in the average MRE from 5.46 to 6.08, 
reflecting an error increase of only 0.62 pixels. In contrast, U-Net experienced a more sig-
nificant degradation, with the MRE rising from 6.72 to 7.98 (an error increase of 1.26 pix-
els). Existing methods also exhibit intermediate levels of performance degradation but do 
not match the robustness of the context-aware learning approach. These results indicate 
that, although all methods suffer from limited data availability, the context-aware learn-
ing approach is more robust, exhibiting a smaller increment in error. The stronger resili-
ence of the context-aware learning model in scenarios with limited data can be attributed 
to its ability to leverage spatial regularization effects. This method integrates contextual 
information, which effectively constrains the learning process, thereby allowing more ac-
curate information to be inferred from fewer data points. Table 3 presents the results of 
the ablation study conducted to evaluate the impact of varying the number of heads in 
the transformer within the proposed framework. The optimal performance was achieved 
with three heads, where the MRE was at its lowest at 5.46. Using one or two heads resulted 
in MREs of 5.56 and 5.58, respectively, suggesting that fewer heads may limit the model’s 
ability to capture sufficient data relationships. Conversely, increasing the number of heads 
beyond three, such as four or five, caused their MREs to slightly rise to 5.50 and 5.48, likely 
due to inefficiencies such as overfitting or a redundancy in processing additional attention 
mechanisms. These findings indicate that while additional heads can capture more com-
plex data relationships, an excessive number of heads may introduce inefficiencies, ulti-
mately reducing performance. 
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Table 3. Ablation study on transformers with different numbers of heads. 

Head Number 1 2 3 4 5 
MRE 5.56 5.58 5.46 5.50 5.48 

Table 4 evaluates the impact of varying the soft-argmax parameter 𝛽 using MRE. 
The results show that increasing 𝛽 from 1 to 10 leads to a significant improvement in 
MRE, decreasing from 5.56 to 5.46. However, further increasing 𝛽 to 15 and 20 leads to 
an increase in the MRE to 5.93 and 7.18, respectively. This suggests that too high a value 
of 𝛽 may lead to over-sharpening, where the model might be overfit to noise or specific 
features, losing the ability to generalize well across different scenarios. 

Table 4. The impact of soft-argmax parameter 𝛽 on the performance. 𝜷 1 5 10 15 20 
MRE 5.66 5.53 5.46 5.93 7.18 

 

Figure 7. Box plots of MREs for different methods under various weather conditions. The MRE 
scores were obtained from five different training sessions. The methods compared are U-Net, Seo et 
al., 2021 [20], Choi et al., 2022 [25], and the proposed method. The weather conditions include all 
days, sunny days, cloudy days, sunny days (morning), and sunny days (afternoon). The dots in the 
box plots represent outliers, which are data points that fall outside the typical range of the distribu-
tion. 

Visualization Results 

A visual comparison of the tillage boundary detection under varying weather condi-
tions and times of day is shown in Figure 8. 
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Figure 8. Visual comparison of tillage boundary detection under different lighting conditions using 
the basic heatmap regression (U-Net) and context-aware learning. Yellow dashed boxes indicate 
localization errors. 

Each image has distinct tillage boundary points marked by blue-, green-, and red-
colored dots for the first, second, and third points, respectively. These points were strate-
gically placed to represent a significant area for accurately guiding agricultural machin-
ery. The provided image collage compares the results of basic heatmap regression using 
U-Net versus a context-aware learning approach that integrates U-Net with a transformer 
under different weather conditions. On sunny days, inaccuracies in tillage point detection 
were visible in the vanilla heatmap regression approach, as indicated by the yellow 
dashed boxes. However, the context-aware learning approach of combining U-Net with a 
transformer significantly improved the results. Similarly, on cloudy days, basic heatmap 
regression struggled with mislocalization, whereas the context-aware learning method 
demonstrated enhanced results and robustness against varying environmental condi-
tions. Figure 9 illustrates the self-attention matrices of the trained transformer model, spe-
cifically visualizing the relationships among three boundary points. Each subplot com-
prises an image and a corresponding attention matrix. In the images, lines connect the 
three points, and the thickness of the lines represents the attention scores. Thicker lines 
denote higher attention scores, indicating stronger attention or relevance between the 
points. The matrices on the right display attention scores in red. These scores quantify the 
importance of each boundary point in the context of the others, as learned by the 
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transformer model. Our findings indicate that boundary points exhibit uniformly low at-
tention scores when they reference themselves, and tend to allocate more focus to other 
points. In addition, no noticeable changes in the patterns of the attention score metrics 
were observed with variations in the environment or amount of training data. 

 

Figure 9. Visualization of self-attention matrices within the trained transformer model, demonstrat-
ing the relationships among three boundary points. The attention scores are indicated in red within 
the matrices. The lines in the images represent the attention scores, where thicker lines indicate 
higher attention scores. 

Figure 10 illustrates the loss curves for the training and validation datasets using 
100%, 50%, and 25% of the available images. The loss curves show that the model perfor-
mance declined as the amount of training data decreased. With the full dataset (2590 im-
ages), both the training and validation losses decreased steadily, indicating good general-
ization. With half of the data (1480 images), the validation loss fluctuated more and was 
higher, indicating reduced generalization. Using only 25% of the dataset (740 images), the 
validation loss became more erratic but stabilized after early epochs without overfitting. 

 

Figure 10. Loss curves for training and validation with varying amounts of data: (left) 100% of the 
data (2590 images), (middle) approximately 50% of the data (1480 images), and (right) approxi-
mately 25% of the data (740 images). 

4. Conclusions 
This study proposed a heatmap regression-based context-aware network for tillage 

boundary detection. The proposed method comprises both the heatmap regression and 
transformer methods, and operates in an end-to-end manner, simplifying the detection 



AgriEngineering 2025, 7, 32 15 of 17 
 

 

process and making it suitable for real-time applications in agriculture. The proposed ap-
proach was tested under various conditions, demonstrating a consistent reduction in the 
MRE across all scenarios, particularly when data were limited. 

The context-aware learning model excels because of its ability to leverage spatial con-
textual information, allowing it to maintain high accuracy even with reduced datasets. 
This advantage is particularly pronounced in scenarios with varying environmental con-
ditions, such as changes in lighting, soil textures, or weather patterns. The model achieves 
this robustness by utilizing the transformer’s capability to capture broader contextual 
cues, effectively bridging the gap that conventional methods, such as the basic U-Net 
model, may overlook. Consequently, the context-aware learning approach exhibits re-
markable robustness and adaptability, effectively handling the challenges posed by vary-
ing environmental conditions and data scarcity. By integrating transformers, the model 
balances local and global relationships, enhancing its ability to generalize across diverse 
conditions. This adaptability is critical for agricultural tasks, where environmental varia-
bility and data scarcity often present significant challenges. As highlighted in Table 3, our 
model consistently outperforms existing methods in these scenarios, demonstrating lower 
MRE values and greater stability, further validating its robustness and adaptability. 

In the future, we plan to conduct long-term studies to assess the performance and 
reliability of these models across multiple growing seasons. Such studies would offer 
deeper insights into the practical viability and long-term benefits of these models. How-
ever, one limitation of the current study is the focus on specific environmental and dataset 
conditions, which may not fully represent all agricultural scenarios. To address this, we 
plan to optimize the proposed methodology to ensure its effectiveness across a broader 
range of environmental conditions. This includes refining the model to better handle di-
verse agricultural scenarios, such as varying soil textures, crop types, climatic conditions, 
and even overnight operations, to enhance its robustness and accuracy in real-world ap-
plications. Although this study focused on tillage boundary detection, future research 
could extend the application of context-aware learning to other agricultural tasks. 

This study provides valuable insights for manufacturers of autonomous tractors and 
navigation systems. The proposed landmark regression approach, unlike traditional till-
age segmentation methods, accurately detects tillage boundaries and adapts to diverse 
conditions, significantly enhancing the precision and efficiency of autonomous opera-
tions. Its robustness and adaptability offer a practical solution for real-world challenges, 
driving innovation in agricultural automation and contributing to sustainable farming 
practices. 
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