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Abstract: The amount of data related to cyber threats and cyber attack incidents is rapidly increasing.
The extracted information can provide security analysts with useful Cyber Threat Intelligence (CTI)
to enhance their decision-making. However, because the data sources are heterogeneous, there is
a lack of common representation of information, rendering the analysis of CTI complicated. With
this work, we aim to review ongoing research on the use of semantic web tools such as ontologies
and Knowledge Graphs (KGs) within the CTI domain. Ontologies and KGs can effectively represent
information in a common and structured schema, enhancing interoperability among the Security
Operation Centers (SOCs) and the stakeholders on the field of cybersecurity. When fused with
Machine Learning (ML) and Deep Learning (DL) algorithms, the constructed ontologies and KGs can
be augmented with new information and advanced inference capabilities, facilitating the discovery
of previously unknown CTI. This systematic review highlights the advancements of this field over
the past and ongoing decade and provides future research directions.

Keywords: semantic; ontologies; knowledge graph; cybersecurity; cyber threat intelligence; CTI;
machine learning; deep learning; network

1. Introduction

The number of cyber threats and cyber attacks is constantly increasing as the world
faces socioeconomic changes governed by the surge of technological reliance, unexpected
phenomena like the COVID-19 pandemic, and ongoing conflicts [1]. The financial im-
pact of cyber-related incidents on the global economy is concerning. Cyber attacks are
expected to cause damages topping USD 10.5 trillion by the end of 2024 [2]. To protect
critical infrastructure and shield themselves from incoming future threats, organizations,
governments, businesses, and individuals need to leverage available information regarding
previous incidents and delve into offenders’ motivees, tactics, and patterns of behavior [3].
Knowledge of the vulnerabilities of both systems and devices is critical as well.

Cyber Threat Intelligence (CTI) is provided as a solution for assisting in decision-making
while addressing security-related issues [4,5]. It can be briefly described as the process of
collecting, processing, and sharing information that is valuable for analyzing and detecting
potential cyber threats [6]. Within the CTI pipeline, unprocessed raw data stemming from
numerous cybersecurity sources such as reports, manuals, and websites are used as input
and then carefully manipulated to extract useful knowledge. By accessing available CTI,
small- and medium-sized enterprises (SMEs) have the opportunity to enhance the protection
of their infrastructure and reduce the cost of obtaining relevant data [3].

In order to effectively share, distribute, and use cyber threat-related information,
a common knowledge representation format is needed in order to ensure that all newly

J. Cybersecur. Priv. 2024, 4, 518–545. https://doi.org/10.3390/jcp4030025 https://www.mdpi.com/journal/jcp

https://doi.org/10.3390/jcp4030025
https://doi.org/10.3390/jcp4030025
https://creativecommons.org/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://www.mdpi.com/journal/jcp
https://www.mdpi.com
https://orcid.org/0000-0001-6400-3233
https://orcid.org/0009-0004-5148-8568
https://orcid.org/0009-0003-0777-6880
https://orcid.org/0000-0003-1613-2852
https://orcid.org/0000-0003-1587-2015
https://orcid.org/0000-0003-1094-2520
https://doi.org/10.3390/jcp4030025
https://www.mdpi.com/journal/jcp
https://www.mdpi.com/article/10.3390/jcp4030025?type=check_update&version=1


J. Cybersecur. Priv. 2024, 4 519

acquired unstructured data stemming from a wide range of heterogeneous sources are
standardized according to predefined protocols [7]. MITRE’s Structured Threat Information
eXpression (STIX) [8] is an example of a representation used as a common language when
sharing CTI; it contains definitions of indicators, events, targets, and tactics used during an
attack [9,10].

Semantic web tools such as ontologies and Knowledge Graphs (KGs) appear to be
particularly useful for establishing shared vocabularies and practices. In particular, on-
tologies and KGs are widely used within different and multidisciplinary scientific fields
such aas medicine [11–13], criminal justice [14,15], and sports science [16,17], among oth-
ers [18–22]. Ontologies are also applicable in the cybersecurity domain, where preexisting
representations such as STIX can be incorporated, enhanced, and extended with new
entities and definitions.

Ontologies contain important concepts, formally defined as classes, of a specific
domain along with their properties, all described within a formal and unambiguous con-
text [23,24]. In computer science terms, an ontology resembles a carefully constructed tree
of classes, relationships, and inheritance of restrictions and properties [23,25]. Within the
cybersecurity landscape, ontological models allow analysts to explore the patterns and con-
nections between different entities and calculate useful indicators and scores for assessing
potential threats and vulnerabilities [26].

On the other hand, KGs usually leverage the structure imposed by the relevant on-
tology and represent actual data as a set of triples comprising pairs of entities and their
relationships [27]. They are often stored as graph databases, and can be easily queried and
visualized with various tools such as Neo4j [28,29].

In addition to establishing a common semantic framework, ontologies and KGs are
capable of automating the process of registering new data and inferring new knowledge
that may be difficult to be discovered manually. Especially when combined with Deep
Learning (DL) methods for transforming unstructured data to meaningful knowledge,
ontologies and KGs become an important asset in the CTI pipeline. The possibility of
human error can be greatly mitigated, and analysis becomes more capable of dealing with
the exponential generation of CTI data [30].

Contribution

The scope of this work is to provide a systematic review of the current state-of-the-art
regarding the utilization of ontologies and KGs within the domain of CTI. Specifically, we
focus on three aspects, namely, the creation, utilization, and enhancement of CTI-related
ontologies and KGs. In the third topic, we explore how Machine Learning (ML) and DL
can be used for extracting entities and relationships that result to the creation or extension
of CTI ontologies and KGs.

The rest of this paper is structured as follows: Section 2 describes the procedure
followed for collecting the relevant literature to be reviewed; Section 3 reviews the selected
papers and categorizes them accordingly; and in Section 4 we offer a final discussion on
the topic and provide suggestions for potential future research.

2. Literature Selection Strategy

Our review aligns with the PRISMA (Preferred Reporting Items for Systematic reviews
and Meta-Analyses) guidelines for systematic reviews.

Relevant literature was collected from four distinct databases: Scopus, Web of Science,
IEEE Xplore, and Science Direct. Preferences were shortlisted using the search terms
(“knowledge graph” OR “semantic” OR “ontology” OR “ontologies”) AND “cyber threat”
on each publication’s title, abstract, and keywords. The results were restricted within the
time period of 2013 to 12 March 2024.

After applying the aforementioned preliminary criteria, 225, 21, 80, and 69 papers
were obtained from the Scopus, Science Direct, IEEE Xplore, and Web of Science databases,
respectively. Works not written in English were later removed, along with book chapters,
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mini-reviews, early access papers, conference reviews, short surveys, notes, and editorials.
Any gray literature, such as technical reports or theses, were also excluded. Thus, our
collection consisted exclusively of peer-reviewed articles and conference papers submitted
at reputable relevant conferences. After the removal of duplicates and the first stage of the
screening process, 215 papers remained.

In the final stage of the screening process, we examined the 215 remaining papers and
removed works that were not focused on either the construction or utilization of ontologies
or KGs. ML-related works that resulted in the generation or expansion of ontologies and
KGs were included in our final literature collection, while studies that applied ML and
DL methods solely to entity and relationship extraction tasks without demonstrating the
creation or extension of ontologies and KGs were dismissed. Five papers were removed due
to accessibility issues. To ensure the reliability and consistency of our selection process, all
accessible works that passed the initial stages of the screening process were independently
reviewed by three researchers. Studies that received unanimous agreement (“yes”) from all
three reviewers were immediately accepted. For studies that raised discordance, a second
round of reviewing was conducted until consensus was reached. No formal statistical
measures of inter-rater reliability were applied; instead, the final selection was made based
on the collective agreement of all authors. After the screening process, we settled on a
collection of 76 papers for review. The results of the literature collection procedure are
presented in Figure 1, while Figure 2 shows the number of produced works per year
satisfying our selection criteria.

Figure 1. Number of records in each stage of the selection process.
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Figure 2. Amount of produced works related to CTI-related ontologies and KGs from 2013 to 2023.
The significant number of conducted studies during the ongoing decade highlights the increasing
popularity of semantic web technologies within the cybersecurity domain.

3. Results

The collected works that satisfied our selection criteria were divided into three main
subcategories. The first subcategory (Section 3.1) contained all studies that explicitly focused
on the development of a novel ontology or KG related to CTI, while the second (Section 3.2)
encapsulated studies demonstrating the utilization of existing ontologies and KGs without
describing the construction process. In the final subcategory (Section 3.3), we decided to
separately gather all works that combined ML and DL methods with either construction or
enhancement endeavors of ontologies and KGs. In each subcategory, the relevant works were
reviewed in chronological order from oldest to latest. All studies reviewed in this chapter are
also contained in aggregating tables in the corresponding subsection.

3.1. Ontology and Knowledge Graph Construction

Khairkar et al. [31] constructed an ontology focusing on the representation of data
extracted from security logs of web applications to improve the classification of attacks
and the identification of related events. The ontology supports the extraction of semantic
relations between computer attacks and intrusions in an Intrusion Detection System (IDS).

Strasburg et al. [32] introduced the Semantic Model of Automated IDSs (S-MAIDS),
emphasizing the creation of an ontology for automated tuning, correlation, and response
selection in Intrusion Detection and Response Systems (IDRS). S-MAIDS aims to address
the limitations of current IDRS models by providing a more elaborate model that auto-
matically captures the semantics of events, detectors, and responses in a common concept.
The proposed ontology is formalized as a Web Ontology Language (OWL) ontology to
ensure clarity and automation of the unification of existing IDRS models.

A taxonomy model for the classification of CTI information exchange technologies was
proposed by Burger et al. [33]. The authors focused on categorizing the ontologies themselves,
and used the proposed taxonomy model in the analysis of different CTI exchange ontologies.
By using a taxonomy schema, the authors were able to decompose the ontologies in order to
evaluate the dependency and interoperability within the CTI landscape.

Casey et al. [34] addressed the importance of a standardized representation of digital
forensic information to enhance querying and analysis of digital evidence. The authors
leveraged the Cyber Observable eXpression CybOX [35] to propose a new standard for
representing and exchanging digital forensic information, named Digital Forensic Analysis
eXpression (DFAX). DFAX defines actions associated with digital traces to improve the
efficiency of forensic analysis, further supporting the representation of action patterns for
categorization of behaviors and goals during digital investigations.

Meckl et al. [36] developed a detection framework for Advanced Persistent Threats
(APTs) by leveraging an APT ontology and reasoning tree patterns with ontology-based
applicability conditions to systematically represent APT detection models. The ontol-
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ogy language they used was an extension of Resource Description Framework (RDFs),
with additional features to promote learning and evidence representation.

Falk [37] described the process of creating a CTI ontology based on the Lockheed
Martin kill chain model. The component and properties as well as the ontology itself were
all defined according to the OWL standard.

Mohsin and Anwar [38] introduced an ontology-based framework for Internet of
Things (IoT) security analytics, aiming to combat APTs by aligning attack kill chain phases
with network semantics. The ontology creation process involved the extension of existing
CTI ontologies with new concepts and their alignment with a novel IoT ontology by lever-
aging Protégé software for ontology development and the Pellet engine for inference and
consistency checking purposes. During the ontology engineering phase, the authors intro-
duced new concepts and designed meta-ontologies for IoT, security controls, and Common
Vulnerabilities and Exposures (CVE). In addition, concepts from existing ontologies were
aligned and consistency tests were performed to ensure completeness.

STIX-Analyzer, a threat analysis framework based on OWL, was created by Qa-
mar et al. [39]. It specializes in formal specification, semantic reasoning, and contextual
analysis for the derivation of network-associated threats from large volumes of shared data.
The proposed ontology contains the structure of STIX [8], CybOX [35], network configura-
tions, and CVE, and is populated with extracted information from descriptions of emerging
threats such as Tactics, Techniques, and Procedures (TTP), indicators, observables, exploit
targets, and CVEs. The investigation of cyber threats is automated. The framework classi-
fies threat relevance, determines threat likelihood, and identifies exposed assets through
formulated rules and inferences by applying logic-based deductive inference rules defined
in the Semantic Web Rule Language (SWRL). Protégé and OWL-Manchester syntax are em-
ployed along with the open-source Pellet reasoner. The proposed framework was evaluated
by assessing the ontology’s structure, clarity, consistency, accuracy, and feature novelty.

Mavroeidis et al. [40] presented an automated threat assessment system (CTI ontology)
relying on the analysis of continuous incoming feeds of Sysmon logs in order to classify
software in different threat levels (high, medium, low, or unknown threat). A lookup
engine is included to reduce the load of SPARQL queries. The proposed system outputs
RDF graphs in triples.

Diederichsen et al. [41] proposed an approach to analyzing real-time network log
data within a Network Security Monitoring (NSM) environment using a graph database.
They attempted to address the problem of integrating information from different sources
to identify the relationship between various network traffic entities in a real-time logging
NSM environment. Using relatively simple queries, the user can find related data from
different log files and ultimately reconstruct malicious cyber activity to effectively find
different potentially related attack paths.

An ontology for cybersecurity assessment was constructed by Doynikova et al. [42].
The authors focused on defining concepts and relationships between the primary attributes
of relevant security data. The ontology includes classes such as “Source”, “SecurityInfor-
mation”, “Infrastructure”, and “Metric”, along with several types of defined relationships
such as class inheritance hierarchy, object properties, and data properties. The authors also
proposed an inference mechanism for calculating ontology-based security metrics to repre-
sent security metrics as separate instances within the ontology, allowing for computation
of comprehensive metrics describing the security state of a system.

Kim et al. [43] proposed an ontology knowledge base to recommend security require-
ments focusing on APTs and system domain knowledge. The proposed knowledge base is
divided into three parts: APT ontology, general security knowledge ontology, and domain-
specific knowledge ontology. The integration of the aforementioned parts renders the
extraction of appropriate security requirements feasible through a recommendation process
that considers both real attack cases and system specifications. The authors aimed to
enhance the understanding of complex attacks such as APTs and improve the security
response in real-world scenarios.
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The works related to the construction of ontologies or KGs during the period 2013–2019
are summarized in Table 1.

Table 1. Works relevant to ontology or KG construction from 2013 to 2019. Records are arranged
in ascending order based on their publication year, and alphabetically by author name when the
publication years of two or more papers coincide.

Reference Year Published Brief Summary Domain

[31] 2013
Proposed the use of Semantic Web and Ontology concepts to define

an approach for analyzing security logs for security
issues identification.

Web Attacks

[32] 2013 Introduced S-MAIDS, a semantic approach to IDRS modeling using
OWL ontologies. IDRS

[33] 2014 Proposed a taxonomy for the classification of existing CTI sharing
technologies. CTI

[34] 2015 Proposed the DFAX ontology for representing and exchanging
digital information. Digital forensic information

[36] 2015 Presented an ontology for the enhancement of cyber defense
against APTs. APT

[37] 2016 Proposed an ontology for the efficient organization of OSINT and
threat indicators. CTI

[38] 2017 Proposed an ontology-based framework for the IoT environment to
safeguard against APTs. APT in IoT Environments

[39] 2017 Defined an ontology for threat analytics. CTI

[40] 2018 Presented a CTI ontology for the analysis and classification of
Sysmon logs. CTI

[41] 2019 Proposed an approach of analyzing real-time network log data
within a NSM environment by using a graph database. NSM

[42] 2019 Proposed an ontology of metrics for security management. Cybersecurity Management

[43] 2019 Proposed an ontology knowledge base that can define APT attack
patterns and recommend security requirements. APT

Liu et al. [44] proposed a KG ontology modeling method for network security based
on STIX [8]. They analyzed the overlap between STIX and network security knowledge and
generated an ontology schema with minimal redundancy and a strong structural hierarchy,
aiming to further understand the structure and the relationships of attack activities in order
to encourage informed decision-making when addressing security incidents.

Piplai et al. [45] fused different representations of malware threat intelligence to
extend cybersecurity-related knowledge. Malware samples were retrieved, executed,
and ultimately integrated with OSINT to construct a cybersecurity KG that would allow
professionals to leverage its reasoning capabilities for malware pattern tracking.

MALOnt, an open-source malware ontology leading to the construction of a threat
intelligence KG from a corpus of annotated malware reports, was introduced by Ras-
togi et al. [23]. The ontology contains concepts referring to malware characteristics along
with attack and attacker details. New knowledge is inferred through deduction and induc-
tion using an OWL-based reasoner. Analysis, detection, classification, and attribution of
malware-related threats is made feasible using MALOnt. MALOnt was evaluated through
SPARQL queries. Queries that extracted instances as a response indicated that the questions
adhered to the aim of the ontology.

Sills et al. [46] focused on generating a CTI repository referring to IoT medical devices
and their known vulnerabilities from heterogeneous online data sources. The collected
information was used to enrich a cybersecurity KG. Using relevant knowledge from Wiki-
data [47] and the Food and Drug Administration’s AccessGUDID database [48], the gener-
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ated graph embeddings were further refined to allow the augmented KG to create node
graph representations of higher quality. The authors observed a 31% increase in the Mean
Average Precision (MAP) when implementing an information retrieval (IR) task on the CTI
and Wikidata KG augmented with AccessGudid compared to performing the same task on
the CTI-only KG and the CTI KG augmented only with Wikidata.

Dora and Nemoga [25] proposed an ontology structure for enhancing the defensive
capabilities of web apps when facing Cross-Site-Scripting (XSS) attacks. The authors
discussed the importance and the advantages of leveraging ontologies and concluded that
the exclusive use of ontologies as a defensive mechanism was not adequate to improve the
security of web apps.

An ontology-based framework for enhancing the resilience and security of Informa-
tion Technology (IT) systems in maritime port ecosystems was developed by Hutschen-
reuter et al. [49]. The framework comprises three subcomponents that leverage ontologies
and inference methods for the recovery of cyber-related incidents. Additional advanced
security tools handle the detection of suspicious activity. The authors intended to validate
their proposed framework empirically in future studies.

Mavroeidis et al. [50] constructed an ontology for threat actor type characterization
and threat actor type inference based on the Threat Agent Library (TAL). They utilized
controlled vocabularies to characterize threat actors and their operations and enhanced the
CTI with higher contextual information. With the proposed structure, they aimed to reduce
human bias in classification and decision-making situations by encoding domain knowl-
edge within the ontology. The efficiency of the constructed ontology was demonstrated
through a use case analysis in which they attempted to automatically infer actor types.

Merah and Kenaza [10] proposed an ontology-based CTI analysis leveraging the
catalogued concepts of STIX [8] to provide important threat information based on reported
security alerts. The effectiveness of the approach was tested in a cyber threat monitoring
scenario. In another relevant study [51], the same authors developed an ontology structure
for cyber risk monitoring by integrating CTI into cybersecurity solutions and aligning
STIX-provided concepts. An existing ontology designed for Security Information Event
Management (SIEM) was also extended. The aim was to provide a common understanding
of objects, concepts, and relationships in the cybersecurity domain through descriptive
logic. The proposed framework was tested on a use case involving cyber risk monitoring.

The works reviewed above are related to the construction of ontologies or KGs in 2020
and 2021 and are summarized in Table 2.

Table 2. Works relevant to ontology or KG construction from 2020 to 2021. Records are arranged
in ascending order based on their publication year and alphabetically by author name when the
publication years of two or more papers coincide.

Reference Year Published Brief Summary Domain

[44] 2020
Proposed a STIX-based network security KG ontology
modeling method for the analysis of the concepts of

network security knowledge.
Network Security

[45] 2020 Proposed an enriched cybersecurity KG by merging
information about malware behavior data. CTI

[23] 2020 Proposed MALOnt, an ontology for malware threat
intelligence. Malware Threat Intelligence

[46] 2020 Constructed a KG that stores CTI regarding various
medical devices. Vulnerabilities of Medical Devices in IoT

[25] 2021 Proposed an ontology for XSS attacks. XSS Attacks

[49] 2021 Proposed an ontology-based framework with logical
inference for the detection of cyber attacks. Cyber Attacks and Incidents
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Table 2. Cont.

Reference Year Published Brief Summary Domain

[50] 2021 Presented an ontological approach for the automatic inference of threat
actor types based on a standardized set of attributes. Threat Actor

[10] 2021 Proposed a STIX-based ontological reasoning approach for potential
cyber threats CTI

[51] 2021 Constructed an ontology for cyber risk monitoring Cyber Risk Monitoring

Ammi et al. [52] designed a novel semantic-based methodology for cloud-native cyber
incident response. They leveraged ontologies and KGs to facilitate the retrieval and analysis
of data referring to security challenges within the cloud environment. The model was
evaluated by running sample cypher queries on the Neo4j graph database based on the
authors’ developed graph model from various data sources and Amazon services.

Bromander et al. [53] presented the results from a questionnaire investigating the use
of standards and sharing practices of CTI. They proposed the Semi-Automated CTI (ACT)
data model based on objects and relationships to address the challenges of automation.
The model uses a back-end based on Apache Cassandra and Elasticsearch. An Apache
TinkerPop graph engine enables graph querying with Gremlin. Object types from STIX [8],
the Detection Maturity Model, the Diamond Model, and OSINT were used to populate the
ontology. The constructed model was evaluated by assessing its usefulness, expressiveness,
consistency, semantic agreement, and reasoning capability.

Collen and Nijdam [54] focused on the dynamic and automated identification of ongo-
ing attacks and evaluation of the associated risks. An IoT stack ontology was built based on
an existing taxonomy of the smart home domain to encapsulate vulnerabilities, attack attri-
butions, impact evaluations, and mitigation strategies within a smart home environment.
The authors also proposed a Dynamic Risk Assessment Framework (DRAF) that leveraged
the built ontology and comprised various risk modeling steps. The framework was vali-
dated in smart home testbeds spanning multiple European countries, allowing for dynamic
adaptation of the risk weights used by the receptors of the model through decision-making
feedback. The results revealed strong potential for automating the decision-making process
while ensuring a balance between security and privacy concerns.

Grigoriadis et al. [26] proposed the construction of a cybersecurity ontology for storing
valuable information for the assessment of system security risks. The core elements of
the ontology represented devices, networks, and human actors. The entities were filled
using unstructured security-related data (reports, policies, and organization-specific cyber-
information). The second layer of the ontology consisted of modeling information related to
vulnerabilities, threats, exploits, and threat agents stemming from public resources. The au-
thors used the ontology they constructed for Common Vulnerability Scoring System (CVSS)
score prediction by applying logistic regression, and eventually discovered knowledge
gaps that were later included in the National Vulnerability Database (NVD) [55].

A MITRE ATT&CK Enterprise Matrix-based ontology using OWL standards was built by
Huang et al. [56]. CTI reports were parsed for extraction of essential knowledge, which was
subsequently inserted into the ontology. The information extraction process was automated.
Evaluation showed that the proposed rule-based information extraction method surpassed
the performance of Neural Network (NN)-based methods in terms of precision.

Li et al. [57] proposed AttackKG for the automated extraction of attack behavior graphs
from CTI reports. The performance of AttackKG was evaluated against 7373 procedures
from 179 techniques stemming from MITRE ATT&CK and 1515 CTI reports collected from
different CTI sources. AttackKG outperformed other existing frameworks such as EXTRAC-
TOR [58] and TTPDrill [59] by identifying 28.272 attack techniques with 8393 Indicators of
Compromise (IoC), achieving F1-scores equal to 0.887, 0.896, and 0.789 on attack-relevant
entities, dependencies, and technique identification, respectively.
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Rastogi et al. [60] proposed TINKER, a novel framework for capturing cyber threat
information through a semi-supervised approach. TINKER transforms multimodal CTI
into a structured format while preserving the context of the information. It leverages
ontologies and information extraction models to capture CTI and integrates different data
sources by structuring them using CTI KGs. The use of CTI-KG was demonstrated in two
use cases involving malware family prediction and attack target inference.

Sharma and Kumar [61] advocated for the use of graph databases to monitor network logs
in near-real-time by implementing a graph database easily queryable with tools such as Neo4j.

Yang et al. [28] focused on the construction of a KG based on kernel audit logs, aiming
to efficiently organize large amounts of data through the use of graph databases such as
Neo4j. The KG is used for enabling semantic queries in threat hunting activities, which
involves two stages. In the first stage, the hunter formulates hypotheses from different
semantic levels based on previous IoC and identified patterns. These hypotheses are later
evaluated through graph query and visualization provided by Neo4j in order to assist the
hunter in the elimination of false positives. The performance of the threat hunter KG was
evaluated by assessing the time cost, required space occupation, and query delay.

The works related to the construction of ontologies or KGs in 2022 are summarized in
Table 3.

Table 3. Works relevant to ontology or KG construction published in 2022. Records are arranged in
an ascending alphabetical order.

Reference Year Published Brief Summary Domain

[52] 2022
Proposed a cloud-native ontology capable of connecting

security-related data from different cloud sources to
enhance CTI.

Cloud-native cyber incident response

[53] 2022 Proposed a CTI ontology that enables the automation
and analysis of the available threat intelligence. CTI

[54] 2022

Developed a generic ontology for the representation of
IoT objects to encapsulate vulnerabilities, attack

attribution, impact evaluation and mitigation strategies
within a smart home environment.

Risk Assessment in IoT Environments

[26] 2022 Proposed an ontology for risk assessment modeling. Security Risk Information

[56] 2022
Proposed an ontology and an automated information
extraction method, capable of integrating the parsed

information from CTI reports into each instance.
CTI

[57] 2022 Proposed AttackKG, a KG used for the automated
extraction of attack behavior graphs from CTI reports. CTI

[60] 2022 Proposed TINKER, a framework that utilizes ontologies
and KGs for capturing cyber threat information. CTI

[61] 2022 Supported the use of graph databases for near real time
network log monitoring. Network Log Files

[28] 2022
Presented a KG based on kernel audit logs for the

efficient organization of big data, enabling querying
during threat hunting activities.

Cyber Threat Hunting

A unified ontology knowledge base for cybersecurity was constructed by Akbar et al. [62].
The ontology helps organizations to identify potential threats and design effective defensive
methods. SPARQL queries allow for the extraction of relevant concepts for meaningful infer-
ence results, potentially leading to rapid responses when addressing a cybersecurity incident.

Compastié et al. [63] presented a security incident remediation strategy targeting cloud,
edge, and on-premises environments for protection of SMEs. The authors introduced an
ontology structure for the description of properties and relationships, which is necessary
for selecting appropriate security measures. A mapping functionality complements the
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ontology, aiming to identify the security mechanisms required in each case by leveraging
relevant cyber threat knowledge.

To address the issue of blind SQL injection attacks against web application databases,
Dora et al. [64] constructed OBSQL, an ontology for blind SQL weaknesses detection capable
of providing relevant threat mitigation techniques. In their work, the authors additionally dis-
cussed the impact of blind SQL injections, different attack scenarios, detection and exploitation
of vulnerabilities, and the usefulness of ontologies within the cybersecurity field.

Sánchez-Zas et al. [65] presented an ontology designed for real time risk management
within a secured environment by organizing data on anomalies and cyber threats and
applying established methodologies [66]. The ontology creation process required a broad
understanding of the applied environment and technologies along with the extension of
threat sources with anomalies captured by physical and logical sensors. Standardized
methodologies such as the OQuaRE framework [67] were used to evaluate the quality of
the ontology to ensure its conformance to both functional and non-functional requirements.
The OWL-based ontology integrates CTI and risk-management information and relates
concepts through SWRL rules to improve system threat and risk assessment.

Wang et al. [24] proposed an event-based threat intelligence ontology for threat detec-
tion and response scenarios. The ontology uses the semantics of events to reorganize the
elements of threat intelligence and simplifies the expression hierarchy, further improving
the degree of structure. Additionally, the ontology combines the skeleton method with
Formal Concept Analysis to ensure semi-automated construction and greater efficiency
and formalization to assist in automated correlation analysis. The ontology was evaluated
and validated through an example of specific instance data.

Zhang et al. [68] introduced the Attack and Defense Analysis of the Cybersecurity
Ontology (ADACO) model, constructed by integrating data originating from multiple
cybersecurity databases. Threat scenarios within the Threat Evolution Prediction Algorithm
(TEPA) are represented as KGs, combining structural and textual features of entities for
enhanced performance. TEPA enables the automatic detection of threats at device nodes
and the correlation and mapping of multi-source information. The model also allows
for the dynamic inference of threat evolution process, rendering the algorithm capable of
making threat predictions.

Table 4 summarizes the works related to ontology and KGs construction that were
published in 2023.

Table 4. Works relevant to ontology or KG construction published in 2023. Records are arranged in
an ascending alphabetical order.

Reference Year Published Brief Summary Domain

[62] 2023 Constructed a Unified Ontology encompassing APT techniques,
weaknesses, vulnerabilities, and defense countermeasures. APT

[63] 2023
Presented a security ontology for cloud, edge and on-premises

environments and used it to determine the most appropriate security
mechanisms.

CTI

[64] 2023 Proposed OBSQL, an ontology for detecting blind SQL weaknesses. Blind SQL Injection

[65] 2023
Defined an ontology for the description of different types of anomalies and
proposed an approach that merges the ontology with previously developed

models for CTI.
Risk Management

[24] 2023 Proposed an event-based threat intelligence ontology for threat detection
and response scenarios. CTI

[68] 2023 Introduced the ADACO model, constructed by integrating data from
multiple cybersecurity databases. CTI
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3.2. Utilization of Ontologies and Knowledge Graphs

Takahashi and Kadobayashi [69] proposed a method for generating RDF-based meta-
data to effectively manage cybersecurity-related information. The metadata structure
adheres to the information types defined in a previously constructed cybersecurity infor-
mation ontology [70]. The proposed RDF mechanism also manages to update obsolete
information to mitigate potential security threats. The method was evaluated based on its
extensibility, scalability, and credibility of information.

Lu and Kokar [71] developed a reasoning mechanism for cybersecurity queries when
examining cyber situations. After proposing a formal definition of the term “cyber situ-
ation”, the authors used Barwise’s situation theory to extend the STIX ontology [8] for
situation recognition. The proposed reasoning mechanism can recognize specific situation
types and identify the smallest amount of information needed for answering a query auto-
matically. Two queries were tested in a small part of the Skaion dataset, with the reported
precision and recall scores exceeding 80% in both cases.

In another study, Asgarli and Burger [9] explored different CTI exchange standards
such as STIX [8], Incident Object Description Exchange Format (IODEF) [72], and Ope-
nIOC to evaluate the overlap between each other and other features using ontologies and
techniques from library science. A comparison among the semantics of each format was
conducted to highlight the potential advantages of RDF/OWL-based semantic exchange
formats. The authors constructed an RDW/OWL ontology based on elements of STIX and
IODEF, aiming to leverage the semantic power of RDF/OWL for the automation of cyber
threat response systems.

Monteiro et al. [73] evaluated the security risks of networked systems by proposing a
novel metric named “net vulnerability”. The authors leveraged an ontology they built in a
prior work [74] and cataloged the vulnerabilities (CVE IDs and CVSS base vector) of the
host of the network after gaining knowledge about the network’s inventory and mapping
the relationships between the assets of the network. Two indices were computed for each
vulnerability: the impact sub-score and the exploitability sub-score. Net vulnerability was
evaluated on a fictitious network.

To enhance the knowledge regarding security issues within the IoT environment,
Mozzaguatro and Jardim-Goncalves [75] utilized an ontology to gain relevant knowledge
about the environment. To achieve this, the authors enabled the generation of automated
alerts from sources such as IDS and firewalls or advanced correlations between different
access attempts and network probes with location and time data. A case study approach
for security requirement identification was also demonstrated.

Sikos [76] used a description logic formalism based on SROIQ [77] to model fuzzy
cyber-related knowledge and information, aiming to potentially enhance the automa-
tion of querying and reasoning when discovering CTI. By combining P-SROIQ [78],
π-SROIQ [79], and L-SROIQ [80], the author was able to infer probabilistic, possibilis-
tic, and fuzzy cyber-related knowledge. The proposed method was evaluated on a case
study involving the representation of vulnerabilities, attack patterns, rankings, and mal-
ware behavior, with certain, uncertain, crisp, and fuzzy axioms expressed as percentages
of the captured semantics with respect to all the semantics of the model. The method was
compared to alternative representations, and was able to capture 65.54% more knowledge
than ALC logic or standard SROIQ.

Avid and Wecel [81] used the STIX standard and the Maltego tool [82] to apply se-
mantic methods in various CTI use cases. They emphasized the significant advantage of
representing CTI within RDF repositories when dealing with previously undiscovered
threats. Unlike relational databases, RDF repositories provide flexibility, as they do not
require schematic alterations. The authors concluded that CTI knowledge could be suf-
ficiently captured by STIX, Maltego, and threat hunting and logs, demonstrating that
semantic technology was more advantageous for CTI than legacy relation databases.

An SIEM-based KG for relationship modeling among observed entities in proxy and
DNS logs was introduced by Najafi et al. in [83]. In addition, the authors proposed a
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graph algorithm for the estimation of maliciousness score called MalRank based on the
associations a node had with other entities of the KG. The performance of MalRank was
evaluated on a SIEM-based KG constructed from global enterprises’ SIEMs data. MalRank
scored 96% in AUC, outperforming Belief Propagation [84] in malicious Internet Protocols
(IPs) and domain names detection.

Riesco and Villagra [66] developed a model that integrated risk intelligence along with
CTI domains to demonstrate the advantages that ontologies offer in formal representation
of concepts and relationships. The model consisted of different features, including data,
business logic, services/applications, and visualization, and allowed for dynamic assess-
ment of the security risks based on almost-real-time threat data to potentially refine its risk
management capabilities.

A Cloud Forensic Readiness as a Service (CFRaaS) ontology-driven model aiming to
gather digital evidence was proposed by Kebande et al. [85]. The ontological approach
enables the classification and graphical visualization of different types of evidence in cloud-
deployable models, resulting in a simplification of the semantics between different types
of evidence.

Jung et al. [86] contributed with a security requirements recommendation tool for
ATP attacks, using the Case-Based Problem Domain Ontology designed explicitly for APT
attacks. The proposed tool analyzes an attack scenario and infers adjacent attacks according
to similarity scores.

Shaked and Margalit [87] proposed OnToRisk, an automated cyber risk identification
method integrated with information from different sources. OnToRisk relies on formal
ontology concepts and relationships for analyzing organizational situations and providing
suggestions for risk management. The proposed method was applied to a case study
involving risk identification from software vulnerabilities, demonstrating its usefulness.

A domain-agnostic KG as a Service (KGaaS) framework for generating and maintain-
ing domain-specific KGs for intelligent agent apps was proposed by Calyam et al. [88].
The authors presented a reference architecture comprising graph infrastructure tools and
User Interfaces (UI) for generating large KGs within the domains of healthcare, power grids,
and manufacturing. Data importers and semantic scripts are included within a customized
knowledge curation pipeline to ensure rapid querying methods for cyber attack detection
and defense mechanisms.

The works utilizing CTI ontologies or KGs in various scenarios are summarized in
Table 5.

Table 5. Works strictly demonstrating the utilization of CTI ontologies or KGs for different purposes.
Records are arranged in ascending order based on their publication year and alphabetically by author
name when the publication years of two or more papers coincide.

Reference Year Published Brief Summary Tools

[69] 2014 Proposed an RDF metadata generation mechanism for cybersecurity
information management. RDF metadata generation

[71] 2015 Developed a reasoning mechanism for query execution when
addressing different cyber situations. Reasoning, querying

[9] 2016 Explored the overlap between different information exchange
standards using ontologies and library science techniques. Library science methods

[73] 2016 Proposed “net vulnerability”, a metric for measuring security risks of
networked systems. Novel metric

[75] 2017 Leveraged an ontology to gain knowledge about an IoT environment. OWL

[76] 2018 Presented a novel description logic-based formalism to model fuzzy
and uncertain cyber-related information. Fuzzy logic
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Table 5. Cont.

Reference Year Published Brief Summary Tools

[81] 2019
Demonstrated the efficiency of semantic technology within

CTI use cases by using the STIX representation and the
Maltego tool.

Semantics

[83] 2019 Introduced a SIEM-based KG and MalRank, a graph-based
inference algorithm for maliciousness score estimation. Graph inference algorithm

[66] 2019 Developed a model relying on ontologies to enhance the risk
management capabilities of organizations. OWL, Reasoning

[85] 2020 Developed an ontology-driven CFRaaS model for digital
evidence gathering. Description logic

[86] 2021 Proposed an APT attacks recommendation tool for attack
scenario analysis and inference. Similarity measures

[87] 2022 Proposed OnToRisk, an ontology-driven risk management
analysis method. Protege, OWL

[88] 2023 Proposed the KGaaS framework for the generation and
maintenance of domain-specific KGs. Cypher, Natural Language, RDF

[89] 2023 Developed a novel framework for cyber insurance policy
suggestion. RDF, SPARQL, IR, AI

Sane and Joshi [89] automated the process of extracting coverage and exclusion key
terms and rules of cyber insurance policies with the use of IR and artificial intelligence
(AI) methods, particularly Semantic Web and Modal Logic. Through this proposed system,
users can find the optimal cyber insurance policy according to specified coverage criteria.
In addition, the authors implemented a KG querying method using SparqlWrapper through
Python and different Flask libraries. A web interface using Angular was ultimately built to
help users compare the coverages and exclusions provided by distinct policies.

3.3. Machine Learning and Deep Learning Applications

Despite collecting a large number of studies focusing on knowledge extraction from
unstructured data sources using DL methods, we decided to omit several works that did not
explicitly generate or leverage an ontology or KG after extraction, as already highlighted
in Section 2. Therefore, we arranged the collected works into two subcategories. The “DL
methods in data extraction” subcategory (Section 3.3.1) contains all studies related to entity
and relationship extraction from different sources using DL models, while the “Other uses
of ML and DL” subcategory focuses on works that applied either ML or DL methods to
problems such as link prediction, among others.

3.3.1. Deep Learning Methods in Data Extraction

Husari et al. [59] introduced TTPDrill, a tool for the automated extraction of threat
actions and TTP construction from unstructured threat reports. They developed a novel
ontology-based approach to map these actions to known attack patterns and techniques,
enabling comprehensive understanding of the attack cycle. They utilized a text mining
approach combining Natural Language Processing (NLP) and IR techniques to extract
threat actions based on semantic relationships rather than syntax, enhancing the accuracy
of threat action extraction. TTPDrill’s use of a threat–action ontology demonstrated precise
classification, achieving 84% precision and 82% recall.

Piplai et al. [27] created a knowledge extraction pipeline for obtaining important
knowledge from After-Action Reports (AARs). The pipeline is based on a custom Named
Entity Recognition (NER) tool called Malware Entity Extractor (MEE). MEE utilizes Condi-
tional Random Fields (CRF), Gibbs sampling, and Relationship Extractor (RelExt), a DL
framework for predicting relationships between the extracted entities. After extraction of
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relevant knowledge, an AAR ontology was constructed. The authors demonstrated the
efficiency of their method by comparing the quality of knowledge obtained from different
AARs based on queries executed on fused KGs and non-fused KGs.

A novel method for improving the NER process was proposed by Wu et al [90]. Their
model comprised a Bidirectional Long Short-Term Memory (BiLSTM) layer for capturing
sentence-level features and a CRF layer for labeling sentence sequences. A CTI ontology
was used for corrections during the NER task. The model was tested on a dataset of
unstructured text data, achieving an F1-score of 85.27%.

Another framework for the automation of open-source CTI management was devel-
oped by Gao et al. in [91]. SECURITYKG utilizes a back-end system for data collection,
knowledge extraction, and KG construction. A security ontology and NLP tools are lever-
aged for extraction of entities and relationships from various openly available CTI reports.
The functionalities of the proposed framework are accessed through a UI.

Open-CyKG, a system for obtaining information from APT reports and using them for
a KG construction, was created by Sarhan and Spruit [92]. The proposed system employs
an attention-based Open Information Extraction architecture based on Gated Recurrent
Unit (GRU) networks for the extraction of relation triples. An NER model is used to
automatically annotate cybersecurity entities. The constructed KG can be used by analysts
to retrieve vital information. The authors evaluated the model on the Microsoft Security
Bulletins dataset and a malware dataset from CTI reports, observing that it outperformed
several state-of-the-art and baseline models in terms of recall, precision, and F1-score.

Zongxun et al. [93] created a model based on Bidirectional Encoder Representations
from Transformers (BERT) [94], BiLSTM networks, and CRF to automate the analysis of
APTs. Extracted threat actions were used to construct a cyber threat ontology. The ontology
can be used for IoC and TTP generation. The model was evaluated on a small sample-
relevant dataset and outperformed other threat action extractors, scoring 97% and 96% in
recall and accuracy, respectively.

Li et al. [29] proposed a DL-based entity and relationship extraction system for CTI.
Unstructured threat intelligence text data are used as input, with BERT, BiLSTM, and Con-
volutional Neural Network (CNN) architectures used for the extraction process. The model
ultimately returns a KG stored as a Neo4j graph database. Its performance was assessed
against 227 threat intelligence documents and compared to different baseline models,
where it achieved the highest F1-score on the entity extraction, co-reference resolution,
and relation extraction tasks.

Sun et al. [95] created a framework for extracting CTI triples from ATP reports, which
they named APTKG. The authors also constructed APTOnt, an ontology based on STIX
representation. A BiLSTM model is used for entity extraction along with CRF, BERT, CNN,
and StanfordCoreNLP [96], while a BiGRU is used for inferring relations between the ex-
tracted CTI entities. An APT group-focused KG is ultimately constructed. When compared
to alternative DL models, APTKG achieved better precision, recall, and F1-scores in CTI
entity recognition. The authors characterized the joint model for entity and relationship
inference as “effective”, highlighting its relatively high F1-score (70.86%).

A method for automating the CTI extraction of threat actions from unstructured data
was developed by Li et al. [97]. K-CTIAA detects professional knowledge in a CTI KG
through knowledge queries and uses it as an input into pretrained models for better un-
derstanding of the semantics of security-related terms. Another feature of K-CTIAA is the
suggestion of countermeasures for rapid response against cyber attacks. The proposed
method was tested on APTNotes [98], an open-source APT report repository, and out-
performed CTI analysis tools such as ActionMiner [99], TTPDrill [59], and different NN
architectures, achieving high precision (0.931), recall (0.951), and F1-score (0.941).

Liu and Zhan [100] used a different approach in knowledge extraction, leveraging
Large Language Models (LLMs) such as ChatGPT for CTI KG construction. They created
a ChatGPT-based pipeline for the collection of metadata and appropriate relationships,
which were later used for the generation of triples. A CTI ontology was also used in this
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process. The created triples were ultimately parsed again through the LLM to ensure their
quality and validity. The proposed method was tested on thirteen threat intelligence reports,
outperforming AttackKG [57] and REBEL [101] in terms of recall and F1-score. However,
the authors reported that ChatGPT occasionally generated relations that diverged from the
structure of the ontology.

Finally, Ren et al. [102] created CSKG4APT, a platform based on a novel algorithm
utilizing BERT for threat knowledge recognition from bilingual documents. The platform
results in the construction of an APT KG that adheres to different threat intelligence
standards. During evaluation, information from English and Chinese CTI reports was
extracted. CSKG4APT outperformed other relevant models such as BERT-LSTM, BERT-
BiLSTM, and BERT-BiLSTM-CRF in terms of both micro- and macro-evaluation metrics.

The works related to DL methods for knowledge extraction from text data combined
with ontology or KG construction or usage are summarized in Table 6.

Table 6. Works relevant to DL methods for knowledge extraction from text data combined with ontol-
ogy/KG construction or usage. Records are arranged in ascending order based on their publication
year and alphabetically by author name when the publication years of two or more papers coincide.

Reference Year Published Brief Summary Technology Used Evaluation Scores

[59] 2017

Introduced TTPDrill, a tool
that automates threat action
knowledge extraction from

unstructured reports.

NLP, IR
Precision = 84%

Recall = 82%

[27] 2020

Created a knowledge
extraction pipeline from

AARs to fill a cybersecurity
KG.

CRF, Gibbs’ sampling, RelExt
Precision

Recall
F1-score

[90] 2020 Proposed a model for
enhancing NER. BiLSTM, CRF F1-score = 85.27%

[91] 2021

Proposed SECURITYKG,
a system for automating the
processing of open-source

CTI.

NLP -

[92] 2021
Created Open-CyKG for

presenting APT reports as a
queryable KG.

BiGRU, CRF, XLM-RoBERTa

Dataset: Microsoft (CTI)
Recall = 98.7% (80.8%)

Precision = 99.2% (78.9%)
F1-score = 98.9% (79.8%)

[93] 2021

Used a DL model for
knowledge extraction and
constructed a cyber threat

ontology.

BERT, BiLSTM, CRF
Recall = 97%

Accuracy = 96%

[29] 2022
Proposed a CTI extraction

system using DL models and
constructed a KG.

BERT, BiLSTM, CNN

Entity extraction
Precision = 79.02%

Recall = 77.22%
F1-score = 78.11

Accuracy = 74.13
Coreference resolution

Precision = 65.58%
Recall = 72.25%
F1-score = 68.75

Relation extraction
Precision = 79.61%

Recall = 48.59%
F1-score = 60.35
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Table 6. Cont.

Reference Year Published Brief Summary Technology Used Evaluation Scores

[95] 2022

Proposed APTKG,
a framework that

constructs
automatically KGs from

open-source
APT reports.

BiLSTM, CRF, BERT,
CNN, Stanford

CoreNLP
F1-score = 70.86%

[97] 2023

Proposed K-CTIAA to
automate CTI analysis

with pre-trained
models and KGs.

Pre-trained models
Precision = 93.1%

Recall = 95.1%
F1-score = 94.1%

[100] 2023 Leveraged LLMs to
build a CTI KG. LLM, ChatGPT

Entity recognition (Relation extraction)
Precision = 76% (90%)

Recall = 82% (60%)
F1-score = 78% (56%)

[102] 2023

Created CSKG4APT for
the organization of APT

knowledge from
bilingual documents.

BERT

English Macro (Micro)
Precision = 77.67% (78.52%)

Recall = 69.74% (69.74%)
F1-score = 73.20% (73.87%)

3.3.2. Other Uses of Machine Learning and Deep Learning

Dhungana and Upadhyaya [103] sought to tackle ongoing cybersecurity issues poten-
tially threatening Nepal by applying Random Forest (RF) and DL models to the Coburg
Intrusion Detection dataset along with an ontology mapping to introduce adaptive learning
into the CTI system they developed.

A tool for detecting attack patterns and methods named Attack Hypothesis Generator
(AHG) was developed by Elitzur et al. [104]. AHG implements both supervised and
unsupervised recommendation algorithms along with collaborative filtering. Several
different algorithms were implemented: Projected Description (ProjD), Link Prediction
on Projected Description (LPProjD), Projected Attack (ProjA), Collaborative Filtering (CF),
and Supervised Link Prediction (SupLP). The evaluation of the tool on the ATT&CK
knowledge base revealed that link prediction based on collaborative filtering with distance
and topological graph features assisted the analysis more effectively regardless of the size
of the examined KG.

Pingle et al. [105] introduced RelExt, a Feed-Forward Neural Network (FFNN) used
for inferring nontrivial relationships between cybersecurity-related entities based on an
assessment of the similarity of their contextual vectors. Relationships that do not follow the
STIX 2.0 schema are deemed meaningless. The proposed model was evaluated on a corpus
of cybersecurity entities that originated from previously unseen documents and achieved
96.61% accuracy, predicting more than 700 relationships from Dark Caracal and CrossRat
malware descriptions.

Mendsaikhan et al. [106] applied multiple ML and DL algorithms in a framework
they proposed for quantitatively evaluating the relevance of cybersecurity text data. A cus-
tom NER model based on Stanford’s CRF Classifier and Google’s Universal Sentence
Encoder (USE) was used, and several classification algorithms were employed. The authors
generated a cybersecurity KG consisting of over 200,000 semantic triples from the Malware-
TextDB [107], the CVE repository from the NVD, and from multiple forum discussions
and news feeds related to cybersecurity. The results revealed that the logistic regression
classifier performed the best when assessing the significance of text data, scoring 88% in
classification accuracy.

Ding et al. [108] applied hierarchical clustering algorithms on the MITRE KG to mine
hidden patterns of cybersecurity knowledge. A dictionary of hacker groups related to
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cybersecurity technologies was built, to which the hierarchical clustering algorithm was
applied to obtain clusters of cybersecurity technologies that shared a common hacker group
feature. Experiments revealed that Peripheral Device Discovery, Data from Removable
Media, and Junk Data attack methods were mostly common among different hacker groups.
The authors asserted that the proposed method would be useful in predicting which
technologies would be used in future cyber attacks.

In another work, Kriaa and Chaasbane [109] developed the SecKG schema. SecKG
adheres to the information provided by MITRE ATT&CK and other open-source reposito-
ries. A KG that processes event logs is constructed, and a Knowledge Graph Convolutional
Network (KGCN) is also employed for attack techniques prediction tasks based on each
attack’s neighborhood within the KG.

To verify the authenticity of CTI information primarily focused on malware or cyber
attacks, Mitra et al. [110] proposed a framework based on NLP methods for examining
the provenance of retrieved entities and relationships of a relevant KG. The verification is
executed according to the Uniform Resource Locator (URL), publisher, and other important
features of the data. A proposed provenance score quantifies the provenance of each datum
and is later used to update the KG with provenance-specific classes and relations.

In an alternative use case of ML and DL application in CTI, Ranade et al. [111] used
transformers such as GPT-2 to produce spurious CTI text data for later use in a data
poisoning scenario with a KG and a cybersecurity corpus. The results showed that experts
were not able to distinguish fake CTI from real data and were misguided to produce
erroneous reasoning outputs, rendering the KG useless.

The effectiveness of cyber threat ontologies and Adversarial Machine Learning (AML)
techniques in making predictions was studied by Yeboah-Ofori et al. [112]. APT attacks
were modeled as a cyber threat ontology to accurately represent knowledge. Adversarial
attacks based on RF and Gradient Boosting (GBoost) classifiers were subsequently applied.
Analysis of the AML attacks showed that the use of ontological semantic reasoning capabil-
ities was useful for validating a schema designed for vulnerability identification. In another
study, Yeboah-Ofori et al. [113] utilized RF and GBoost algorithms along with cyber supply
chain ontologies to map relationships between cyber attacks and cyber threat propagation
and ultimately explore the cascading impact of different cyberattacks against the nodes of
a supply chain network. The evaluation results revealed that the utilization of ontologies
provided a better understanding of the correlations in the cyber supply chain security
domain, achieving 80% accuracy in ML prediction of potential cyberattacks.

Wang et al. [114] proposed Relational Multi-Head Graph Attention Networks (R-MGAT),
a model based on Graph Neural Networks (GNNs) for learning KG embeddings related
to CTI with the aim of better understanding the semantics in text data. The authors also
contributed a novel dataset of APT reports labeled using a text annotation tool (BRAT).
R-MGAT achieved satisfying results in terms of Mean Rank, Mean Reciprocal Rank, and Hit@k
in entity classification and link prediction tasks.

The Cyber threat indicators association prediction (Ctiap) model was created by
Wang et al. in [115]; Ctiap combines matrix factorization and NN methods for the se-
mantic and topological extraction processes, respectively. The authors created a graph
dataset of threat indicators containing more than 20,000 samples and compared the perfor-
mance of Ctiap against baseline methods that address the link prediction problem. Ctiap
demonstrated the best accuracy and F1-score in mining threat indicator relationships.

Piplai et al. [116] demonstrated the effectiveness of pairing knowledge from cyber-
security KGs with offline Reinforcement Learning (RL) algorithms such as conservative
Q-learning (CQL) for malware detection. The observed training time was lower when RL
was guided by existing knowledge. For certain malware families, the proposed model
achieved better performance when knowledge of these malware type existed; however, it
was less efficient in generalizing the knowledge across all malware families.

Zhang et al. [117] proposed a CTI ontology and KG structure using data stemming from
different sources, along with an inference model based on graph embedding algorithms
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and reasoning rules (CTI-KGE). Their model applies link prediction tasks to augment the
CTI landscape by automatically inferring the tail entities that potentially form relationships
with the head entities. Using the proposed inference and reasoning rules, the analyst is able
to automatically generate defense strategies. The method was evaluated in actual network
system scenarios.

A model based on a GNN for edge information propagation was deployed by
Zhang et al. [118]. The model was tested on three public datasets, achieving state-of-the-art
results, and was later used for link prediction tasks on a constructed CTI KG (RCTI). A con-
nectivity rate equal to 97% was observed between CTI and security requirements entities.
The authors asserted that the model was suitable for management vulnerability detection.

Tables 7 and 8 contain all works related to ML and DL applications on ontologies or
KGs besides entity and relationship extraction.

Table 7. Works related to various ML and DL applications to ontologies/KGs other than entity and
relationship extraction. Records are arranged in ascending chronological order based on publication
year and alphabetically by author name when the publication years of two or more papers coincide
(continues in Table 8).

Reference Year Published Brief Summary Technology Used Evaluation Scores

[103] 2019

Used ML and DL methods
with ontology mapping to
address the cyber-related

issues in Nepal.

RF, DL

RF (DL)
Accuracy = 99.9% (99.93%)
Precision = 99% (99.91%)
Recall = 99.8% (99.95%)

[104] 2019

Proposed AHG, which
applies link prediction

techniques on
CTI-derived KGs.

Link prediction, collaborative
filtering

Algorithm Precision
SupLP: 77%

CF(k = 10): 66%
LPPorjD: 66%

CF(k = |A|): 0.59

[105] 2019

Introduced the RelExt system
for predicting relationships

between cybersecurity
entities.

FFNN Accuracy = 96.61%

[106] 2020

Proposed a novel ML- and
DL-based mechanism for

evaluating quantitatively the
relevance of cybersecurity

text data.

USE, CRFClassifier, Logistic
Regression Accuracy = 88%

[108] 2021
Used hierarchical clustering
techniques to unveil hidden
patterns in the MITRE KG.

Hierarchical clustering -

[109] 2021
Created the SecKG schema,

generated a KG and applied a
KGCN for attack prediction.

KGCN -

[110] 2021

Associated provenance with
the entities and relations of a
cybersecurity KG to ensure
the authenticity of the data.

NLP -

[111] 2021

Leveraged transformer-based
models to produce fake CTI

data and poison a
cybersecurity KG and corpus.

Transformers, GPT-2 -
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Table 8. Works related to various ML and DL applications on ontologies/KGs other than entity and
relationship extraction. Records are arranged in ascending chronological order based on publication
year and alphabetically by author name when the publication years of two or more papers coincide
(continuation of Table 7).

Reference Year Published Brief Summary Technology Used Evaluation Scores

[112] 2021

Modelled APT
attacks as an
ontology and

used supervised
AML methods to
deceive classifiers

during training
and testing.

AML
RF (GBoost)

Before adversarial attacks: Accuracy = 72% (79%)
After adversarial attacks: Accuracy = 22% (25%)

[113] 2021

Combined cyber
supply chain

security ontology
concepts and ML
for threat analysis

and prediction.

RF, GBoost Accuracy = 80%

[114] 2022

Proposed a GNN
to learn KG

embeddings and
constructed a
dataset from
APT reports.

GNN

Entity Classification (Link Prediction)
MR = 201 (223)

MRR = 0.316 (0.345)
Hits@1 = 0.232 (0.267)
Hits@3 = 0.369 (0.394)

Hits@10 = 0.607 (0.625)

[115] 2022

Proposed a Ctiap
model that fuses

semantic and
topological

features of a KG
to

predict relations.

Link prediction,
NN

Accuracy = 93.08%
Macro F1-score = 74.87%

[116] 2023

Examined the
guidance of RL

algorithms
with KGs.

RL, CQL Hits@10 > 65% for different malware families

[117] 2023

Proposed a CTI
ontology and KG
schema and used

link prediction
methods to infer
new knowledge.

Link prediction -

[118] 2024

Proposed EGNN
for edge

information
propagation and

applied link
prediction on a
constructed KG.

GNN

Dataset: FB15K-237, WN18RR, RCTI, WN18
hit@10: 0.532, 0.548, 0.324, 0.958
hit@3: 0.383, 0.489, 0.230, 0.953
hit@1: 0.258, 0.435, 0.160, 0.944

MR: 168, 2828, 3822, 250
MRR: 0.350, 0.474, 0.214, 0.950

4. Discussion

Our review identifies a noticeable imbalance between research focused exclusively on
constructing CTI-based ontologies and KGs compared to studies exploring their utilization.
While the number of the former works significantly surpassed the latter, this finding is
not surprising. The vastness of the cyber threat domain requires more effort to map the
existing knowledge into a formal representation; therefore, attention is primarily oriented
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towards building novel ontologies. Despite observing a trend towards specialization over
time (Tables 1–4), where ontologies and KGs focusing on specific subdomains such as
malware [23], medical devices within IoT environments [46], cloud-based platforms [52,63],
and smart-homes [54] are developed, there are other works that continue to develop more
general CTI ontologies, highlighting the large amount of knowledge yet to be encoded.

A rise in studies that move beyond building knowledge bases and focus on creat-
ing functional frameworks capable of managing real-time tasks [24,28,41,61] is also ob-
served. In addition, the constructed frameworks can be benefited from the advanced
inference methods proposed in works such as Lu and Kokar [71], Mohsin and Anwar [38],
and Najafi et al. [83], resulting in mechanisms capable of handling fuzzy and probabilistic
knowledge [76].

Within the timeline we examined, ML and DL works related to ontologies and KGs
emerge in 2017 for entity extraction tasks (NER for brevity) and in 2019 for other tasks
such as link prediction. A close examination of Table 6 reveals that evaluation metrics
for NER fluctuate depending on the task and dataset on which a proposed model was
trained; however, the emerging use of pretrained models such as BERT has generally led to
superior performance, with precision, recall, and F1-scores often exceeding 90% [92,93,97].
Notably, BERT has demonstrated satisfactory performance on NER tasks from Chinese
reports, achieving scores greater than 80% in the aforementioned metrics. Thus, the use of
pretrained models can not only reduce training times but also significantly enhance the
performance of NER tasks across different languages.

An interesting pattern emerges when comparing the performance of models in entity
extraction and relation extraction. According to reported results (Table 6), models generally
perform better in NER than in relation extraction tasks, as indicated by the significant drop
in recall and F1-score for relation extraction. However, precision in relation extraction is
significantly higher than both recall and F1-score, and is either on par with [29] or higher
than [100] in terms of precision in NER. This discrepancy is likely because relation extraction
is a more complex task due to the difficulty of accurately capturing semantic relationships.
Consequently, models become more conservative in predicting relations, reporting only
those they deem most probable. This behavior reduces the occurrence of false positives,
leading to higher precision, but results in missed true relations, leading to lower recall and
consequently lower F1-scores. Conversely, the abundance of entities in cybersecurity text
data makes identification of entities easier than the task of extracting their relationships.

A final and noteworthy remark concerns the influence of adversarial attacks on
model performance and the validity of available data. As demonstrated by Yeboah-
Ofori et al. [112], supervised classifiers such as RF and GBoost can be severely affected by
adversaries in both the training and testing phases, raising concerns about the robustness of
many proposed models. Furthermore, the systematic use of LLMs presents a double-edged
sword. As Ranade et al. [111] have demonstrated, fake data that closely mimic real data
can be generated to poison datasets, posing a significant threat to data integrity.

To conclude, despite the prominence of ML and DL in research on more elaborate
inference techniques, works developing “less fancy” methods such as description logic-
based or similarity measure-based inference remain appealing to researchers and produce
considerable results. Finally, we would like to highlight the importance of unifying the
proposed ontologies and KGs into a common representation that encapsulates all knowl-
edge extracted from different studies. In this way, more complex and previously unseen
patterns and relationships can be potentially unveiled when applying inference and link
prediction techniques on all the knowledge encoded. Meanwhile, research should also
aim to discover methods that shield the frameworks and the available data from possible
adversarial attacks.



J. Cybersecur. Priv. 2024, 4 538

5. Concluding Remarks
5.1. Contribution

In this systematic review, we have explored the impact of semantic web tools as well as
ML and DL methods on the CTI knowledge management domain. Several works demonstrate
the importance of integrating those technologies into a common security analysis framework
for organization, detection, classification, and prediction tasks [28,68,92,95,102,109].

In light of the enormous amount of vulnerability and cyber threat reports that are
constantly being generated (and hopefully shared), the first layer of a potential security
analysis platform would employ state-of-the-art DL models for entity and relationship
extraction [29,92,93]. The extracted data would then be parsed into a standardized CTI-
related ontology to ensure validity and verification [90]. Ideally, the ontology would be
aligned [21] with different constructed CTI ontologies to capture all possible knowledge rep-
resentations, promoting interoperability among different platforms. The analyst could then
generate and inspect a relevant KG, augmented by advanced inference tools [95,115,117]
and link prediction methods [117,118], to execute complex queries and potentially iden-
tify previously unseen patterns of behavior and relationships. A platform based on this
scheme would allow security analysts to efficiently manage the massive influx of produced
data, enhance the real time monitoring and assessment of cyber activities, and facilitate
knowledge interchange among organizations.

Therefore, this work aims to serve as a reference for anyone interested in gaining a
broad perspective on the available methods for processing semantic information within
the domain of CTI, whether to explore further research directions or to incorporate the
reviewed tools and methods in security analysis platforms.

5.2. Future Work

Future work can be guided in many directions. First, ontologies can be improved in
quality, mainly by developing more elaborate evaluation criteria [24], as well as by refining
the relationships and inference rules [24,65]. Additionally, methods for automatic adjust-
ment of ontologies and KGs to incorporate recent knowledge can be researched [24,30,97].
Complex measures for assessing vulnerability scores, asset costs, or attack probability may
be developed as well [117].

As stated in Section 4, the proposed ontologies can be merged into a common rep-
resentation by matching the vocabularies and properties. This task can be quite difficult
in cases where automated matching fails; therefore, it is essential to explore methods and
frameworks that ease the ontology matching process, such as the Alignment platform,
which offers the ability to collaboratively perform and validate the necessary matching [21].

The extraction process from different data sources can also be refined. Due to recent
breakthrough involving LLMs, researchers can harness the continuous progress within
this field to use more advanced models that can improve the accuracy of information
extraction [100] and help in th, fine-tuning of existing pretrained models [24]. Additionally,
ontologies could serve as a robust baseline for correcting NER tasks [90]. By improving
the extraction process, researchers will be able to expand the size of the datasets that can
be used [119] and extend the developed frameworks to different languages and broader
domains within the cybersecurity landscape [30,63], potentially resulting to more robust
models with better ability to generalize [119]. Furthermore, defense mechanisms should be
developed to mitigate the effect of adversarial attacks; for instance, analysts might track
the source of CTI-related texts and assign provenance scores that quantify the validity
of information [110,111]. An interesting approach for defending against suspicious CTI
data generated by LLMs could to detect linguistic mistakes [111] or phrases that are quite
uncommon in relevant CTI sources.

Ultimately, all proposed frameworks and methods should be scaled to handle large
amounts of data [30,64] and should be tested and evaluated based on realistic situa-
tions [30,62,120]. Therefore, collaboration between scholars and practitioners in the field
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should be encouraged in order to bridge the gap between industry and purely academic
work [30].
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APT Advanced Persistent Threat
BERT Bidirectional Encoder Representations from Transformers
BiLSTM Bidirectional Long Short-Term Memory
CFRaaS Cloud Forensic Readiness as a Service
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CTI Cyber Threat Intelligence
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CVSS Common Vulnerability Scoring System
CybOX Cyber Observable eXpression
DFAX Digital Forensic Analysis eXpression
DL Deep Learning
DRAF Dynamic Risk Assessment Framework
FFNN Feed-Forward Neural Network
GBoost Gradient Boosting
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GRU Gated Recurrent Unit
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IDS Intrusion Detection System
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IT Information Technology
KG Knowledge Graph
KGaaS Knowledge Graph as a Service
KGCN Knowledge Graph Convolutional Network
LLM Large Language Model
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NLP Natural Language Processing
NN Neural Network
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NVD National Vulnerability Database
OSINT Open-Source Intelligence
OWL Web Ontology Language
R-MGAT Relational Multi-Head Graph Attention Network
RDF Resource Description Framework
RelExt Relationship Extractor
RF Random Forest
RL Reinforcement Learning
S-MAIDS Semantic Model of Automated Intrusion Detection Systems
SIEM Security Information Event Management
SMEs Small- and Medium-sized Enterprises
STIX Structured Threat Information eXpression
SWRL Semantic Web Rule Language
TAL Threat Agent Library
TEPA Threat Evolution Prediction Algorithm
TTP Tactics, Techniques and Procedures
UI User Interfaces
URL Uniform Resource Locator
USE Universal Sentence Encoder
XSS Cross-Site Scripting
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