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Abstract: The Internet has become the primary vehicle for doing almost everything online, and
smartphones are needed for almost everyone to live their daily lives. As a result, cybersecurity is
a top priority in today’s world. As Internet usage has grown exponentially with billions of users
and the proliferation of Internet of Things (IoT) devices, cybersecurity has become a cat-and-mouse
game between attackers and defenders. Cyberattacks on systems are commonplace, and defense
mechanisms are continually updated to prevent them. Based on a literature review of cybersecurity
vulnerabilities, attacks, and preventive measures, we find that cybersecurity problems are rooted in
computer system architectures, operating systems, network protocols, design options, heterogeneity,
complexity, evolution, open systems, open-source software vulnerabilities, user convenience, ease of
Internet access, global users, advertisements, business needs, and the global market. We investigate
common cybersecurity vulnerabilities and find that the bare machine computing (BMC) paradigm is
a possible solution to address and eliminate their root causes at many levels. We study 22 common
cyberattacks, identify their root causes, and investigate preventive mechanisms currently used to
address them. We compare conventional and bare machine characteristics and evaluate the BMC
paradigm and its applications with respect to these attacks. Our study finds that BMC applications are
resilient to most cyberattacks, except for a few physical attacks. We also find that BMC applications
have inherent security at all computer and information system levels. Further research is needed to
validate the security strengths of BMC systems and applications.

Keywords: bare machine computing; operating system; computer architecture and design; security
by design; Internet security; cybersecurity; bare Internet; cyberattacks

1. Introduction

Cybersecurity has become a national and global problem due to globalization and
billions of users (5.3 billion) on the Internet [1]. Also, the proliferation of IoT devices on
the Internet has introduced new challenges for cybersecurity. There is a veritable ocean
of information concerning cybersecurity spanning across many disciplines and systems.
Cyberattacks impact all layers of computing and information, including hardware, software,
firmware, applications, policies, and other system components. The three dimensions
of cybersecurity consisting of information states (storage, processing, and transmission),
security principles (confidentiality, integrity, and availability), and countermeasures (policies
and practices, technologies, and users) [2] can be extended to ten dimensions, as shown in
Figure 1.

There are many permutations and combinations of this ten-dimensional space. Many
releases and versions {2} apply to all other nine dimensions during evolution. Many
end-user applications {1} meet user requirements in many areas. Depending on their domains,
these end-user applications may be implemented in various computer programming
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languages {3}. A given end-user application may use a variety of networks and protocols
{4} and user interfaces {5}. Most end-user applications run on top of some operating
system (OS) {6}, and all computing systems run on some processor architecture such as
Intel, AMD, and RISC {7}. Many processor chips exist {8} with multiple cores and other
features. There are also many vendors {9} for software, hardware, and other components.
Furthermore, there are a variety of cybersecurity methodologies, computer architectures,
and implementations {10}. There is heterogeneity and redundancy in the above dimensions
and rapid obsolescence. The ever-changing hardware, software, and related products
contribute to increased complexity and related cybersecurity issues [3] in computer and
information systems, resulting in a waste of resources and human skills, recurring costs,
dumping of hardware, and reinventions in many dimensions. The attributes discussed
here are mainly due to obsoleting products before their life span [4]. Surprisingly, many
other aspects of obsolescence, including planned obsolescence [5-7], focus on sustained
revenues and profits for the industry. Microprocessor and OS obsolescence are the main
contributors to fast changes in computing and information systems.

1

End-User
Applications

< User Interfaces

Vendors >
Security >

Figure 1. Ten dimensions of cybersecurity space.

Cybersecurity vulnerabilities are rooted in many dimensions and layers. Given the
multidimensional nature of cybersecurity, it is possible to reduce this space by eliminating
some of the dimensions. We present a radical solution that eliminates the OS. When the OS
is eliminated, computing is based on the bare machine computing (BMC) paradigm, and
applications become BMC applications, as discussed in Section 3 below. This paradigm
makes computing devices bare and is inherently secure by design.

Some background on cyberattacks is necessary before discussing our methods to
evaluate the BMC paradigm. We have chosen 22 cyberattacks to investigate in our study.
In general, an attack always uses one or more vulnerabilities to create an attack. For
example, a buffer overflow vulnerability can be used to craft many different types of
attacks. Similarly, SQL injection may be used to attack a database system.

1.  Buffer Overflow: A buffer overflow is a condition that exists when a program can
put more data in the buffer than its allocated size. According to [8], “buffer overflow
attacks played a major role in the propagation of malicious worms from machine
to machine”.

2. Phishing: This is one of the most used attacks in the cybersecurity world. Social
engineering techniques are mostly used in phishing attacks [9]. Attackers persuade or
lure users to share private information that can be used later to exploit their personal
accounts, such as banking, credit cards, social security information, and personal
assets. They can also use this information to damage their computer system.
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Ransomware: Ransomware is malware that captures the victim’s data or device
and renders it unusable till some ransom amount is paid. There are two types of
ransomwares: locker and cryptographic [10]. Locker ransomware is intended to lock
computer access to users or delete files. Cryptographic ransomware encrypts files with
hacker keys and demands a ransom to recover files. The main goal of ransomware is
to extort money from victims.

Denial of Service (DoS): DoS [11] is an attack that can flood a victim’s server with
a variety of packets, such as UDP, SYN, HTTP, and ICMP. The goal is to slow down or
crash the machine completely. The same attack can be carried out on a server using
distributed systems known as distributed denial of service (DDoS) [11] to accomplish
a larger and faster attack on a victim.

Man in the Middle (MitM): MitM [12] involves an attacker successfully inserting
themselves between two communicating parties. The attack can be conducted within
the same network or on the Internet. There are a variety of ways to conduct a MITM
attack using protocols such as ARP, DNS, ICMP, DHCP, SSL/TLS, and BGP.
Password: This is the most common and obvious way to attack computer systems
or smartphones. The attackers use a variety of techniques, including brute force,
dictionary, phishing, shoulder surfing, key loggers, video recording, replay, credential
surfing, and password spraying [13].

Trojan Horse: This is a malicious program in the guise of a standard harmless program.
It can initiate actions without the user’s approval once it is installed. Trojan horse
attacks involve hiding a hacking program and dispatching it at the right time. There
are many such Trojan horse techniques [14], including ArcBombs, Backdoors, Banking
Trojans, Clickers, DDoS, Downloaders, Droppers, FakeAV, Game Thieves, Instant
Messaging, Loaders, Mail Finders, Notifiers, Proxies, Password-stealing ware, and
SMS. Almost any software is vulnerable to Trojan horse attacks.

Virus: A virus is malicious code that attaches to a host’s executable file. The code
executes whenever the file is opened. When the infected file is sent across computer
systems, the virus spreads [15]. They are usually spread through emails or shared
mass storage devices.

Worm: A worm is a type of malware that replicates itself and spreads across computers
without any interaction from the user [16]. They consume memory and network resources,
thus causing the system to hang. They can also allow access to attackers remotely.
Spyware: This is software secretly installed on the victim’s computer or a computer
belonging to an organization that monitors and gathers information on a user’s online
activity, websites visited, and other personal information. Spyware, also known as
privacy-invasive software, is a prevalent issue in today’s computing landscape, often
installed without a user’s full knowledge or consent [17].

Adware: This is a kind of spyware that runs unwanted advertisements and may
contain malware that can get installed on the user’s computer when the user clicks on
the links [18]. It could also be installed due to unintentional drive-by downloads.
Rootkit: This is a software tool used to take over control of the intended computer
and run commands on it with administrator privileges as it operates inside or near
the kernel. It can hide keyloggers that capture the keystrokes and steal information
such as passwords, credit card numbers, and online banking details [19].

Botnet: A botnet is a group of interconnected malicious computers that coordinate to
attack other machines [20]. A single attacker (botmaster) can create an interconnected
robot network (a botnet) with malicious code and control it for attacking. The attacker
can initiate various types of cyberattacks, such as DDoS, phishing, click fraud, and spam.
Data Breach: A data breach is when unauthorized personnel gain access to sensitive
data or confidential information. Some examples of sensitive data include social
security information, bank accounts, healthcare data, and corporate information.
Sensitive information can be stored in paper files, hard disks, thumb drives, and
intellectual property. In these attacks, the confidentiality of breached data is lost [21].
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Advanced Persistent Threat (APT): An APT remains undetected for an extended
period after an attacker gains unauthorized access to a computer network [22]. This is
a sequential and long-term attack that persists in the system. These attackers have
a planned goal consisting of theft of data, gaining access to system resources, using
social engineering techniques to lure users, staying in the system as long as possible,
and moving around the system with the best attacking strategy without being noticed
by any existing preventive tools.

SQL Injection: This attack consists of accepting SQL queries as inputs into a vulnerable
database system that leads to exploitation of the database. The malicious SQL query
allows the attacker to gain unauthorized access to the database. An SQL injection attack
consists of the insertion or “injection” of a SQL query via the input data from the client to
the application [23]. A successful SQL injection exploit can read sensitive data from the
database, modify database data (Insert/Update/Delete), execute administrative operations
on the database (such as shutting down the DBMS), recover the content of a given file
present on the DBMS file system, and in some cases issue commands to the OS.
Supply Chain: A supply chain attack [24] is one in which many vendors in the chain
are rendered vulnerable when a single vendor is compromised. The attackers can
obtain maximum benefit by concentrating their attack on a single vendor and then
gain access to global data through the chain of connected vendors. A supply chain
system consists of many vendors for a given customer. If one of the vendors is
breached or attacked in the chain, it may influence other vendors. One of the vendors
may have been breached due to security vulnerabilities in their site. When there
are many suppliers, one or more of them may be prone to security vulnerabilities.
Multiple targets can be compromised from a single vendor.

URL Interpretation: URL interpretation [25] exploits the vulnerability of URLs by
changing and manipulating the URL meaning without changing or altering the syntax,
which allows the attackers to access unauthorized data from the server associated with
the URL. Attackers can alter and fabricate URL addresses to access victims’ private
data and information. It is also known as URL poisoning. An attacker may use this
fake URL to gain administrative privileges and launch other attacks.

Insider Threat: Insider threats [26] happen when employees within an organization
have privileged access to critical information and misuse their credentials for personal
gain. This could render the organization system vulnerable to security attacks. These
employees may have current credentials to access private data at an employer site. They
may be seeking financial gains to extort the employer using the accessed private data.
Eavesdropping: Eavesdropping [27] is stealing transmitted information over an unsecured
network. It consists of capturing network traffic. The attacks can be static or modification
attacks. In static attacks, the data may be used later to capture valuable information.
In modification attacks, the data are only useful if an attacker can modify it while the
communication is in progress. A MitM attack can be used with the captured data.
Cookies: Cookies contain information about a machine, sites browsed, clicks made,
location, and possibly login information [28]. Attackers can steal or hijack a cookie
and capture this data. When a user visits a website, cookies may be enabled to play
advertisements and capture the user’s browser activity. Although cookies help speed
up access to visited websites, they help attackers piggyback malicious programs along
with legitimate ads.

Social Engineering: These attacks [29] are used to convince a victim to share private data
or perform some actions that will enable an attacker to inject some illegitimate code into
the system. This is one of the ways attackers can install malware on the victim’s site.

There are many standards that classify security vulnerabilities and cyberattacks. With

respect to these standards, such as CVE [30], CWE [31], and MITRE ATT & CK [32],
their root causes and mapping to attacks are based on current systems, products, and
software engineering methodologies. Bare machine computing is a different concept and
approach. In this paper, we only consider generic attributes that can be compared with the
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BMC paradigm and its applications. To provide a comprehensive evaluation of the BMC
paradigm, we chose to compare conventional systems and BMC systems. First, we identify
and discuss conventional system guidelines and conventional system characteristics. Next,
we give an overview of the BMC paradigm, the compilation process in BMC development,
and the integration of direct hardware interfaces in BMC code. We include code snippets
that give insight into how BMC applications directly control the hardware. Then, we
identify and discuss BMC system guidelines and characteristics and compare them with
conventional system guidelines and characteristics to determine the resilience or exposure
of each system to cybersecurity vulnerabilities. Using the above 22 common cyberattacks,
we examine their primary root causes and preventive mechanisms given in the existing
literature. We evaluate the BMC paradigm with respect to these cyberattacks by analyzing
how the attacks are related to their root causes and preventive mechanisms. We then look at
the applicability of root causes and preventive mechanisms to BMC systems. This enables
us to evaluate the security strengths of the BMC paradigm and its ability to resist these
cyberattacks. We also discuss the significant contributions of this research. Our evaluation
using the relevant existing literature demonstrates that BMC systems are more resilient than
conventional systems to cybersecurity vulnerabilities. Overall, this comparison highlights
the advantages of using the BMC paradigm to build more secure computing systems.

The rest of this article is organized as follows: Section 2 provides an overview of
conventional computing systems, including their applications, guidelines, and characteristics.
Section 3 provides details on BMC systems, including their background, guidelines, and
characteristics. It also establishes a knowledge base for evaluating the security potential of
BMC systems. Section 4 compares BMC systems and conventional computing systems with
respect to cybersecurity vulnerabilities using the respective guidelines and characteristics.
Section 5 identifies cyberattacks’ root causes and preventive mechanisms and evaluates
the resilience of BMC systems to these cyberattacks. Section 6 discusses the significant
contributions of this study. Section 7 concludes the article and suggests more research in
secure computing systems.

2. Conventional Systems

Conventional systems evolved from mainframes, resulting in desktops, laptops,
smartphones, and IoT devices. Most of these systems use some form of an OS or kernel.
During the mainframe era, there was no Internet and no online users. The OS was used
as a mediator for many users and application programs to provide their services. The OS
protected itself from users and protected users from each other. As computers evolved over
the years, OSs continued to play a significant role in building computer and information
systems. Later, when the Internet became the primary vehicle for communication between
users, communication merged with computing, thus extending the OS’s role to provide
communication. Now, most computing systems have computing and communication
on a single device. For example, smartphones perform computing, communication, and
control as part of the same system, and they are seamlessly homogenized to work on the
Internet. Smartphones resulted in user-centric computing serving client applications.

Figure 2 illustrates how computer applications use system calls or APIs provided
by the OS. Application programmers are isolated from hardware and focus on writing
applications in each programming language. There is heterogeneity at every level, including
communication protocols, system libraries, device drivers, third-party software, network
interface cards, standards, OSs, and computer architectures. They follow an evolutionary
path and continue changing and enhancing products rapidly.

During this evolution, open systems, standards, free software, free access, remote
control of devices, and globalization proliferated worldwide, resulting in billions of users [1]
and the IoT [33]. A given application’s security depends on the security of the underlying
OS and may be compromised due to OS vulnerabilities [2]. As OS versions and releases
often change, its platform-related entities change accordingly. These fast changes in
hardware and software may also introduce more security vulnerabilities.
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Figure 2. OS-based system.

Figure 3 illustrates a typical application development process and its development
and execution environments. A given application only controls the functional flow and
plays no role in maintaining an execution environment. When an application is created, it is
linked with the system or external libraries. When an application is running, its execution
is dependent on a variety of OS components. In addition, there may be other applications
running in a multi-programming model. Today’s Internet applications running on a device
may be affected by cookies, network programs, sockets, shared memory, and background
downloads. As the current OS provides computing, communication, and control in each
box, a running application may be exposed to the side effects of the host OS and other
applications running at the same time.

Application Program

Object Module

System Libraries

Executable
Module

Other Executable Operating System
Modules Modules

Hardware

Figure 3. Conventional application development process.
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Conventional system properties are typically classified into two categories: system

guidelines and system characteristics.

2.1. Conventional System Guidelines

In our literature review spanning many references, some of which are included in this

article, we have identified 20 conventional system guidelines as described below. This list
is not exhaustive; however, it serves as a basis for comparison with BMC system guidelines.

1.

System Approach: Over a 50-year period, computer architectures have been following
an evolutionary path in processors and OSs, which are the backbone of all computing
and information systems.

Open Systems: During the 1960-1990 period, most computer and information systems
were closed systems and proprietary in nature, thus protecting a given industry’s
intellectual property. These systems and their know-how were limited to confidential
and authorized users based on their need-to-know policy. Due to the emergence
of the Internet and globalization, most of the systems and their knowledge became
open to the world. While an open system allows for easier resolution of security
vulnerabilities, it also means that attackers and developers have access to the same
information, which implies that it is not more secure.

Global Focus: Many information systems are architected, designed, and implemented
for a global market, as this market is much larger than a given country’s local market.
This resulted in large-scale commercialization on the Internet and more revenues and
profits for related industries.

Global Users: Computer and information system users are all over the world, and
they are not always easily identifiable and trackable.

Equal Access: With an Internet connection, any global user has access to most
information on the Internet; this includes attackers as well.

Learning and Knowledge: Information about system internals and system security
is often posted on the web. This helps the attackers to easily access the information
they need at a faster pace. Defenders also put problems and fixes on the Internet as
soon as they are discovered. This enables attackers to create new attacks with less
effort. The following two quotations from [34] clearly illustrate the side effects of free
learning and knowledge on the Internet. (a) “Open-source Intelligence (OSINT) tools
could gather data from various publicly available platforms and thus help hackers
identify vulnerabilities and develop malware and attack strategies against targeted
CI sectors.” (b) “OSINT tools: indirect reconnaissance data, proof-of-concept codes,
and educational materials. The thematic results from this study reveal an increasing
amount of open-source information useful for malicious attackers against industrial
devices, as well as the need for programs, training, and policies required to protect
and secure industrial systems and CI”.

Unrestricted Internet access: Many Internet and web applications are available for
all users worldwide with an Internet connection. Advertisements swamp systems
almost instantly after access to the Internet. Searching online for a particular product
or service immediately results in advertisements for related products or services.
The advertisements may continue persistently for an extended period. This may
be beneficial for some users to quickly learn about products and services. Still, it
has many side effects, including a waste of time for users, distraction from a user’s
current tasks, and loss of privacy of email addresses, phone numbers, and other
personal information. Personal information shared with online vendors to conduct
any transaction on the Internet may be distributed to other vendors.

Layered Systems: All computer and information systems are layered with respect to
architectures, protocols, interfaces, and security. Attackers may exploit these layers to
suit their attack environment.

Heterogeneity: Current computer and information systems encourage heterogeneity
at every stage of building computer and information systems, assuming that it will
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promote innovation and productivity [35]. Instead, heterogeneity and incompatibility
at every level interfere with the main goal of building end-user applications. With
today’s high-performance processors coupled with cheap hardware, due to heterogeneity,
tweaking small improvements may not pay off as much as before. There is a need to
reduce heterogeneity by developing basic building blocks for computing at every level
that are long-lived. Heterogeneity exists in processors, OSs, protocols, user interfaces,
programming languages, hardware, software, including third-party software, and more.
This increases the complexity of computers and information systems [36] and provides
more avenues for attackers to exploit cybersecurity vulnerabilities.

User/Developer Convenience: User convenience takes higher priority over other
design issues in defining system guidelines. For example, it is convenient for users
to choose a short-length PIN code for bank transactions, which may not be secure.
Online teaching is convenient for faculty and students, but it may not be secure.
As it is convenient for businesses to use the Internet for all transactions, physical
security and privacy may be ignored. Many online transactions require personal
information, causing a loss of privacy. In fact, without a smartphone, it is impossible
to do many Internet transactions today. These actions may indirectly result in system
vulnerabilities and cybersecurity weaknesses. In addition, developer conveniences,
such as using a different programming language for a special purpose, using DLLs,
downloading files and software, remote logins, remote administration, and third-party
software, may also affect cybersecurity [37].

Training: All users and customers must obtain training as needed.

Software Installation: This is conducted online due to convenience and frequent changes.
Wi-Fi: Wireless connections are commonly used for computing devices such as
a mouse, keyboard, headphones, and Internet access. Most Internet transactions
are conducted using Wi-Fi and often with a smartphone.

Scripts and Batch Files: Scripts and batch files are used by administrators locally and
remotely for convenience. This enables them to work remotely.

Attachments and Links: Email attachments are commonly used for convenience. Web
links are also allowed in the emails for user convenience.

Social Media Platforms: They have become a part of everyday lives due to globalization,
enabling speedy communication and sharing of information online.
Advertisements: There are advertisements appearing continually in social media,
smartphones, TVs, computers, and websites.

Unsolicited Web Sites: Mostly for commercial and marketing reasons, unsolicited
links to websites frequently appear in email and other Internet applications. It is not
easy to distinguish between a link to a good site or a bad one.

Automated Tools: Automated tools such as Wireshark and reverse engineering tools
such as Object-dump are available on the Internet. There are many such tools available
for attackers to use.

Cookies: Cookies are used to track visits to websites for marketing purposes and user
convenience, but they can also be used to launch malware.

2.2. Conventional System Characteristics

The following characteristics were obtained from our literature review of the security

papers listed in this article. We have identified 20 conventional system characteristics as
described below. This list is by no means exhaustive; however, it serves as a basis for
comparison with BMC system characteristics.

1.

OS/Kernel/Embedded: Most systems have an OS or kernel. They can also be
embedded systems. Due to the complexity and size of modern OSs, lean operating
systems were designed to improve security and reduce complexity. Some middleware
(e.g., the OS) makes software systems easy to build and isolates programmers from
hardware intricacies.
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Applications: Computer and information system applications are platform-centric
and computing device-dependent. No proper abstractions have been used to build
applications. Thus, applications are redundant on different platforms. A web browser
on a smartphone is different from that on a PC. Email systems are also different on
various platforms. Due to this redundancy and lack of proper abstractions, an end-user
application may be duplicated many times, resulting in a large application space.
Programming Languages: Multiple programming languages are used in conventional
systems. Different languages are often chosen based on the type of application,
programmer’s skills, convenience, and performance. Performance may not make
much difference as current processor speeds are increasing in a short period.
Executables: Different operating systems support different executable formats. Some
applications may have many executables, thus creating multiple address spaces.
Inter-module communication may require message passing between modules.
Linking: Dynamic linking is used for many reasons. It reduces the executable sizes, as
some modules can be linked at runtime. It is also convenient, as the compiler does
not know where the system libraries and other modules are loaded in memory at
compile-time. In addition, in multi-module design, the interfaces to other modules
are not known at compile time.

Loading: Dynamic loading and linking are related. Dynamic loading at run time is
also very convenient, as noted above for linking. In modern OSs, dynamic loading
and linking (DLL) is commonly used to make the executables smaller and to enable
use of external modules as needed at run time.

Multi-tasking: Multi-tasking or multi-programming is necessary for all computing
systems, as the CPU cannot be kept busy all the time. Most programs need I/O; they
cannot run when an I/O request is pending. In conventional systems, when one
program is idle, other programs and the OS can run. A given program may not be
running alone until its completion.

System Calls/API: OSs provide system calls to communicate with the hardware. OSs
also provide APlIs, enabling programmers to access hardware interfaces. System calls
use interrupts to invoke OS services.

Sockets: Operating systems provide socket interfaces to communicate between processes
within a node or with a remote node.

Open Ports: When a packet arrives at an OS, it uses the destination port number in
the packet to deliver the packet to its application. A given application running in the
machine uses a designated port number to communicate with other nodes. There may
be some ports open in an OS to accommodate unexpected applications running in
the machine.

During Execution: In an OS environment, a given application, other applications, and
OS processes and threads run concurrently. Some of them may interact with others
intentionally or unintentionally.

Event/Interrupt Driven: Most conventional systems use event-based and interrupt-
based processing.

Shared Memory/Message Passing: Both are used for local communication, and
message passing is used for remote communication.

Concurrency Control: Inter-process communication in an OS environment may
require concurrency control mechanisms. Locking and semaphores are used to
handle concurrency.

I/0: Most I/0 is interrupt-driven in an OS.

Third-Party Software: Usually, there is software from many vendors in current systems.
Network Interfaces: Protocols such as TCP or QUIC have many interactions between
a server and a client during connection establishment, data transfer, and connection
termination. Security protocols such as TLS also require many interactions to ensure
secure data transfer.
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18. Internet Communication: In conventional systems, most communications are conducted
through the global Internet. There are billions of users on the Internet while a given
communication is in progress.

19. Internet Downloads: For convenience and data sharing, users download software,
applications, files, pictures, private data, etc. on the Internet. During downloads,
a user may have to enter personal data, resulting in a loss of privacy.

20. IoT: The IoT is growing at an exponential rate. Currently, there are 17 billion IoT
devices [38].

3. Bare Machine Computing (BMC) Systems

This section describes the BMC paradigm [39] and gives some insight into BMC system
development. The following subsections provide some details on building applications
using this paradigm. A variety of real-world BMC applications have been built, demonstrating
the feasibility of this paradigm. BMC is an alternative approach for building computer
applications without running a centralized kernel or an OS. The BMC paradigm provides
other benefits, including significantly reducing obsolescence and cybersecurity risks.

3.1. BMC Paradigm

The BMC paradigm was originally motivated by the rapid obsolescence [4] and
continuously emerging security vulnerabilities in computer and information systems.
Obsolescence impacts computers and information systems, causing hardware and software
to be replaced before their useful life span. The topic of obsolescence is not within the scope
of this paper. The BMC approach resembles computing when it started in the 1960s using
bare hardware operated with switches and buttons. In current technology, hardware is
cheap, provides many functionalities, and allows more logic to be placed on a single chip.
It also allows computing devices to be bare, as a processor can provide needed hardware
interfaces to application programmers.

In a BMC system, as shown in Figure 4, applications directly communicate with the
hardware without any middleware. For example, suppose we want to print the text “Hello”
on the screen. Figure 5 illustrates how a programmer can directly control writing on the
screen without using an OS. This simple example shows how a programmer can directly
access the hardware through C++ -> C -> assembly as a single thread of execution without
interruption. It also shows how a programmer views the underlying hardware in the BMC
paradigm. It is possible to automate this process to make it user-friendly for developers.
In this example, the assembly call writes string data to the video memory location at
0x000b8000. A BMC programmer controls all the code shown here. There are no other
dependencies in the BMC code. This philosophy is carried throughout the development
process of any BMC application. Using this approach, we can write all direct hardware
interfaces needed for information systems applications and development. Eventually,
these direct hardware interfaces can be built on the processor chip. If the output must
go to graphics memory, the same logic is used with the help of a bare graphics driver.
A BMC system is not the same as a bare metal system or embedded Linux [40], as BMC
is a general-purpose computing paradigm. BMC servers are not the same as bare-metal
servers or virtual servers in the cloud [41], which require some OS to provide services.

The BMC paradigm is based on an application-oriented approach. It divides all computer
applications into domain-specific applications using object-oriented abstractions. Examples
include banking, online transactions, manufacturing, payroll, desktop and office applications,
accounting, email, chat, and browsers. A given domain-specific application may contain one or
more applications bundled as a single domain application suite used at a given time. One such
example is text processing, spreadsheets, and Internet search. Each domain-specific application
suite contains all the necessary code to run on a given bare machine. Although BMC currently
chooses Intel processors and their instruction set architecture, it can be adapted to work with
any other computer architecture as needed. The BMC paradigm assumes hardware integrity.
The paradigm is applicable to any computing device, including a smartphone.
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Bare D in-Specific Application Suite

Direct Hardware
Interfaces (HAPIs)

CPU / Memory / Other Hardware

K

Bare Computing Device (e.g., PC) \\\

External Mass
Storage
(e.g., USB Flash
Memory)

BMC-Based System

Figure 4. BMC-based system.

[ ASM Implementation \

C++ Call printcharasm64 PROC public
AOAProtected io; push rbp
0. AOAPrinfText64( "Hello!", Line13'+20); C Implementation mov rbp, rsp
I extern int printcharasm64( char, int ); push rbx
int CprintChar64( char p, int len ){ cli
int retcode = 0; mov al, cl
N brintcharasmeA(pYIErIT: mov ah, 1fh

C++ Implementation v
void AOAProtected::AOAPrintText64( char *str, int base ) {
int pos = base;
for (inti=0;i<AOAStrLen(str); i++) {

,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,, pop rbp
pos += sti
} ret

Figure 5. Hello program using the BMC paradigm. * Refers to a pointer declaration in C++.

return retco mov rbx, 0b8000h
} add rbx, rdx
mov WORD PTR [ rbx ], ax
pop rbx

A\ 4

In BMC, the first step is to make the computing device bare. This means it has
no operating system, no hard disk (such as mass storage), and uses the BIOS for now.
Eventually, the BIOS can be bundled with the associated application suite. The code can
run on older or newer Intel processors, which are x86 and x64 compatible. The second
step is to write the software in C/C++ and a small amount of assembly code where needed.
The BMC paradigm is based on a single programming language environment. Boot, loader,
and interrupts are written in assembly. One or more applications can be compiled as
an application suite, generating a single monolithic executable. This is statically compiled
and linked with no external software or libraries. The small executable contains all the
required code to run its application suite. A given application suite executable is typically
less than 2 MB. It carries the necessary bare drivers [42] and code to support the required
functions. There are no kernel or system calls and no OS-related management functions.

The application programmer controls the hardware and required interfaces, and the
application suite directly communicates with the hardware without using any middleware.
The BMC paradigm also uses bare devices to communicate on the Internet, forming a bare
Internet [43]. Only authorized bare users can communicate on bare Internet.

Each application suite can define its own memory map, as shown in Figure 6. This
memory map shows how content in an application suite USB is copied into main memory.
The boot code from sector 0 is copied into memory location address 0x7c00 (for IBM
Compatible PCs). The start program from the USB is copied at memory location 0x600 and
includes two header sectors. The start program is loaded in the real memory area. After the
boot program runs, it jumps to 0x3900 in real memory to run the start program. When the
start program runs, it copies the domain-specific application suite executable from the USB
into the memory location starting at 0x 00111000, which is above 1 MB and is in protected
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memory. When the start program is completed, it starts executing at 000111000 (which is
a main () entry point). All these numbers are extracted by using Microsoft tools to identify
entry points and other components in the executable. Notice that there is no need for virtual
memory in BMC systems, as there is no OS and only a few applications are bundled and
run at a time. Each domain-specific application suite has its own characteristics and can be
loaded in custom locations in memory accordingly. This process can also be automated in
BMC systems. The above memory map can be customized for domain-specific application
suites, which shows simplicity and flexibility in building BMC applications.

Sector

Number USB Map |:{> Main Memory Map

0x0000 >
Boot Sector Sector
newboot.bin Number
1 Sector A
512 Bytes 0x0800 >
Start Program Enty, Boint
Prcycle.exe ™
0x2008 >
Start Program
Prcycle.exe
45 Sectors
22,723 Bytes 0X7C00 A
0x2038 = Boot Sector
newboot.bin
JMP WORD 0x3900
Jump Address =
Code Segment (0x3100)
+
. = e Offset (0x0800)
Domaln-Sptest:lfltc Application 0x00111000 R
uite Above 1 MB i
Test .exe
Code = 252 Sectors
Data = 35 Sectors
Domain-Specific Application
Suite
Test .exe

Figure 6. Memory map.

As per our knowledge, there is no true bare machine research/development/product
like BMC. However, there is ample related work in making the OS lean, moving OS
functions to application space, bypassing the OS to gain fast access to hardware resources,
and designing an OS for IoT devices. Examples include the exokernel OS architecture
enabling applications to manage the hardware and improve performance [44]; Tiny-OS
for low-power wireless devices [45]; and Palacios and Kitten, a lightweight OS and VMM
(virtual machine monitor) for high-performance computing [46]. Microkernel and related
approaches [47,48] keep only essential OS services in the kernel to increase performance in
applications such as cloud computing. IO-Lite and kernel bypass techniques [49] provide
direct I/O access to applications to speed up I/O. For data center servers, a customized
OS [50] can be used to bypass kernel services. RIOT is a small OS suited for IoT devices [51].
Tradeoffs in designing minimalist instead of functionality-rich platforms are analyzed
in [52]. The BMC approach is a minimalist approach, where there is no OS or kernel.

3.2. Compilation Process

This section illustrates compilation and the BMC development process. It shows
that developing BMC applications is simple and independent of other development
environments, which change often. It also shows that the BMC application suite is a single
monolithic executable with one address space for a given set of applications. All the batch
files used are shown in Figure 7.
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ﬁnk.bat \ asmb.bat
remdrive:d4,e5,f6,97 asmb.bat

call asmb.bat

format g: /fs:FAT32 /q /Y rem nasm compiler, FAT32 format

copy entry.bin g: erase boot.bin

erase test64.exe \nasm\nasm boot.asm -oboot.bin

copy .\webserver\test64.exe test1.exe \nasm\nasm -f bin -0 entry.bin entry.asm -l entry.Ist

PEfmt test1.exe test64.exe 400h 0 0
copy test64.exe g:
lehd -m 7 boot.bin /

ﬂ:pp.bat asm.bat
cpp.bat

..\bin64\cl /c /FA/Fa/Zl /Os /Gy IGS-

test64.cpp aoatask1.cpp aoatask2.cpp ..\bin64\mI64 /c /Cx /F| asmfiles64.asm
aoatask3.cpp wstack.cpp wstack1.cpp wstack2.cpp

wstack3.cpp apptask.cpp wlinlistf.cpp wecirlist1.cpp

weirlists1.cpp wecirlist2.cpp wecirlists2.cpp wcirlist3.cpp

\wcirlists&cpp wlinlist1.cpp

i )

cls

rem erase *.obj

attrib /S

erase test64.exe

..\bin64\link /MAP /BASE:0000 /NODEFAULTLIB /OPT:NOREF

/MERGE:.rdata=.data /MERGE:.bss=.data /MERGE:.const=.data

/LIBPATH:"..\doscLIB" /ENTRY:

main test64.obj aoaprotected.obj asmfiles64.0bj cfiles64.obj chkstk.obj aoatask1.obj aoatask2.obj
aoatask3.obj etherobjrcv.obj etherobjsend.obj isupport.obj cisupport.obj wstack.obj wstack1.obj
wstack2.obj wstack3.obj apptask.obj udpobj.obj udpobj2.obj udpobj3.obj arpobj.obj udpobj1.obj ipobj.obj
ipobj1.0bj ipobj2.obj ipobj3.obj wilinlist0.obj wlinlist1.obj wlinlist2.obj wlinlist3.obj wlinlistf.obj parserobj.obj
parserobj1.obj parserobj2.obj parserobj3.obj ftpobj.obj fhashindex.obj rand.obj rand1.obj rand2.obj
wd&obj ftopobj.obj wcirlist1.obj wcirlists1.0bj wcirlist2.obj wcirlists2.0bj wcirlist3.obj wcirlists3.obj /

Figure 7. Compilation process. * Refers to all file names with the .obj extension in the command rem
erase *.obj.

Currently, the development process in the BMC uses batch files and takes complete
control by using a particular version of Visual Studio (VS 64-bit) as it changes often. These
batch files allow us to conduct a compilation process independent of any version of the OS
release. At present, we use a Visual Studio/bin directory to compile and link our bare code.
The development environment does not use/lib and/include files. A boot.asm has a boot
code, and entry.asm has an entry code for the 64-bit application suite. The asmb.bat file is
used to generate these binary files, which are written in the NASM assembler. The mk.bat
file is used to create a bootable USB, which has boot, entry, and test64.exe (application
suite). The PEfmt tool is written for BMC to properly organize code and data segments as
needed for the Microsoft PE format.

The asm.bat file is used to compile MASM assembly code that provides direct hardware
interfaces. There is a cpp.bat file in every directory that has C/C++ code. The cpp.bat file
shown below is for the main directory in the application suite. Similarly, there is a separate
cpp.bat file in each directory, where there is C/C++ code. The object files from each directory
are used together to run a link process. The In.bat file creates an application suite executable
named test64.exe. This description of batch files refers to creating a multicore web server
using the BMC paradigm. This total control of compiling, linking, and creating a static
executable prevents other malware from being linked with this application suite at run time.

3.3. Sample Direct Hardware Interfaces

Some sample direct hardware interfaces, such as tasking, reading data from an Ethernet
buffer, and processing a received packet, are discussed in the following sections. The code
snippets demonstrate how the BMC code integrates all components seamlessly without
any layers. It also shows that a programmer controls all hardware elements and software
structures, such as Ethernet buffers.
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3.3.1. Creating, Inserting, and Running a Task

The code snippets in Figure 8 from a 32-bit application suite for a web server show
how a task is created in the BMC paradigm. Notice that task generation is bundled with
the application suite and is not visible to outsiders, which prevents intrusion into the code.
This code is generated, statically compiled, and linked. A given application suite decides
the task creation and its control flow. The deleting task is not shown here. The code is
self-explanatory and follows chronological order.

No. Code Snippet

/I** Get the function address to create a task **//
This function returns the address of a C++ member function which is then
used to create a task in the BMC system.
long *getFunPtrOthers(pmfdOthers abe2) {
This uses xyz as a stack pointer to locate the function address
long *abl;
long *xyz; // Stack pointer
pmfdOthers abcl; // Instance of a member pointer
apptask first; // Instance of a class
xyz = (long *) &first;
abcl = abc2; // Initialize the pointer with a function
Xyz--3
abl = (long *) *xyz;
return( long *) abl; };

/I** Capture the address of the task **/
HttpTask is a C++ member function for a task Initialize pointer with HttpTask
2 function address.
FunPuX = &apptask: :HttpTask:
Store function pointer in an array.
FunAddrArray[ 7 ] = (long )getFunPtrOthers( FunPtrX );

/I** Create the task and push task ID onto the stack **//
The following two lines can be repeated for as many tasks as needed.
Task IDs are pushed onto stack and then popped to be inserted into a circular list.
3 This circular list acts as a "ready queue" in the BMC system.
Create a task using a function address and return a unique task ID.
Task_ID = createTask( ( long ) FunAddrArray[ 7], 0):
stk.push( Task_ID ); // Push this task ID onto a stack.

/I** Insert the task into the Circular List **//
When HTTP request arrive in TCP the following insert function is called.
tsk.insertHttp Task( TCBRecordNumber, io.AOAgetTimer () ):
This function inserts the task into a circular list.
int apptask::insertHttpTask( int tcbrno, long timerc ) {
int taskid;
long timer;
Code not shown ...
if( stk.empty() ==0) {
stk.pop( &taskid ); // Get task ID from the stack.
Code not shown ...
cir.insert( taskid, 0, 0x05, tcbrno, timerc );
Code not shown ...
} return 0; };

/I** Run a task from a circular list **//
5 In main loop, a task ID "n" from the circular list is used to run the task.
task. AOArunTask( n);: / C++ member function

/I** Run task call in C **//
6 The above C++ function calls the following C funtion
runTask( Task_ID ):

//** Run task in assembly **//
7 The above C call invokes the following assembly function
runTaskasm32( Task_ID );

/I** Run task call implementation in assembly**//
;: The assembly call for runTask32 is shown below.
; Notice that it invokes an interrupt Oefh to run a task.
runTaskasm32 PROC C public Task_ID:DWORD

8 ; Code not shown ...

int Octh

; Code not shown ...

ret

runTaskasm32 ENDP

Figure 8. Task creation.

3.3.2. Reading and Processing an Ethernet Packet

In the BMC paradigm, device drivers are part of an application suite. They are written
to work without using any OS system calls or APIL. All device drivers must be written from
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scratch and are known as bare device drivers. There are two data structures in the Ethernet
driver, known as the transmit and receive descriptor lists. These are circular lists with 4096
entries. When a packet arrives, the hardware sets a bit known as descriptor done (DD).
Application programmers can read this bit to check if a packet is received. Similarly, when
a packet is transmitted, the hardware sets the transmitter DD bit. An application program
can examine these DD bits to communicate with the Ethernet control hardware.

For receiving a packet, if a given slot’s DD bit is set, then this packet will be read and
passed onto the application, as shown in Figure 9. The function isRDescDone0() in Code
Snippet 1 shows how an application can peek into the Ethernet receive buffer for an HTTP
GET request and copy the GET data into another buffer. After copying the data, it calls
discardPacket() to reset the DD bit. Code Snippet 2 shows how a received packet invokes
the RevCalll() function to process a request, and Code Snippet 3 shows how it calls the
IPHandler() function. Code Snippet 4 illustrates how it calls the UDPHandler() function,
and Code Snippet 5 shows the processing of the UDP packet with comments, as this step
has a large amount of code, which is not shown here. In essence, this code demonstrates
that all the Ethernet packet processing is done as a single thread of execution without any
layers. In addition, this is application code designed and controlled by an application
programmer without the intervention of any middleware. It is event-driven with polling to
receive packets. Send is not shown as it is like receive.

No. Code Snippet

/I Reading and processing an Ethernet Packet
retcode = EQ.isRDescDone0( bcoreid, 1, &pkisize, &pregid );

/I Peeking at an Ethernet packet in an application code
int EtherObjRcv::isRDescDone0( int cid, int takeget, long long *pktlen, long long *reqgid ){

WStack stkO0;

/I Other variables are not included
unsigned long long *ul2;

*pktlen = 0;

*reqid = 0;

/I Each descriptor is 16 bytes in size

Iptr = ( long long * ) ( RDLPointer + ReceiveOutPtr * 16 );
dptr =*Iptr;  // Data pointer for the packet arrived

cptr = ( char *) ( dptr );

iptr = ( long long *) ( cptr );

Iptr++;

temp = *Iptr; // Status, checking for the D bit

/I Reading receive descriptor and checking if the packet arrived
temp = temp & Ox H

if(temp!=0){
*pktlen = ( *Iptr ) & 0x ; /1 Get the packet length.
retcode = 0;

/I Check if it is a GET packet
if (cptr[ 0+42]1=="G"&& cptr[ 1+42 ] =="C" && cptr[ 2+42 ] =="T"){
Icounter++;

/I Checking if the stack has any indexes
if ( stkO.empty() == 0
preqgid = stk0.pop();

*reqid = preqid;
rtype =1;

/I A round-robin algorithm is used to load balance cores.
for (i=0;i<("pktlen); i++)
dataptr[i] = cptr[ | ]; // Copying received data into a buffer.

/I Inserting packet into a circular list for a given core (code not shown)
discardPacket();
}  // End of if statement for stkO has the indexs
}  // End of if statement for GET.

}  // End of if statement for temp
} // End of isRDescDone0 function

Figure 9. Cont.
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No. Code Snippet

/I Processing a received packet

/I Core 1 processing requests

/I Check if there are any pending requests for Core 1 in circular list
if (cirl.getCount() > 0) {

2 /I Get a packet from its circular list

/I Code not shown

/I Process the arrived request

RevCall1( preqid, pkisize, type );

/I (The rest of the code is not shown)

/I Implementation of RCV call1
void AOATask1::RevCall1( int reqid, int pkisize, int type ){
3 /I Code not shown
retcode = ip.IPHandlerlICMP( pkisize - 14, starttime, type ); // Call IP Handler
/I Code not shown
}// End of RCV call1

/I Implementation of IP Handler.
int IPObj1::IPHandler(int reqid, char *IPPack, int size,
char *macaddr, long starttime, int currenttask) {
/I Check IP header formats and errors. Remove header.
/I Code not shown
if ( protocol == UDP ) {
4 /I Code not shown
/I Call UDP Handler.
retcode = udp.UDPHandler( reqid, & PPack[ HeaderLength ],
( TotalLength - HeaderLength), & PPack[ 121,
&IPPack[ 16 ], protocol, macaddr, currenttask );
}// End of if statement
} /1 End of IPHandler function

/Il Implementation of UDP Handler.
int UDPODbj1::UDPHandler(int reqid, char *UDPPack, int size,
char *SourcelP, char *TargetIP,
int Protocol, char *dmac, int currenttask) {

/I UDP header processing, checking errors

5 /I Code not shown

/I Process UDP request

/I Send header and data; putting the data in an output circular list for the core
/I Core 0 takes this data and puts it into the Ethernet buffer.

/I Code not shown

}// End of UDPHandler function

Figure 9. UDP-based protocol.

3.4. Summary of the Above Code Snippets

In the above Sections 3.1-3.3, we discussed the use of direct hardware interfaces,
the BMC development methodology, and some application code snippets. It is evident
from these discussions that this approach is different from conventional methods. When
a machine is made bare, the programmer controls software development at compile time
and run time. The programmer also controls run-time behavior and does not allow any
unintended functions to interfere with a given application suite. Hardware interfaces
are included at development time, and flow control cannot be altered at runtime by
other applications. This is truly an application-oriented model with a security-by-design
approach. The task creation code shows how it is intertwined with an application suite, thus
allowing the system to perform only intended tasks. The Ethernet peeking demonstrates
that all device drivers are also seamlessly integrated with a given application suite. The
packet processing shows how Ethernet, IP, and UDP are integrated as a single thread of
execution instead of going through different layers. In this approach, packet processing
goes through a simple invocation of calls from one protocol to another. Overall, a given
application suite is custom-designed and simple; there is only one user mode; the machine
is bare and has no valuable resources; and the programmer has control at all stages.

3.5. Properties of the BMC Paradigm

There have been many real-world applications built to demonstrate the feasibility
of bare systems using the BMC paradigm, including chat [43], Web servers [53], USB
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drivers [42], and Web mail servers with TLS [54]. These real systems are used to identify
system guidelines and system characteristics.

3.5.1. BMC System Guidelines

1.

P NG

10.

11.
12.

13.
14.
15.
16.

17.

18.
19.

20.

System Approach: It is a revolutionary approach that was invented to address
obsolescence and security problems. It makes applications independent from the
execution environment, and all computing devices are bare.

Open/Closed System: It is a closed system. Injecting an attacker’s code is not possible.
Open source must not be confused with open systems. The BMC is a closed system.
The computing box is bare, and the application running in the bare box is not accessible
to hackers. In case hackers create a similar system, they can only hack their own
system, not others. If we make an open system, security vulnerabilities are easy to fix,
but hackers and developers are at the same knowledge level.

Global Focus: It has a local focus. It is architected, designed, and implemented to
avoid global users.

User USBs: There are dual USBs (the first for booting and the second for an application
suite). Both USBs must be physically secured.

Equal Access: All bare users have equal access.

Education and Knowledge: Restricted to authorized bare users.

Layers: There are no layers at any level.

Bare Internet: To make BMC viable, a bare Internet concept [43] is introduced. In
a bare Internet, all intermediate nodes, such as routers and gateways, must be bare,
and they must be physically secured. At present, a bare Internet is overlaid on the
existing Internet.

Heterogeneity: No heterogeneity is allowed in programming languages, hardware,
and software. The security of systems and applications is more controllable.
User/Developer Convenience: User convenience takes lower priority over other
design issues in defining system guidelines. For example, a system administrator
must physically distribute user accounts to guarantee the authentication of users. This
is not convenient, but all other electronic means may not be secure. The BMC systems
are not global, and the users are limited within a given domain-specific application.
These systems are designed for secure domains, not for a global world. Non-bare
users can use conventional systems if BMC systems do not fit their needs. BMC
systems provide an alternative approach to current computing systems.

Training: All authorized bare users must have consistent training and education.
Software Installation: Online installation is not allowed. There is nothing to install
in a bare machine. The user carries secure USBs. These USBs are distributed to
authorized bare users by physical means.

Wi-Fi: Wi-Fi is currently not supported due to its security issues.

Script and Batch Files: These are not allowed.

Attachments and Links: Attachments and links are not allowed in emails.

Social Media Platforms: There is no support for social media applications. Social
media can use the conventional Internet, which is isolated from a bare Internet. This
approach will reduce the number of users on a bare Internet.

Advertisements: Advertisements are not allowed. All domain-specific applications
and their users are properly authorized and tracked on a bare Internet.

Unsolicited Websites: Only access to authenticated bare websites is allowed.
Automated Tools: Automated tools are designed to work with only bare computing
devices and applications. Their use is restricted to bare users only.

Cookies: No cookies are allowed.

3.5.2. BMC Characteristics

1.

OS/Kernel/Embedded: The OS/kernel/embedded concept is eliminated. There is
no such centralized program; each domain-specific application is a self-controlled,
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self-managed, and self-executed entity. There is no interaction with entities outside
an application suite. As there is no OS/kernel, a user carries a flash drive with boot
code and a domain-specific application suite. Figure 6 shows a memory map for
a flash drive containing a client’s UDP-based chat program.

Applications: All computer applications are polarized as domain-specific entities.
They are independent of any platform. In conventional systems, they are dependent
on platforms and execution environments.

We have developed and demonstrated numerous domain-specific applications, including
web sites, webmail, email, VoIP, text-only browsers, editors, file systems, database
applications, and chat. In these systems, there are bare servers and clients that run
on bare machines. For example, in the chat domain, there are physically vetted users
who communicate in their own domain. All these users are vetted and use bare
machines. We use context-based authentication to validate users. This is one example
of a domain. All the above domain applications were tested on the Internet with
bare servers and clients. On the Internet, domain-specific applications are used to
communicate securely within a domain using bare devices.

Programming Languages: A single programming language (C/C++) is used to write
applications, thus avoiding all heterogeneity in writing applications.

Executable: It is a single monolithic executable, which implies a single address space.
Only one executable format is allowed.

Linking: Uses static linking, which prevents expanding the code segment to load
foreign code. This provides ultimate security for the BMC applications, as malware
code cannot be linked.

Loading: Uses static loading, which prevents extending the code segment to load
malware code.

Multi-tasking: Multi-tasking is offered within an application suite controlled by
an application programmer through events and its control flow.

System Calls/API: There are no system calls or APIs available to the outside world
(outside an application suite). It uses a direct hardware API, integrated within
an application suite.

Sockets: No sockets exist in the BMC paradigm, as there is no OS. Remote computer
communication is implemented within a process and hidden inside an application suite.

For example, attackers use sockets to create man-in-the-middle attacks. In the BMC

paradigm, sockets are not used as we build domain-specific applications with no open
ports, not allowing users to create their own threads or processes. That is, items such as
sockets are not needed in implementing BMC applications. The BMC paradigm inherently
does not need such security-prone facilities as it does not have an OS. This approach is
different from the “security through obscurity” concept. There are many such facilities that
are not needed in the BMC paradigm, which offers inherent security in BMC applications.
The following quote also supports your concern.

10.

11.

12.

13.

14.

Open Ports: There are no open ports in BMC programs. As it is a domain-specific
application suite, IP addresses and port numbers are managed within each application
code in a hardcoded manner. This is not visible outside the application suite. When
a packet arrives, its corresponding event (pre-defined) will call an appropriate method
to process it.

During Execution: During execution, only one application suite runs. There is no
interaction with other application suites or external modules in a bare computing
device. No exploits are possible for an attacker.

Event/Interrupt Driven: The application suite is event-driven. Limited user interrupts
are used for input.

Shared Memory/Message Passing: Only a shared memory approach is used within
an application suite.

Concurrency Control: Concurrency control is avoided by using circular lists. The code
is simpler and more directly accessible to the program.
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15.  I/O: There are direct hardware APIs that are hidden within an application suite.

16. Third-Party Software: There is no third-party software used in applications.

17.  Network Interfaces: All network interfaces are hidden from the outside world.
Attackers cannot use this direct hardware API.

18. Internet Communication: Communication on the Internet is restricted to a bare
Internet and its bare users only.

19. Internet Downloads: No downloads are allowed.

20. IoT: All IoT devices must be bare computing devices and follow the BMC paradigm
and its characteristics as described in this paper.

21.  Application Program Control: A given application has its own control flow as intended
at design time.

22.  Computing Device: A computing device (PC, laptop, smartphone, or other) is bare,
meaning that it has no intelligence, no OS, and no mass storage. It cannot boot or
run until external media runs the boot code and loads an application suite controlled
by the owner. The bare device has no valuable resources. Thus, a bare computing
device can be used by any user at any time. When one application suite is running,
another one cannot run; therefore, there is no intrusion from other applications. There
is nothing in the bare computing device to be attacked, as there are no valuable
resources when it is not running. When a bare device is running, it must be physically
secured by the owner. Physical security at the bare box is not convenient, but it is
required to guarantee security of the device and the running application suite.

23.  Users: Only bare users can communicate with each other. For a given domain-specific

application, there are a limited number of bare users. They must be physically
authorized, authenticated, and controllable. We have not defined any formal methods
for authentication at this point; however, we can use existing models in banking,
driver’s license, etc.
Our BMC system is totally controlled by its owner, with physical security. If a trusted
user changes roles and tries to exploit other bare systems, this user can only damage
his/her own system and not those of others. This is because an owner’s valuable
resources can only be accessed by the owner’s application suite. When a BMC
application suite is running, it is a closed system that performs only intended functions.
In addition, when the roles of trusted users change, their privileges are changed in
the system.

In the bare machine computing model, each bare box and an application suite is
owned by an owner, and it is physically secured. If an outsider or insider gained the
same knowledge as the original developer, then they could reconstruct a similar system
of their own. However, they will be using their own system at their own location. All
valuable resources are accessible only by the owner and stored in an owner’s detachable
mass storage. Moreover, if they come through the network, they will not be able to access
resources, as only trusted users are allowed to communicate within the domain. Users
within the domain are vetted and authenticated to communicate within the group for each
transaction. In this model, all users in the group must be physically trusted. This system
cannot solve insider attacks and physical security violations. All the bare nodes in the
system as well as on the network must be bare and physically secure. This is a harsh
requirement, but it is necessary to build highly secure systems.

24. Messages: Each message is encrypted, integrity-protected, and authenticated using
credentials physically given to authorized users by an administrator.

25. User-Secured USBs: Uses two USBs, one bootable and one with an encrypted application
suite. These USBs must be physically secured by a user.

26. BIOS/Firmware: Bundled with a domain-specific application suite (not implemented
currently).

27. Protocols: A bare machine connects to a network via wired Ethernet. Network protocols
are limited to IP and UDP (TCP/TLS is used for demonstration only) implemented
within the bare application. Other protocols are not available outside the application
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running on the machine. Each application communicates only with its peers to ensure
reliability and proper functionality. Furthermore, protocols are integrated within the
application, and there are no protocol layers as in a conventional system. The attacker
does not have the path to invoke these protocols. Although an attacker can spoof IP
addresses, such packets will fail user authentication and be dropped. Every packet
has bare user authentication, encryption, an integrity check, and replay protection.

28. Passwords: No password files are stored on bare machines. Context-based authentication
is used in bare systems.

The above BMC system guidelines and characteristics impose many restrictions for
user options. This does not mean that the BMC applications have limited their user
functionality. Any features or functions offered by conventional systems can also be
provided by BMC applications. The functional requirements, design, and implementation
are conducted in many ways to achieve the highest security possible by design. In many
cases, a given functionality, protocols, and interfaces are hidden in an application. This is
referred to as an A-to-A (application-to-application) approach.

For example, email attachments and downloads are not allowed in BMC characteristics.
Users can still receive an attachment as a set of packets without explicitly providing
attachment features. A sender and a receiver of an email application handle the disassembly
and assembly of packets in their respective applications with a hidden knowledge of
file characteristics. All emails and additional packets are encrypted when transmitted
on a network. At the receiving site, it is ensured that this file data cannot be executed.
Thus, attachments are handled differently than in conventional systems. Many other
convenient features in conventional systems are implemented in BMC applications in
a hidden manner.

Similarly, in BMC, software downloads are not allowed. All software that runs on
a bare machine must be physically installed on a bootable USB by an authorized vendor for
an authorized bare user. It is not convenient for bare users, but it is the most secure way to
design BMC applications.

As per the following quotation, “In recent years, more advanced versions of “security
through obscurity” have gained support as a methodology in cybersecurity through Moving
Target Defense and cyber deception. NIST’s cyber resiliency framework, 800-160 Volume 2,
recommends the usage of security through obscurity as a complementary part of a resilient
and secure computing environment” [55].

BMC code can run on older and new Intel processors without any (or just a few)
changes. The variety and breadth of the BMC work [43,53,54,56] show that it is possible to
build similar systems for secure applications in computer and information systems. The
BMC paradigm can thus be an alternative to existing OS-based platforms and applications
with security by design.

3.5.3. BMC Limitations

As described before, the bare machine computing paradigm has unique system
guidelines and characteristics to reduce obsolescence and provide inherent security in
computer and information systems. However, this approach has its own limitations, as
listed below:

It is not a general-purpose global system.

It requires physical security.

It needs all users to be authenticated and vetted.

It uses a domain-specific application approach (by dividing applications into domains).
Only users within a domain can communicate.

When domain-specific users change roles, their authentication privileges are revoked.
All nodes in the network must be bare to guarantee high security.

Uses the bare Internet, where all nodes are bare and physical security is assumed.

NI L=
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4. Comparison of Conventional and BMC Systems

This section compares system guidelines in Table 1 (20 items) and system characteristics
in Table 2 (28 items). The system guidelines are informal requirements or policies needed
to build a system. The system characteristics are inherent properties of a system. Some
system guidelines and characteristics may be prone to security attacks. Some system
guidelines and characteristics may be resilient to security attacks. Thus, we define two
terms to compare conventional and BMC systems: PECSV indicates possible exposure to
cybersecurity vulnerabilities, and PRCSV designates possible resilience to cybersecurity
vulnerabilities. The references obtained from the literature review are shown in the tables
to determine possible vulnerabilities and resiliency in BMC systems.

Table 1. Comparison of System Guidelines.

Seq. System Guidelines Conventional Systems PECSV BMC Systems PRCSV
1 System Approach Evolutionary Revolutionary
A
2 Open/Closed Open Conventional  Closed ¥ BMC Guideline 2
Guideline 2
3 Global Focus Yes Local Focus
4 Global Users Yes AT1,2] Local Users
5 Equal Access Yes Restricted ¥ BMC Guideline 5
6 Free Learning Yes A [57] Restricted ¥ BMC Guideline 6
7 Free Internet Yes Bare Internet ¥ BMC Guideline 7
8 Layered Systems Yes A [58] No ¥ BMC Guideline 8
9 Heterogeneity Yes A [59] No ¥ BMC Guideline 9
10 l(;jJser/Dfeveloper Yes A[37] Not Top Priority ¥ BMC Guideline 10
onvenience
11 Training Yes Yes ¥ BMC Guideline 11
12 Software Installation Online  Yes A [60] No ¥ BMC Guideline 12
13 Wi-Fi Yes A [61,62] Not Supported Yet ¥ BMC Guideline 13
14 Scripts and Batch Files Yes A [63] No ¥ BMC Guideline 14
15 Attachments and Links Yes A [64,65] No ¥ BMC Guideline 15
16 Social Media Yes & [66,67] No ¥ BMC Guideline 16
17 Advertisements Yes A [68,69] No ¥ BMC Guideline 17
18 Unsolicited Websites Yes A[70,71] No ¥ BMC Guideline 18
19 Automated Tools Yes A[72,73] Restricted ¥ BMC Guideline 19
20 Cookies Yes A [74] No ¥ BMC Guideline 20

4\ PECSV: Possible Exposure to Cybersecurity Vulnerabilities. ¥ PRCSV: Possible Resilience to Cybersecurity
Vulnerabilities. N/A: Not Applicable.
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Table 2. Comparison of System Characteristics.

Seq. System Characteristics Conventional Systems PECSV BMC Systems PRCSV
v
1 OS/Kernel/Embedded Yes A [75] No BMC Characteristic 1
1- . . . . cfc J
2 Applications Environment-centric Domain-specific BMC Characteristic 2
3 Programming Languages Many ASM/C/C++ BMC Characteristic 3
4 Executable Format varies Single monolithic v
depending on OS executable BMC Characteristic 4
v
5 Linking Dynamic (DLLs) A [76] Static (No DLLs) BMC Characteristic 5
. . . J
6 Loading Dynamic Static BMC Characteristic 6
Yes (Only within 2
7 Multi-tasking Yes a dor'nalln-speaﬁc BMC Characteristic 7
application)
No (Direct Hardware v
8 System Calls/ AP Yes A7 Interfaces) BMC Characteristic 8
k A v
9 Sockets Yes [78] No BMC Characteristic 9
O Ye VAN v
10 pen Ports ©s [79] No BMC Characteristic 10
. - Only a given
11 During execution A given app hCE?thlil, 05, domain-specific BMC Characteristic 11
and other applications .. .
application-suite
v
12 Event/Interrupt driven Both Event-driven BMC Characteristic 12
13 Shared memory/Message Both Shared Memory v
Passing (Single Address Space) = BMC Characteristic 13
Uses circular lists as 2
14 Concurrency control Semaphores and other buffers, avoids BMC Characteristic 14
concurrency controls
. Direct Hardware v
15 1/0 Interrupt driven 4 180] Interfaces BMC Characteristic 15
v
16 Third-Party Software Yes A [81,82] No BMC Characteristic 16
Many interactions
. during the session Only a few interactions v
17 Network interfaces between a client and 4 [83,84] (Short data sessions) BMC Characteristic 17
a server
Communication on the v
18 Internet Global Internet A\ [85] Bare Internet BMC Characteristic 18
v
19 Downloads on the Internet  Yes A [86-89] No BMC Characteristic 19
Small OS, Embedded @
20 ToTs Nodes a0l Must be bare nodes BMC Characteristic 20
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Table 2. Cont.
Seq. System Characteristics Conventional Systems PECSV BMC Systems PRCSV
Valuable Resources No valuable resources @
21 ing Devi A i
Computing Device (Storage, OS, Other) Obvious (Bare) BMC Characteristic 21
Yes, Domain-specific
» Application-program No. OS controls it application suite v
Control ! controls the control BMC Characteristic 22
flow as designed
Only Bare Users v
23 U Global, All A2 - ’
Sers oba 2] Authorized BMC Characteristic 23
. Each message contains
May not have valid @
24 Messages authentication A 2] encrypt.ed ‘t.)are user BMC Characteristic 24
authentication
Uses two USBs, boots, 2
2 - d USB N/A d ted
5 User-Secured USBs / and an encrypte BMC Characteristic 25
application suite
Bundled with the 2
2 BI Fi Not bundled with A 91 d in- ifi
6 OS/Firmware ot bundled with OS [91] omain-specific BMC Characteristic 26
application suite
Integrated with the v
27 P 1 L 1 A[92 . .
rotocols ayered protocols [92] application-suite BMC Characteristic 27
. No password files
Password files part of - ¢
28 Passwords OS structures 4115931 (authentication stored BMC Characteristic 28

in program structures)

A PECSV: Possible Exposure to Cybersecurity Vulnerabilities. ¥ PRCSV: Possible Resilience to Cybersecurity
Vulnerabilities. N/A: Not Applicable.

Using these two tables, we make the following observations. In Table 1, in conventional
system guidelines, 15 out of 20 have possible exposure to cybersecurity vulnerabilities,
whereas in BMC systems, 17 out of 20 have possible resilience to cybersecurity vulnerabilities.
Similarly, in Table 2, in conventional system characteristics, 17 out of 28 have possible
exposure to cybersecurity vulnerabilities, whereas in BMC systems, 26 out of 28 have possible
resilience to cybersecurity vulnerabilities. Overall, BMC systems show possible resiliency,
and conventional systems indicate possible exposure to cybersecurity vulnerabilities. This
indicates that BMC systems are inherently secure by design.

5. Cyberattacks and Analysis

An attack can have many stages, such as reconnaissance, weaponization, delivery,
exploitation, installation, command, and control (C2), and actions on objectives [94].
An attacker may select the stages in their attack methodology based on suitability for their
execution plan. Each cyberattack can be traced to one or more root causes in an information
system: hardware, software, firmware, OS, protocols, layers, complexity, programming
language, humans, and more. Most of the literature on cybersecurity indicate that after
an attack, it is typical to focus on the symptoms of an attack and fix the problem as needed.
Many times, the roots of an attack may still exist and manifest as a new attack. This process
goes on as a “cat and mouse” game in a never-ending cycle. It is essential to find and
remove the root causes of cyberattacks to eliminate them. In current information systems,
cyberattack roots are inherently hidden in the architecture, protocols, policies, procedures,
objectives, requirements, design, and implementation of these systems. Thus, it is harder to
remove them as it assumes global markets and users. The cyberattack space is infinitely
large, as shown in Figure 1, and it is difficult to comprehend and address all possibilities for
a given cyberattack. Eliminating the roots of cyberattacks may require revolutionary and
non-evolutionary approaches, which are not the focus of current cybersecurity research.
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5.1. Overview of Selected Cyberattacks

In this section, we analyzed the chosen 22 cyberattacks. The related work and the
definitions of this cyberattack are provided in Section 2.1. We identified each attack’s
preventive mechanisms and some root causes using the existing literature. These root
causes will help to compare the security strengths and weaknesses of conventional and
BMC approaches.

5.1.1. Buffer Overflow

The following root causes and preventive methods are derived from [8,95].
Root Causes:

—_

Lack of bounds checking in functions.
2. Lack of input validation and sanitization by programmers.

Preventive Mechanisms:

1.  Consistently update OSs, programming languages, and compilers to their latest
versions.

Implement code protection mechanisms.

Use safe functions; validate and sanitize input data.

Employ static code analysis tools.

Provide consistent training and reviews.

AR

5.1.2. Phishing Attack

The following root causes and preventive methods are derived from [9,96].
Root Causes:

Clicking links can trigger malware downloads or redirect to malicious websites.
Downloading files can contain malicious code.

Running downloaded code can execute malware and cause attacks.

Messages from unauthenticated users may trigger attacks.

Email addresses are easily obtained, aiding targeted attacks.

Email attachments are a common phishing attack vector.

Website phishing can mimic legitimate sites for credential theft.

N L=

Preventive Mechanisms:

Check website URLSs.

Scrutinize website design.

Beware of urgency-based tactics.

Enable two-factor authentication (2FA).
Report suspicious activity.

Utilize access control lists (ACLs).
Employ email filtering.

Use machine learning-based detection.
Maintain regular backups.

Prioritize strong passwords.

Educate employees on cybersecurity awareness.
Develop incident response plans.
Provide consistent training and reviews.

PNANA L=
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5.1.3. Ransomware

The following root causes and preventive methods are derived from [10,77,91,97,98].
Root Causes:

Downloading email attachments.

Downloading files from untrusted websites.
Allowing downloaded code to run automatically.
Attacker accessing OS APlIs.

L
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Attacker exploiting hardware vulnerabilities (TPM: Trusted Platform Model,
BIOS, firmware).

Freely available educational resources on cybersecurity vulnerabilities and attack
techniques.

Preventive Mechanisms:

Deploy IDS (Intrusion Detection System) and IPS (Intrusion Prevention System).
Utilize TPM. (Note: it was also found that TPM has security vulnerabilities).
Maintain regular backups.

Implement blacklist-based detection: block known malicious domains and IP addresses.
Employ advanced ransomware detection: Use rule-based, statistical, machine learning-
based, or hybrid techniques.

Change the file extensions randomly.

Provide consistent training and reviews.

5.1.4. Denial of Service (DoS) and Distributed Denial of Service (DDoS)

N

XN

The following root causes and preventive methods are derived from [11,99].
Root Causes:

Allowing attackers to use a legitimate machine and infect it.

Allowing attackers to flood requests.

Freely available educational resources on cybersecurity vulnerabilities and attack
techniques.

Preventive Mechanisms:

Information entropy.

Machine learning-based methods.
Artificial neural networks (ANN).
Statistical analysis.

Flow statistics.

Rate Limiting.

TCP Proxies.

Provide consistent training and reviews.

5.1.5. Man-in-the-Middle (MITM)

NN

The following root causes and preventive methods are derived from [12,78,100].
Root Causes:

Attacker using public Wi-Fi access points.

Using a secure socket layer provided by the OS.

Exploiting protocol vulnerabilities in ARP, DHCP, DNS, ICMP, and IP.

Using open-source automation tools.

Using open-source OSs.

Lack of proper authentication measures to validate users.

Freely available educational resources on cybersecurity vulnerabilities and attack
techniques.

Preventive Mechanisms:

Enable two-factor authentication (2FA).

ARP Spoofing Detection: cryptographic, voting-based, hardware, server-based, host-
based solutions.

DNS Spoofing Detection: entropy-based, cryptographic, artificial neural network
(ANN) solutions.

IP Spoofing Defense: router-based, host-based, hybrid solutions.

SSL/TLS Solutions: detecting forged certificates, certificate pinning, multipath probing,
forcing SSL/TLS connections, friendly MITM, TLS extensions.

Provide consistent training and reviews.



J. Cybersecur. Priv. 2024, 4

703

5.1.6. Password Attack

The following root causes and preventive methods are derived from [13,101].
Root Causes:

Exploiting OS vulnerabilities.

Attacker modifying the number of password entry limits.
Attacker accessing password files.

Attacker accessing OS APlIs.

Attacker accessing system calls.

Weak or predictable passwords.

SANRAEE IR A

Preventive Mechanisms:

Conduct penetration testing.

Enable two-factor authentication (2FA).

Enforce and manage strong password policies.
Monitor activity for suspicious behavior.

Employ a layered defense for a strong security posture.
Limit attempts to enter a correct password.

Change passwords frequently.

Avoid using the same password for multiple accounts.
Avoid passwords that are vulnerable to dictionary attacks.
Use a password manager.

Do not write down passwords.

Consider password-less authentication techniques.
Provide consistent training and reviews.

PNANA LD
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5.1.7. Trojan Horse

The following root causes and preventive methods are derived from [14,102,103].
Root Causes:

Users download either files or software.
Running the downloaded code automatically.
Exploiting OS vulnerabilities.

Attacker accessing system calls.

Attacker accessing OS APlIs.

An attacker using auto-run-in script files.

SR S e

Preventive Mechanisms:

Avoid opening suspicious emails.

Download software only from verified publishers.
Scan URLs before clicking.

Use antivirus software.

Deploy honeypots.

Provide consistent training and reviews.

SR e

5.1.8. Virus

The following root causes and preventive methods are derived from [15,104,105].
Root Causes:

User downloading email attachments.

User downloading software.

Users accessing fake websites.

User using an infected USB or other mass storage device.
Allowing script files in emails.

Attacker using batch files.

Exploiting OS vulnerabilities.

NN
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Preventive Mechanisms:

Antivirus software.

Firewalls.

Keeping OSs up to date.

Regularly backing up digital records.
Scanning systems and USBs.

Provide consistent training and reviews.

5.1.9. Worms

N U L=
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The following root causes and preventive methods are derived from [16,106].

Root Causes:

Downloading software.

Downloading email attachments.

Accessing fake websites.

Using an infected USB or other mass storage device.
Allowing script files in emails.

Attackers using batch files.

Exploiting OS vulnerabilities.

Preventive Mechanisms:

Antivirus software.

Firewalls.

Keeping OSs up to date.

Frequent backups of digital records.
Scanning systems and USBs for malware.
Provide consistent training and reviews.

5.1.10. Spyware

NG N
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The following root causes and preventive methods are derived from [17,107].

Root Causes:

Downloading software.

Downloading email attachments.

Accessing fake websites.

Using an infected USB or other mass storage device.
Allowing script files in emails.

Attackers using batch files.

Exploiting OS vulnerabilities.

Preventive Mechanisms:

Spyware detection algorithms.

Antivirus software.

Firewalls.

Keeping OSs up to date.

Regularly backing up digital records.
Scanning systems and USBs for malware.
Provide consistent training and reviews.

5.1.11. Adware

1.

The following root causes and preventive methods are derived from [18,108].

Root Causes:

Marketing.
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Preventive Mechanisms:

Uninstall adware.

Reset web browser settings.

Delete web browser caches and cookies.
Use antivirus software.

Provide consistent training and reviews.

5.1.12. Rootkit

RN
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The following root causes and preventive methods are derived from [19,109].
Root Causes:

Installing software online.

Downloading software.

Exploiting OS vulnerabilities.

Accessing fake websites.

Using an infected USB or other mass storage device.

Using devices with infected firmware.

Firmware vulnerabilities.

Freely available educational resources on cybersecurity vulnerabilities and attack
techniques.

Preventive Mechanisms:

Antivirus software.

Firewalls.

Rootkit scanners.

Avoiding phishing scams.

Keeping OSs up to date.

Provide consistent training and reviews.

5.1.13. Botnet

L
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The following root causes and preventive methods are derived from [20,110].
Root Causes:

Software vulnerabilities.

Downloading software.

Using an infected USB or other mass storage device.
Open ports.

Preventive Mechanisms:

Using an IDS (Intrusion Detection System) and an IPS (Intrusion Prevention System).
Firewalls.

Enforce and manage strong password policies.

Access Control Lists (ACLs).

Al and automation tools for security.

Using bot managers.

Enable two-factor authentication (2FA).

Provide consistent training and reviews.

5.1.14. Data Breach

Ll

The following root causes and preventive methods are derived from [21,111].
Root Causes:

User mistakes or negligence.
Malicious insiders.

Lack of physical security.
Downloading software.
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Preventive Mechanisms:

Regularly back up digital records.

Cryptography.

Identity and access management (IAM), such as strong password policies.
Incident Response Plan (IRP).

Enable two-factor authentication.

Al and automation tools for security.

Provide consistent training and reviews.

N e b=

5.1.15. Advanced Persistent Threats (APT)

The following root causes and preventive methods are derived from [22,112].
Root Causes:

Downloading software.

Clicking on email attachments.

Using an infected USB or other mass storage device.

Accessing fake websites.

Exploiting OS vulnerabilities.

Freely available educational resources on cybersecurity vulnerabilities and attack
techniques.

oG W=

Preventive Mechanisms:

Access Control Lists (ACLs).

Controlling external media use.

Protecting valuable data.

Managing endpoint security.

Implementing Network Access Control (NAC).
Blocking high-risk applications.

Blocking known malware servers.

Analyzing security breaches for prevention.
Network and host hardening.

Provide consistent training and reviews.

PNANA L=
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5.1.16. SQL Injection

The following root causes and preventive methods are derived from [23,113].
Root Causes:

—

System privileges are granted to the DBMS.
DBMS bypassing OS controls.
Failure to validate and authenticate user-entered data.

W N

Preventive Mechanisms:

Input validation and sanitization.

Using prepared statements.

Firewalls.

Controlling database permissions.

Scanning code for SQL vulnerabilities.

Using a secure ORM framework.

Using properly constructed stored procedures.

Applying the principle of least privilege to database accounts.
Prohibiting default root or admin access to applications.
Changing DBMS accounts from defaults to something else.
Provide consistent training and reviews.

PNNA L
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5.1.17. Supply Chain
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The following root causes and preventive methods are derived from [24,114].
Root Causes:

Providing backdoors in software and hardware.
Exploiting OS vulnerabilities.

Open-source code.

Downloading software.

Using an infected USB or other mass storage device.
Users accessing fake websites.

Preventive Mechanisms:

Implement honey tokens.

Secure privileged access management (PAM).
Implement a Zero Trust Architecture (ZTA).
Identify potential insider threats.

Identify and protect vulnerable resources.
Minimize access to sensitive data.

Implement strict shadow IT rules.

Conduct regular third-party risk assessments.
Monitor vendor networks for vulnerabilities.
Identify all third-party data leaks.

Disable backdoors.

Provide consistent training and reviews.

5.1.18. URL Interpretation

o G W=

The following root causes and preventive methods are derived from [25,115].
Root Causes:

Attacker accessing private files through a URL link.
Preventive Mechanisms:

Input validation and sanitization.

URL encoding to prevent malicious characters.
Avoid using user input directly in code.
Implement strict access permissions.

Enable two-factor authentication (2FA).
Provide consistent training and reviews.

5.1.19. Insider Threats

N o=
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The following root causes and preventive methods are derived from [26,116].
Root Causes:

Failure to apply strong security policies to private data.

User mistakes or negligence.

Freely available educational resources on cybersecurity vulnerabilities and attack
techniques.

Preventive Mechanisms:
Implement proper access management.
Employ user behavior analytics to access private data.

Use offensive security measures.
Provide consistent training and reviews.
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5.1.20. Eavesdropping

The following root causes and preventive methods are derived from [27,117].
Root Causes:

1.  Freely available online automation tools.
Open Wi-Fi access at public places.

Preventive Mechanisms:
1.  Cryptography.
2. Provide consistent training and reviews.

5.1.21. Cookies

The following root causes and preventive methods are derived from [28,118].
Root Causes:

1.  Marketing tools and techniques online.
Attackers intruding into machines.
3. Exploiting vulnerable protocols to steal cookies.

Preventive Mechanisms:

1. Do not enable cookies and disable options in browser settings.
Provide consistent training and reviews.

5.1.22. Social Engineering

The following root causes and preventive methods are derived from [29,119].
Root Causes:

1.  Marketing tools and techniques online.
Attackers are intruding into machines.
Social platforms and networks.

@ N

Preventive Mechanisms:

Do not click on malicious links.

Do not download malicious software.

Do not enable cookies and disable options in browser settings.
Do not engage in conversations with unknown users.

Provide consistent training and reviews.

G LN

5.2. Description and Analysis of Selected Cyberattacks

This section analyzes the data collected on the 22 selected cyberattacks described in
Section 5.1. Each cyberattack has root causes and preventive mechanisms, as shown in the
cybersecurity literature review.

5.2.1. Root Causes for the 22 Cyberattacks

This section provides all elements of analysis and evaluation of BMC for cybersecurity.
The 22 cyberattacks have some common root causes, as described in Section 5.1. All these
root causes were collected in a list, and duplicates were eliminated. The new list resulted in
the 53 root causes listed in Table 3. As these root causes are derived from the 22 chosen
cyberattacks, this list may not be a complete list of all root causes that may exist in the field
of cyberattacks. The names of the root causes are slightly modified to make them more
readable while preserving the original meaning.
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Table 3. Root Causes.
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Allowing attackers to flood requests.

Allowing script files in emails.

Attacker accessing API.

Attacker accessing password files.

Attacker accessing private files from a URL link.
Attacker accessing system calls.

Attacker intruding into machines.

Attacker can modify the number of password entry limits.
Attacker using auto-run in script files.

Attacker using batch files.

Attacker using cookies.

Attacker using public Wi-Fi access point.

Attacker using website phishing.

DBMS by-passing OS.

Email addresses of users are easy to obtain.

Enabling adware to use browser apps.

Freely available educational resources on cybersecurity vulnerabilities and attack techniques.
Freely available online automation tools.

Attacker can use a legitimate machine and infect.
Hardware vulnerabilities.

Including attachments in emails.

Lack of bounds checking in functions.

Lack of data validation by developers.

Lack of physical security.

Malicious insiders.

Marketing tools and techniques online.

Not validating and authenticating user-entered data.
Open ports.

Open-source automation tools.

Open-source code.

Open-source OSs.

Open Wi-Fi access at public places.

OS vulnerabilities.

Protocol vulnerabilities in ARP, DHCP, DNS, ICMP, and IP.
Providing backdoors in software and hardware.
Receiving messages from unauthenticated users.
Running downloaded code automatically.

Secure sockets layer provided by the OS.

Software vulnerabilities.

Strong security policies are not applying to private data.
System privileges given to DBMS.

There is no proper authentication measure to validate users.
User accessing fake websites.

User clicking an unsolicited link.

User downloading a file from an unidentified website.
User downloading an unsolicited file.

User downloading email attachments.

User downloading software.

User installing software online.

User mistakes or negligence.

User using an infected USB.

User using infected firmware.

Firmware vulnerabilities.

5.2.2. Preventive Mechanisms for the 22 Selected Cyberattacks

The 22 chosen cyberattacks have some common preventive mechanisms, as described

in Section 5.1. All these preventive mechanisms were collected in a list, and duplicates
were eliminated. The new list has 97 individual preventive mechanisms, which are listed
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in Table 4. As these preventive mechanisms are derived from the 22 chosen cyberattacks,
this list may not be a complete list of all preventive mechanisms that may exist in the field
of cyberattacks. The names of the preventive mechanisms are modified to make them more
readable while preserving the original meaning.

Table 4. Preventive Mechanisms.

Access control lists (ACL).

Al and automation tools.

Analyzing security breaches.

Anti-virus software.

Artificial neural networks.

Avoid opening suspicious emails.

Avoid using user input directly.

Avoiding phishing.

9.  Beware of urgency.

10.  Blacklist-based.

11.  Blocking high-risk applications.

12.  Blocking known malware servers.

13.  Change file extensions randomly.

14.  Change password frequently.

15. Changing DBMS accounts to something else.
16.  Check bounds on string functions.

17. Check Website URLs.

18.  Provide consistent training and reviews.

19. Controlling database permissions.

20. Controlling external media.

21. Cryptography.

22.  Delete web browser caches and cookies.

23.  Detection of ARP spoofing.

24. Detection of DNS spoofing.

25. Disable backdoor.

26. Do not click on malicious links.

27. Do not download malicious software.

28. Do not enable cookies and disable options in browser settings.
29. Do not write down passwords.

30. Download software from verified publishers.
31. Email filtering.

32.  Enable two-factor authentication.

33. Enforce and manage strong passwords.

34. Firewalls.

35. Flow statistics.

36. Identify all potential insider threats.

37. Identify all third-party data leaks.

38. Identify and protect vulnerable resources.

39. Identity and access management (IAM), such as strong passwords.
40. Implement a Zero Trust Architecture (ZTA).
41. Implement honey tokens.

42. Implement proper access management.

43. Implement strict shadow IT rules.

44,  Implementing NAC (Network Access Control).
45. Incident response plan (IRP).

46. Information entropy.

47.  Input validation.

48. IP spoofing defense.

49. Keep operating systems up to date.

50. Layered defense for a strong security posture.

O N W=
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51. Limit access permissions.

52.  Limit the number of attempts to enter a correct password.
53. Machine learning-based method.

54. Managing endpoint security.

55. Minimize access to sensitive data.

56. Minimizing the privileges that are given to all database accounts.
57.  Monitor activity.

58.  Monitor vendor networks for vulnerabilities.

59.  Network and host hardening.

60. No same password for all accounts.

61. Penetration testing.

62. Perform static code analysis.

63. Plan ahead of security attacks.

64. Prohibiting DBA or admin access to applications.
65. Protect code segment.

66. Protecting valuable data.

67. Ransomware detection techniques.

68. Rate limiting.

69. Regularly backup digital records.

70. Report suspicious activity.

71.  Reset web browser settings.

72.  Rootkit scanners.

73.  Scan URLs.

74.  Scanning code for SQL injection vulnerabilities.
75.  Scanning system and USBs.

76.  Scrutinize website design.

77.  Secure privileged access management.

78.  Send regular third-party risk assessments.

79. Spyware algorithm detection.

80. SSL/TLS solutions.

81. Statistical analysis.

82. Take password protection seriously.

83. TCP proxies.

84. TPM (Trusted Platform Module).

85.  Uninstall adware.

86. URL encoding.

87.  Use honeypot.

88.  Use the latest OS, programming languages, and compilers.
89. Use offensive security measures.

90. Use password-less authentication.

91. Use password managers.

92.  Use user behavior analytics for accessing private data.
93. Using an ORM framework.

94. Using bot manager.

95. Using IDS and IPS.

96. Using prepared statements.

97.  Using properly constructed stored procedures.

5.3. Analysis of Cyberattacks

This section provides a discussion and analysis of 22 cyberattacks, root causes, preventive
mechanisms, and an evaluation of the BMC paradigm regarding cybersecurity vulnerabilities.

5.3.1. Root Causes vs. Cyberattacks

There are 22 chosen cyberattacks and 53 identified root causes. Figure 10 shows
a graph between the root causes and their corresponding cyberattacks. This figure shows
how many times a given root cause appears in the number of cyberattacks.
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Figure 10. Root causes vs. cyberattacks.

Observations: When a root cause occurs in many cyberattacks, it needs more attention to
address it. That does not mean less frequency of root causes is not important. The following
discussions refer to Figure 10, where more frequent occurrences of root causes are the focus.

OS vulnerabilities (#33) are identified as a root cause of cyberattacks at 9/22, or 40%.
These vulnerabilities are a common source of attacks due to their complexity and their role
as middleware for all applications. Many OS design features are offered due to convenience
and evolution, which may be exploited by an attacker. Also, OS versions and releases
change often [2], while users continue to use older versions. Attackers have more OS
vulnerability space by mixing old and new version releases.

System calls are part of an OS that is provided to build user applications and does not
allow users to access the hardware directly. The OS middleware handles hardware control
using a mode bit. An attacker may escalate the mode bit privilege and take over the system.
An APl is provided for convenience to system programmers and helps to port the code
across many platforms. APIs can be used by attackers to exploit OS vulnerabilities. There
are many other examples that illustrate OS vulnerabilities at many levels of an OS.

Fake websites (#43) are identified as a root cause of cyberattacks in 7/22, or 31%. Fake
websites can be created easily with the existing procedures. These links can be put into
emails and lure users to access a fake website. There are many phishing attacks that cause
users to access fake websites.

Downloads (#48) are identified as a root cause of cyberattacks in 10/22, or 45%. This
indicates that many attacks can be triggered by downloads. Attackers can attach malware
to a download file, thus causing a cybersecurity vulnerability. Downloads are essential and
used for convenience, which is a vulnerable feature.

Infected USBs (#51) are identified as a root cause of cyberattacks in 7/22, or 31%. It
is easy to infect removable devices, and thus it contributes to more vulnerabilities. Once
an infected USB is plugged in, it may spread malicious software and make a file system
inaccessible or crash a system.

Other root causes can be read from the graph, and it can be observed that their
frequency of occurrence in cyberattacks is smaller. Some root causes with smaller frequencies
may also be important based on their effectiveness in a cyberattack. All root causes must
be addressed and removed from the system to achieve a higher level of security.

Many other root causes, such as downloads, script files, and sockets/open ports,
depend upon the underlying OS. This is an indirect involvement of the OS, which is not
directly counted in OS vulnerabilities. Otherwise, OS vulnerabilities may be higher than
what is shown in this section (40%).

5.3.2. Preventive Mechanisms vs. Cyberattacks

There are 22 chosen cyberattacks and 97 preventive mechanisms. Figure 11 shows
a graph between the preventive mechanisms and their corresponding cyberattacks. This
figure shows preventive mechanism usage in different types of cyberattacks.



J. Cybersecur. Priv. 2024, 4

713

23
22
21
20
19
18 .

17

16 .
15 e @ oo

14

13 ee
12

1

10

Cyberattacks

Preventive Mechanisms vs Cyberattacks

0 2 4 6 8 10 12 14 16 18 20 22 24 26 28 30 32 34 36 38 40 42 44 46 48 50 52 54 56 58 60 62 64 66 68 70 72 74 76 78 80 82 84 86 88 90 92 94 96 98

Preventive Mechanisms

Figure 11. Frequency of preventive mechanisms.

Observations: Some observations from this graph are the following: If a preventive

mechanism is used in more attacks, it indicates that it is more important to implement
it. The preventive mechanism of consistent training and reviews (#18) is used for all
cyberattacks. The preventive mechanisms, including antivirus software (#4), two-factor
authentication (#32), firewalls (#34), and regularly backing up digital records (#69), have
a frequency of occurrence of 6/22 (or 27%). The preventive mechanism “keep OS up to
date” (#49) has a frequency of occurrence of 4/22 (or 18%). The preventive mechanism
“scanning system and USB” has a frequency of occurrence of 3/22 (or 13.6%). Other
preventive measures have a frequency of occurrence of less than 9%. Notice that none of
these preventive mechanisms guarantee 100% protection from any cyberattack.

5.3.3. Conventional Root Causes Applicable to BMC Systems

Table 3 shows a list of root causes collected in Section 5.1. As these root causes
are derived from conventional systems, we need to validate their applicability to BMC
systems. Table 5 illustrates the applicability of the root causes to BMC systems with relevant
references and justifications. Figure 12 shows that 8/53 = 15% of root causes are applicable

to BMC systems.

Table 5. The conventional root causes applicable to BMC systems.

. Applicability to BMC
Seq. Conventional Root Cause BMC Preventive Mechanism Reference
1 Allowing attackers to flood requests NO: uses stateless server and lean UDP protocol [56]
. R . g . . Section 3.5.1
2 Allowing script files in emails NO: script files are not allowed in emails Ttom #14
. NO: Direct Hardware API (HAPI) is not available Section 3.5.2
3 Attacker accessing API externally (NO OS) Ttem #8
. . NO: A single bare machine at a time is used by a single | Section 3.5.2
4 Attacker accessing password files user; no passwords are stored in the bare machine. Item #28
5 Attacker accessing private files from YES: Uses URL encoding and limits access permissions Table 4
a URL link such as conventional systems. Items #51, #86
6 Attacker accessing system calls NO: No system cal.ls are available externally; only HAPI | Section 3.5.2
is used by applications Ttem #8
. .. . NO: A machine is bare; while running one user, another | Section 3.5.2
7 Attackers intruding into machines -
user cannot run an application Item #2
Attacker is able to modify the number of . . Section 3.5.2
8 password entry limits NO: Not Applicable Item #28
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. Applicability to BMC
Seq. Conventional Root Cause BMC Preventive Mechanism Reference
9 An attacker using auto-run in script files | NO: script files are not allowed Isticntll(;qjal
10 Attacker using batch files NO: A batch file is not allowed; only bare applications run iicrg(;qjal
11 Attacker using cookies NO: Cookies are not allowed Section 3.5.1
Item #20
12 Attacker using public Wi-Fi access point | NO: Wireless is not allowed at this point. Istzcntll(;q; o1
NO: (1) In emails, website links are not allowed.
. . L (2) Only bare-to-bare users communicate on the bare Section 3.5.1
13 Attacker using Website phishing Internet. Although it is applicable but prevented in both | Item #18
of the above two cases.
14 | DBMS bypassing OS NO: Not possible (No OS) pection 352
15 Email addresses are easily obtained NO: Issuing of email addresses for bare users is restricted | Section 3.5.2
Y and physically controlled by a bare email administrator. | Item #23
16 Enabling Adware to use Browser Apps NO: No advertisements are allowed. Isticrg(#)#ri; o1
Freely available educational resources NO: no free education. One of the main reasons for .
. et . Section 3.5.1
17 on cybersecurity vulnerabilities and speedy cyberattacks is due to the fastest way to learn Ttem #6
attack techniques. attacking techniques freely using the Internet.
18 Freely available online automation tools | NO: A closed system, no freely available automation tools. Isteecntll(;g 93 21
19 Allowing attackers to use a legitimate NO: All legitimate machines are bare; nothing to Section 3.5.2
machine and infect infect them. Item #21
NO: Cannot get to hardware, as HAPI is not available .
s . c .. .. Section 3.5.2
20 Hardware vulnerabilities outside running applications. As the machine is bare, Ttem #21
physical attacks can only damage the machine.
. . . Section 3.5.1
21 Including attachments in emails NO: Attachments are not allowed. Ttom #15
2 Lack of bounds checking in functions NO: All strmg functions are strictly enforced for Table 4
bound checking. Item #16
YES: No exposure of attacks; all data entered by users is
checked for valid data and data types. Strict data Table 4
23 Lack of data validation by programmers | checking is conducted at a programming level. All bare Ttom #47
code is developed as one homogeneous entity; there is no
third-party software, no external models.
YES: Physical security is required when a user is running
an application suite on a bare machine (this is Section 3.5.2
24 Lack of physical security a mandatory requirement in the BMC paradigm). o
. . . ; Item #21
Otherwise, there is no need for physical security because
the machine is bare.
25 Malicious insiders YES: All insiders must be properly authorized and Section 3.5.2
trusted; otherwise, there is no security for any system. Item #23
26 Marketing tools and techniques online NO: Marketing tools and techniques are not online. Isti(‘z(#)#q; o1
o7 Not validating and authenticating user YES: User entered data must be validated and Table 4
entered data authenticated. Item #47
Section 3.5.2
28 Open ports NO: There are no open ports. Ttem #10
29 Open-source automation tools NO: There are no open-source automation tools. iiﬁc;q; =
30 Open-source code NO: Not allowed. Section 3.5.1
Item #2
Section 3.5.2
31 Open-source OSs NO: No OS. Ttem #1
32 Open Wi-Fi access at public places NO: Wi-Fi is not allowed at this point. Istee(;ﬁzﬁ 33 o1
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. Applicability to BMC
Seq. Conventional Root Cause BMC Preventive Mechanism Reference
33 OS vulnerabilities NO: No OS. Section 3.5.2
Item #1
NO: We limit our protocols to Ethernet and IP. The other
protocols are not available outside the application running
on the machine. Furthermore, there are no protocol layers.
e These protocols are implemented within the bare .
Protocol vulnerabilities in ARP, DHCP, L5 . Section 3.5.2
34 DNS. ICMP . and IP application. The attacker does not have the path to invoke Ttom #27
! ! these protocols. Although IP spoofing can be conducted,
the attacker does not have bare user authentication. Bare
user authentication is used in every packet, encrypted and
validated for each message transmission.

35 Providing backdoors in software and NO: Do not allow any backdoors. Section 3.5.1
hardware Item #2
Receiving messages from . . .. Section 3.5.2

36 . NO: Only communicate with the authentication users.
unauthenticated users Item #23
Running a downloaded code NO: Th.ere. is no downloac.hng code, although there is no Section 3.5.2

37 . dynamic linking and loading to run a code. The bare
automatically . . . Item #5, #6

code is statically compiled.

38 Secure socket layer provided by OS NO: No socket concept. Istee(;E?#I; 352

YES: Buffer overflow was discussed in items 22 and 23.
There could be possible programming errors; however,
the intruder has no access to modify or exploit injecting
39 Software vulnerabiliti new code due to static binding. There are no Section 3.5.2
© vuine €s deserialization issues as intruder has no access to the Item #5, #6
flow control of application. Overall, any software
vulnerabilities cannot cause any harm as the application
code is statically bound.

40 Stljong security policies not applying to YES: Only if the attacker is an insider.
private data

41 System privileges given to DBMS NO: No OS. DBMS is part of an application suite. Isticntll(;q 352

42 There is no proper authentication NO: All users are properly authorized and authenticated. Section 3.5.2
measure to validate users Item #23

. . NO: Not applicable (Only access legitimate and Section 3.5.1

43 User accessing fake websites authenticated bare websites) Item #18

NO: No downloads in emails; no website links in emails Section 3.5.2
44 User clicking an unsolicited link (only access legitimate and authenticated bare websites o
R Item #19
using the Bare Internet)

45 User downloading a file from NO: No online downloading (only access legitimate and | Section 3.5.2

an unidentified website authenticated bare websites using the Bare Internet) Item #19
. . . NO: No online downloading (only access legitimate and | Section 3.5.1

46 User downloading an unsolicited file authenticated bare websites using the Bare Internet) Item #18

47 User downloading email attachments NO: No attachments in emails. IS:;CIE(:; 53 S

48 User downloading software NO: No online downloading for software (Use CDs/USBs | Section 3.5.2

& from authenticated bare application providers) Item #19
. . . . . . Section 3.5.1
49 User installing software online NO: No installation software online. Ttom #12
50 User mistakes or negligence YES:. AH bare users must be properly trained to handle Section 3.5.1
sensitive data. Item #11
. . NO: Dual USBs (one for booting and second for Section 3.5.2

o1 User using an infected USB application). Both USBs must be physically secure. Item #25

52 User using infected firmware NO: Bundled with a domain-specific application suite iicrg(:;g'az

53 Firmware vulnerabilities NO: Bundled with a domain-specific application suite Istzcntlligg'az
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Figure 12. Root causes applicability to BMC.

For BMC systems, using Table 1, system guidelines, 17 out of 20 are resilient to
cybersecurity vulnerabilities. Similarly, using Table 2, system characteristics: 26 out of
28 are resilient to cybersecurity vulnerabilities. This makes it likely that BMC systems are

resilient to cyberattacks by design.

5.3.4. Conventional Preventive Mechanisms Applicable to BMC Systems

The 97 preventive mechanisms, listed in Table 4, are studied in this section. The
applicability of these preventive mechanisms to BMC systems is listed in Table 6, with
some justifications. As shown in Figure 13, about 63% of these preventive mechanisms are
applicable to BMC systems, as these mechanisms are very general in nature.

Table 6. The conventional preventive mechanisms applicable to the BMC system.

Seq. | Conventional Preventive Mechanisms Applicability to BMC
1 Access Control Lists (ACL) YES
2 Al and automation tools YES
3 Analyzing security breaches YES
4 Anti-Virus software NO: No OS.
5 Artificial neural networks YES
6 Avoid opening suspicious emails YES
7 Avoid using user input directly YES
8 Avoiding phishing YES
9 Beware of urgency NO: Not applicable
10 Blacklist-Based NQ: Not applicable, not needed since only communicates
with trusted bare users.
11 Blocking high-risk applications NO: only runs intended domain-specific application suite
. NO: No OS; malware cannot be downloaded and it cannot
12 Blocking known malware servers . . . i - .
communicate with domain-specific application suite.
13 Change file extensions randomly ggrd I:Iv(;tr szlillc?g{i.l)gttackers Do not have access to file
14 Change password frequently YES
15 Changing DBMS accounts to something else EI O: Not a}.)plicab!e.. No O.S’ d.atabage application is part of
are domain-specific application suite.
16 Check bounds on string functions YES. Uses only functions with bounds checking.
17 Check Website URLSs YES
18 Consistent trainings and reviews YES
19 Controlling database permissions YES
20 Controlling external media YES
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Seq. | Conventional Preventive Mechanisms Applicability to BMC
21 Cryptography YES
22 Delete web browser caches and cookies NO: Not applicable. Cookies are not allowed.
23 Detection of ARP Spoofing YES
24 Detection of DNS Spoofing YES
25 Disable backdoor YES
26 Do not click on malicious links YES
27 Do not download malicious software NO: Not applicable. Downloads are not allowed.
28 Do not enable cookies and disable options in browser settings | NO: cookies are not allowed.
29 Do not write down passwords YES
30 Download software from verified publishers NO: Not applicable.
31 Email filtering YES
32 Enable two-factor authentication NO: Not applicable.
33 Enforce and manage strong passwords YES
34 Firewalls NO: No OS.
35 Flow statistics YES
36 Identify all potential insider threats YES
37 Identify all third-party data leaks YES
38 Identify and protect vulnerable resources YES
39 Identity and access management (IAM), such as strong YES
passwords
40 Implement a Zero Trust Architecture (ZTA) 11}10: By default, the BMC system is built based on the Zero
rust concept.
41 Implement Honey tokens NO: No OS.
42 Implement proper access management YES
43 Implement strict shadow IT rules NO: Not applicable.
44 Implementing NAC (Network Access Control) YES
45 Incident Response Plan (IRP) NO: Not applicable.
46 Information entropy YES
47 Input validation YES: Checks for data type and size.
48 IP Spoofing Defense YES
49 Keep operating systems up to date NO: Not applicable since there is no OS.
50 Layered defense for a strong security posture YES
51 Limit access permissions YES
52 Limit the number of attempts to enter the correct password | YES
53 Machine Learning-Based Method YES
54 Managing endpoint security YES
55 Minimize access to sensitive data YES
56 Minimizing the privileges that are given to all database NO: Not applicable; no OS, database application is part of
accounts bare domain-specific application suite.
57 Monitor activity YES
58 Monitor vendor networks for vulnerabilities YES
59 Network and host hardening YES
60 No same password for all accounts YES
61 Penetration testing YES: Applicable to applications only, as there is no OS
62 Perform static code analysis YES
63 Plan ahead of security attacks YES
64 Prohibiting DBA or Admin access to applications NO: Not applicable
65 Protect code segment YES
66 Protecting valuable data YES
67 Ransomware Detection Techniques NO: Not applicable; no OS.
68 Rate Limiting YES
69 Regularly backup digital records YES
70 Report suspicious activity YES
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Seq. | Conventional Preventive Mechanisms Applicability to BMC
71 Reset web browser settings NO: Not applicable
72 Rootkit scanners NO: Not applicable; no OS.
73 Scan URLs YES
74 Scanning code for SQLI vulnerabilities YES
75 Scanning system and USBs YES
76 Scrutinize website design YES
77 Secure Privileged Access Management NO: No OS. All user accesses are part of domain-specific suite.
78 Send regular third-party risk assessments NO: No third-party software allowed.
79 Spyware algorithm detection NO: This algorithm is part of a domain-specific application.
80 SSL/TLS Solutions NO: Not sockets. TLS is part of a domain-specific application.
81 Statistical analysis YES
82 Take password protection seriously YES
83 TCP Proxies NO: Proxies are not allowed.
84 TPM (Trusted Platform Module) NO: The BIOS is bundled with application suites.
85 Uninstall adware NO: Not applicable. Adware is not allowed.
86 URL encoding YES
87 Use Honeypot NO: Not applicable; no OS.
88 Use the latest OS, Programming languages, and Compilers NO: Not apphcable; no OS. Need t(? use the latest
programming languages and compilers.
89 Use offensive security measures YES
90 Use Password-less authentication YES
91 Use password manager NO: Not applicable; no OS.
92 Use user behavior analytics for accessing private data YES
93 Using an ORM Framework NO: Not applicable
94 Using Bot Manager NO: No OS
95 Using IDS and IPS NO: No OS
96 Using Prepared Statements YES
97 Using properly constructed stored procedures YES

mYes = No

Figure 13. Preventive mechanisms applicability to BMC.

The remaining preventive mechanisms are not applicable, as most of them are related
to the OS. Tables 1 and 2 illustrate the resiliency to cybersecurity vulnerabilities by design
in BMC systems. Thus, additional preventive methods do not apply.

5.3.5. The Cyberattacks vs. the BMC Paradigm

Table 7 provides a final evaluation of the security strengths of the BMC paradigm and
its applications using BMC system guidelines, characteristics, and conventional preventive
measures as discussed before. Using the BMC approach, out of 22 cyberattacks studied,
only two of them do not have protection. These two cyberattacks are related to physical
security and the trust of insiders, which are applicable to all systems.
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Table 7. Evaluation of Bare Machine Computing (BMC) for cyberattacks.
S % Prevent Prevent
v = BMC (Guidelines, Characteristics, events events
# &= Root Cause and Preventive Mechanisms) Root Cause Attack
g < (Yes/No) (Yes/No)
2
S Uses only functions with bounds checking.
f; 1. Lack of bounds checking in functions Y Table 4, Item 16 & Yes
1 e - — Yes
o) 2. Lac.k.of lppuk’i validation and Checks for data type and size. Yes
E sanitization by programmers Table 4, Ttem 47
No Attachments and Links in il
1. User clicking an unsolicited link © aBMCe Glsliilelin;; (f 51) emats Yes
2. User downloading an unsolicited file No downloads are allowed. BMC
Characteristics (19) Yes
3. Running a downloaded code
4.  Receiving messages from Each message contains encrypted bare
unauthenticated users user authentication, which is given in Yes
50 person. BMC Characteristics (24)
=]
2 < Y
é’ . f Only bare users can communicate with s
A~ 5. Emz;ﬂ a.ddress €5 Of USers are easy each other. All bare users must be Yes
to obtain physically authorized and authenticated.
BMC Characteristics (23)
. . . No Attachments and Links in emails
6. Including attachments in emails BMC Guidelines (15) Vs
Only bare users can communicate with
” Attack e Websi hishi each other. All bare users must be
: ttacker using Website phishing physically authorized and authenticated.
BMC Characteristics (23)
1.  User downloading email attachments
2. User downloading a file from No downloads are allowed. BMC Yes
an unidentified Website Characteristics (19)
3. Running a downloaded code
automatically
% There are no system calls or APIs
2 . available to the outside world (outside
3 g 4 Attacker accessing OS API an application suite). BMC Yes Yes
§ Characteristics (8)
~
5. Attacker exploiting hardware A computing device (PC, Laptop,
vulnerabilities Smartphone, Server, Client, etc.) is bare Yes
BMC Characteristics (21)
6.  Freely available educati(.)nal Education and Knowledge: Restricted to
resources on cybersecurity authorized bare users. Yes
vulnerabilities and attack techniques BMC Guidelines (6)
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S ¥ Prevent Prevent:
v & BMC (Guidelines, Characteristics, events events
# g: = Root Cause and Preventive Mechanisms) Root Cause Attack
g < (Yes/No) (Yes/No)
Allowing attackers to use A computing device (PC, Laptop,
a legitimate machine and infect Smartphone, Server, Client, etc.) is bare. Yes
» BMC Characteristics (21)
@]
8 Rate Limiti
ate Limiting.
4 f Allowing attackers to flood requests Table 4, Ttem 28 Yes Yes
Q
A Freely available educational o
resources on cybersecurity Free Educatlory is pot allowed. BMC Yes
vulnerabilities and attack techniques Guidelines (6)
Attacker ‘.lsmg public Wi-Fi Currently Wi-Fi is not supported. BMC Yes
access pomnt Guidelines (13)
No sockets exist in the BMC paradigm as
Secure socket layer provided by OS there is no OS. BMC Characteristics Yes
(1and 9)
Protocol vulnerabilities in ARP, Network Interfaces and Protocol
DHCP, DNS, ICMP, and IP Vulnerabilities. BMC Characteristics Yes
(17 and 27)
= Automated tools are designed to work
5 = Open-source automation tools with only bare computing devices and Yes Yes
= applications. BMC System Guidelines (19)
No operating system. BMC
Open-source OSs Characteristics (1) Yes
) o Only bare users can communicate with
There is no prcl)%er authentication each other. All bare users must be Yes
measure to validate users physically authorized and authenticated.
BMC Characteristics (23)
Freely available educational . )
resources on cybersecurity Education and Knowledge: Restricted to
vulnerabilities and attack authorlzeq ba're USELS. Yes
techniques BMC Guidelines (6)
. No operating system. BMC
OS vulnerabilities Characteristics (1) Yes
- Attacker modifying the number of
g password entry limits No password files are stored in bare Y
6 % machines. BMC Characteristics (28) €s Yes
12}
& Attacker accessing password files
) There are no system calls or APIs
Attacker accessing OS API available to the outside world (outside Y
an application suite). BMC s
Attacker accessing system calls Characteristics (8)
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B = Prevents P t
9] cot. .. v revents
# §: § Root Cause BI\;II? d( g;?:;?::’ﬁ::;:;ts;fs <5 Root Cause Attack
= (Yes/No) (Yes/No)
User downloading software No downloads are allowed. BMC Yes
L e
Running a downloaded code Characteristics (19)
automatically
?
- .
9] - No operating system. BMC
7 E OS vulnerabilities Characteristics (1) Yes Yes
'% ) There are no system calls or APIs
E Attacker accessing system calls available to the outside world (outside Y,
an application suite). BMC ©s
Attacker accessing OS API Characteristics (8)
An'atta'cker using autorun in Script files are not allowed. BMC
script files Guidelines (14) Yes
User downloading email
attachments No downloads are allowed. BMC Y,
Characteristics (19) s
User downloading software
Onl to authenticated b
User accessing fake websites xe}{):iizzssﬁl\.j[éuGu?cllellcii:s (1§)r ¢ Yes
n
8 § Dual USBs (one for booting and a second Yes
§ User using an infected USB for application). Both USBs must be Yes
physically secure. BMC Characteristics (25)
Allowing script files in emails Scripts and batch files are not allowed. Y,
BMC Guidelines (14) s
Attacker using batch files
N ti tem. BM
OS Vulnerabilities © OCpilz'al?tge rsi}sI:iCQSH(ll) c Yes
Nod load llowed. BMC
User downloading software © OVVC?;);;::;SCSOXS) Yes
User downloading email attachments No Attachments and Links in emails Y
BMC Guidelines (15) ©s
Onl to authenticated b
User accessing fake Websites vrvle}‘;):ict:ssBl\.i[éuGueigellciiees (lg)r © Yes
2] .
9 g Yes
= Dual USBs (one for booting and
. . a second for application). Both USBs
User using an infected USB must be physically secure. BMC Yes
Characteristics (25)
Allowing script files in emails Script and batch files are not allowed. Y,
BMC Guidelines (14) s
Attacker using batch files
N t tem. BM
OS Vulnerabilities © O(I;Ez;agersi}s]tsicesn(ll) c Yes
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Table 7. Cont.
—
~
8 o BMC (Guidelines, Characteristics, Prevents Prevents
# Q= Root Cause and Preventive Mechanisms) Root Cause Attack
B < (Yes/No) (Yes/No)
. No downloads are allowed.
User downloading software BMC Characteristics (19) Yes
User downloading email No Attachments and Links in emails Yes
attachments BMC Guidelines (15)
. . Only access to authenticated bare
3 User accessing fake Websites websites. BMC Guidelines (18) Yes
[
10 i Dual USBs (one for booting and a second Yes
o User using an infected USB for application). Both USBs must be Yes
physically secure. BMC Characteristics (25)
. . . Script and batch files are not allowed.
Allowing script files in emails BMC Guidelines (14) Yes
. . Script and batch files are not allowed.
Attacker using batch files BMC Guidelines (14) Yes
- No operating system. BMC
OS Vulnerabilities Characteristics (1) Yes
. No downloads are allowed. BMC
User downloading software Characteristics (19) Yes
User downloading email No Attachments and Links in emails Yes
attachments BMC Guidelines (15)
. . Only access to authenticated bare
1 § User accessing fake Websites websites. BMC Guidelines (18) Yes Y
es
;ct’ Enabling adware to use Advertisements are not allowed. BMC Yes
browser apps Guidelines (17)
- No operating system. BMC
OS Vulnerabilities Characteristics (1) Yes
. . Cookies are not allowed. BMC Y,
Attacker using cookies Guidelines (20) es
User i i ¢ i Online installation is not allowed. BMC
ser installing software online Guidelines (12)
. No downloads are allowed. BMC
User downloading software Characteristics (19) Yes
- No operating system. BMC
OS Vulnerabilities Characteristics (1) Yes
0 . . Only access to authenticated bare
g User accessing fake websites websites. BMC Guidelines (18) Yes
12 5 Yes
;5_43 Dual USBs (one for booting and a second
User using an infected USB for application). Both USBs must be Yes
physically secure. BMC Characteristics (25)
User using infected firmware Bundled with the domain-specific Y,
Firmware vulnerabilities application suite. BMC Characteristics (26) s
Freely available educational Education and Knowledge: Restricted to
resources on cybersecurity authorized bare users. Yes

vulnerabilities and attack techniques

BMC Guidelines (6)
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Table 7. Cont.

Type of
Attack

Root Cause

BMC (Guidelines, Characteristics,
and Preventive Mechanisms)

Prevents
Root Cause
(Yes/No)

Prevents
Attack
(Yes/No)

13

Botnets

Software vulnerabilities

Yes, however, these software
vulnerabilities cannot be exploited by
the attacker as the domain-specific
application suite is statically bounded.
BMC Characteristics (2 and 5)

Yes

User downloading software

No downloads are allowed. BMC
Characteristics (19)

Yes

User using an infected USB

Dual USBs (one for booting and
a second for application). Both USBs
must be physically secure. BMC
Characteristics (25)

Yes

Open ports

There are no open ports in BMC
applications.
BMC Characteristics (10)

Yes

Yes

14

Data Breaches

User mistakes or negligence

Yes: BMC Guidelines (11).
Table 4, Item 18

Malicious insiders

Yes, all insiders must be properly
authorized and trusted. Otherwise, there
is no security for any system.

BMC Characteristics (23)

Lack of physical security

Yes: Physical security is required when
a user is running an application suite on
a bare machine (this is a mandatory
requirement in the BMC paradigm).
Otherwise, there is no need for physical
security because the machine is bare.
BMC Characteristics (21)

User downloading software

No downloads are allowed. BMC
Characteristics (19)

Yes

No, these
threats
are
related to
physical
security
abuse.

15

Advanced Persistent Threats

User downloading software

No downloads are allowed. BMC
Characteristics (19)

Yes

User using an infected USB

Dual USBs (one for booting and
a second for application). Both USBs
must be physically secure. BMC
Characteristics (25)

Yes

User accessing fake websites

Only access to authenticated bare
websites. BMC Guidelines (18)

Yes

OS Vulnerabilities

No operating system. BMC
Characteristics (1)

Yes

Freely available educational
resources on cybersecurity
vulnerabilities and attack
techniques

Education and Knowledge: Restricted to
authorized bare users.
BMC Guidelines (6)

Yes

16

SQL Injection

System privileges given to DBMS

No operating system. BMC
Characteristics (1)

Yes

DBMS by-passing OS

The DBMS is part of the specific-domain
application suite. BMC Characteristics (2)

Yes

Not validating and authenticating
user-entered data

Each message contains encrypted bare
user authentication, which is given in
person. BMC Characteristics (24)

Yes

Yes
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Table 7. Cont.
Yy
o =4 Sy s e Prevents Prevents
# g § Root Cause BI\;II(I: d( g;f:;t?;:’ﬁ::;:;t;;s:; s Root Cause Attack
2 < (Yes/No) (Yes/No)
There are no hardware backdoors, as the
devices are bare and physically secured.
Providing backdoors in software T‘};ere are no s'off'twarelpackdoorg as the Y
and hardware omain-specific app 1cat10n. suite can es
only perform intended functions. BMC
Guidelines (2) and BMC
Characteristics (2)
= .
‘3 s No operating system. BMC
(]
5 OS Vulnerabilities Characteristics (1) Yes
17 ~: Open-source code It is a closed system. BMC Guidelines (2) Yes Yes
Q.
=1 . No downloads are allowed. BMC
D User downloading software Characteristics (19) Yes
Dual USBs (one for booting and a second
. . for application). Both USBs must be
User using an infected USB physically secure. BMC Yes
Characteristics (25)
. . Only access to authenticated bare
User accessing fake Websites websites. BMC Guidelines (18) Yes
o
3
" E/(] g Attacker accessing private files Uses URL encodmg a.nd limited access y y
D 4 through a URL link PETMISSIONS. €s €s
3] Table 4, Items 51, 86
£
Strong security policies not Yes, if the attacker is an insider No
applying to private data
Yes: BMC Guideli 11). Table 4,
g *ﬁ User mistakes or negligence e ui ¢ 1nles (11). Table No
9| T 9 tem 18 No
92]
l= Freely available educational Education and Knowledge: Restricted to
resources on Cybersecurity authorized bare users. Yes
vulnerabilities and attack techniques BMC Guidelines (6)
b0 Automated tools are designed to work
& Freely available online with only bare computing devices and
a, y L Yes
& automation tools applications. BMC System
20 § Guidelines (19) Yes
] S,
Currently Wi-Fi not s orted. BMC
5 Open Wi-Fi access at public places " Y Gui delinesu(lig) Yes
Marketing tools and techniques Advertisements are not allowed. BMC
1. Yes
online Guidelines (17)
8 A computing device (PC, Laptop,
21 < Smartphone, Server, Client, etc.) is bare. Yes
8 Attackers are intruding into When one application suite is running, Yes
machines another one cannot run, thus there is no
intrusion from other applications. BMC
Characteristics (21)
0 Marketing tools and techniques Advertisements are not allowed. BMC
& . . Yes
& online Guidelines (17)
]
g A computing device (PC, Laptop,
22 go Smartphone, Server, Client, etc.) is bare. Yes
M Attackers are intruding into When one application suite is running,
= hi . Yes
-8 machines another one cannot run, thus there is no
&R intrusion from other applications. BMC
Characteristics (21)
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6. Significant Contributions

The BMC paradigm results in a new approach to developing computer applications.
If all computing devices are bare, including PCs, laptops, and smartphones, there are no
resources to protect other than the hardware. Bare machines are ownerless and usable
by any user at any time by loading their own bare applications. There is nothing to
compromise on a bare machine other than a running application. A bare machine and bare
machine applications can survive for a long period of time without obsolescence. A single
bare machine can serve many users in a time-shared manner, one user at a time, without
dedicating an individual machine to each user. The BMC paradigm forces applications
to use abstractions and extensions instead of obsoleting them before their normal life
span. The focus on end-user applications instead of computer platforms will reduce waste,
dumping, and the obsolescence of hardware, software, and people skills.

When the OS is eliminated, all OS vulnerabilities are eliminated. While a given BMC
application suite is running, other applications cannot interfere with it since they cannot run
at the same time. A BMC application suite runs only intended functions and nothing else.
BMC systems are inherently secure by design and are likely to prevent many cybersecurity
attacks. This paper will put a seed in the ground for building future systems that are highly
secure. This paper also provides an alternative to conventional systems to build highly
secure systems.

Conventional systems are centralized, based on some flavor of an OS, and are potentially
exposed to cybersecurity vulnerabilities by their design. Since BMC systems are closed
systems, application information on system internals and security mechanisms is not
readily available except through reverse engineering. Such information may only be
useful for devising attacks against one BMC application, as other applications may have
completely different characteristics. The absence of an OS enables applications and
their hardware interfaces to be customized to improve security. Only a port currently
used by an application can be targeted by a DoS or DDoS attack. There are no OS
interfaces or protocols to easily compromise since they are hidden and integrated with
the application. BMC systems are not accessible by unauthorized global users unless they
steal the credentials of legitimate bare users. The inability to download software and open
email attachments and the unavailability of free and open specifications limit cybersecurity
vulnerabilities in BMC systems.

In a bare Internet, all devices are bare, and all authorized users are authenticated.
This offers an alternative to the current Internet, which is designed for a global market
and global users. The Internet is large, complex, and global in nature, whereas a bare
Internet is small and only serves a limited population of bare users. Solving cybersecurity
problems on the current Internet using global solutions is not practical. In a bare Internet, it
is possible to divide and conquer security problems by isolating bare users from the rest of
the Internet.

This work serves as a foundation for building secure computer and information
systems based on the BMC paradigm. BMC systems are simple, secure by design, and
easy to build. The BMC approach enables novel computer architectures and innovative
information system design to support domain-specific applications that are independent of
computer platforms.

7. Conclusions

We evaluated the BMC paradigm for its resilience against 22 popular cyberattacks. We
collected data for these attacks and identified their root causes and preventive methods. As
most of these attacks target conventional systems with some form of an OS, we identified
conventional system guidelines and characteristics and compared them with BMC system
guidelines and characteristics. In addition, we provided some background on BMC
applications and examined code snippets to give more insight into the BMC paradigm.

We found that in conventional system guidelines, 15 out of 20 have possible exposure
to cybersecurity vulnerabilities, whereas in BMC systems, 17 out of 20 have possible
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resilience to cybersecurity vulnerabilities. Similarly, in conventional system characteristics,
17 out of 28 have possible exposure to cybersecurity vulnerabilities, whereas in BMC
systems, 26 out of 28 have possible resilience to cybersecurity vulnerabilities. Overall, BMC
systems show possible resiliency, and conventional systems indicate possible exposure to
cybersecurity vulnerabilities.

The following observations are made on root causes versus cyberattacks. Root
cause contributions for OS vulnerabilities are 40%, fake websites are 31%, downloads
are 45%, and infected USBs are 31%. This clearly indicates the dominance of operating
systems in cyberattacks. Similarly, the following observations are made on preventive
mechanisms versus cyberattacks. The preventive mechanism contribution for consistent
training and reviews is 100%. The preventive mechanism contributions for antivirus
software, two-factor authentication, firewalls, and regularly backing up digital records
are 27% for each. The preventive mechanism contribution for “keeping OS up to date” is
18%. The preventive mechanism contributions for “scanning system and USB” are 13.6%.
Other preventive mechanisms have contributions less than 9%. Notice that none of these
preventive mechanisms guarantee 100% protection from any cyberattack.

We also noted that for the BMC systems, the applicability of the root causes is 15%,
and the applicability of preventive mechanisms is 63%.

We conducted a comprehensive evaluation of the BMC paradigm using the selected
attacks and their root causes, which showed that 20 out of 22 attacks are preventable by
using this paradigm. The other two attacks, namely data breaches and insider threats,
are not preventable as they are caused by insiders who misuse their trust. We described
significant contributions of this research, which justify use of the BMC paradigm for
building real-world applications with intrinsic security. Future studies should further
investigate the inherent security strengths of the BMC paradigm and the resilience of BMC
applications against possible cyberattacks.
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