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Abstract: In response to the growing need for enhanced energy management in smart grids in sus-
tainable smart cities, this study addresses the critical need for grid stability and efficient integration
of renewable energy sources, utilizing advanced technologies like 6G IoT, AI, and blockchain. By
deploying a suite of machine learning models like decision trees, XGBoost, support vector machines,
and optimally tuned artificial neural networks, grid load fluctuations are predicted, especially during
peak demand periods, to prevent overloads and ensure consistent power delivery. Additionally,
long short-term memory recurrent neural networks analyze weather data to forecast solar energy
production accurately, enabling better energy consumption planning. For microgrid management
within individual buildings or clusters, deep Q reinforcement learning dynamically manages and
optimizes photovoltaic energy usage, enhancing overall efficiency. The integration of a sophisticated
visualization dashboard provides real-time updates and facilitates strategic planning by making
complex data accessible. Lastly, the use of blockchain technology in verifying energy consumption
readings and transactions promotes transparency and trust, which is crucial for the broader adop-
tion of renewable resources. The combined approach not only stabilizes grid operations but also
fosters the reliability and sustainability of energy systems, supporting a more robust adoption of
renewable energies.

Keywords: smart grid management; renewable energy integration; machine learning; artificial neural
networks; grid load stability prediction; solar energy forecasting; LSTM-RNN; deep Q reinforcement
learning; real-time data visualization; blockchain technology

1. Introduction

Amid a rapidly evolving global energy landscape, nations worldwide confront the
pressing challenges of escalating energy demand and the imperative for sustainable de-
velopment. This research proposes an innovative approach to energy management that
harnesses the burgeoning capabilities of artificial intelligence, IoT, and blockchain tech-
nology to revolutionize how energy is managed, distributed, and consumed over diverse
terrains. Specifically targeting developing countries like India, this project integrates solar
energy into power management systems at all levels, aiming to enhance the sustainabil-
ity and efficiency of these networks through the strategic application of deep learning
algorithms. This integration not only optimizes energy distribution but also ensures grid
stability and provides accurate forecasts of solar power generation, fostering the develop-
ment of a resilient, self-optimizing energy network that supports energy independence
while promoting economic stability and environmental preservation.
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At the lowest level involving microgrids, the project optimizes energy management
by incorporating photovoltaic energy and employing deep Q reinforcement learning to
adaptively manage and allocate resources, thus enhancing efficiency and adaptability.
To ensure grid stability, particularly during peak demand periods, we deployed a suite of
machine learning models, including support vector machine (SVM), decision trees, extreme
gradient boosting (XGBoost), and custom-built artificial neural networks (ANNs). These
models are crucial in predicting and managing grid load stability, effectively preventing
overloads and ensuring a consistent and reliable power supply. Enhancing this framework,
predictive capabilities for solar energy generation are developed using a long short-term
memory-recurrent neural network (LSTM-RNN) to analyze weather data, allowing for
precise predictions of daily solar energy output. This capability helps users align their
energy consumption with availability.

Complementing these AI-based technological advancements, a sophisticated visualiza-
tion dashboard provides real-time, comprehensive updates and reports, aiding in strategic
decision-making. The project also pioneers the use of blockchain technology, using smart
contracts to authenticate energy transactions, enhancing transparency, accuracy, and trust
within the renewable energy sector.

Looking toward the future, further enhancements can be realized by integrating
emerging technologies such as 6G and optical IoT within this smart grid framework. The
advent of 6G, with its ultra-reliable low-latency communications (URLLC) and high-speed
data transfer capabilities, is poised to revolutionize how data are exchanged between
sensors and control systems within smart grids. These improvements will optimize energy
management systems by enabling faster and more secure data transmission, which is critical
for real-time grid responsiveness and efficient energy distribution. Furthermore, optical
IoT devices play a crucial role in providing precise measurements of energy consumption,
generation, and storage. This precision leads to the more efficient distribution of energy
resources and enhances the reliability of renewable energy systems. Together, 6G and
optical IoT technologies present a transformative opportunity to advance the capabilities of
smart grids, supporting the development of resilient and intelligent energy networks that
can meet future demands.

This work demonstrates the transformative power of technology in shaping the future
of energy. By integrating AI, IoT, blockchain, and emerging communication technologies
like 6G and optical IoT, this research lays the groundwork for a resilient, intelligent energy
network that supports not just energy independence but a holistic and sustainable approach
to smart urban development.

2. Background

Abdul Salam [1] developed various methodologies with a focus on ANN for han-
dling photovoltaic (PV) data’s nonlinearity. Traditional methods like linear regression are
supplemented by advanced techniques such as LSTM networks and machine learning
(ML) algorithms like SVM, contributing to improved forecasting accuracy and showcasing
ANN’s potential for enhancing solar PV integration into the grid. Mohamed Masouddi [2]
proposed grid stability using various deep learning (DL) models, where bidirectional gated
recurrent unit (Bi GRU), LSTM, XGBoost, ANN, light GBM (LGBM), extreme learning
machine (ELM), and quantitative assessments where performed. All model prediction
accuracies were compared with the parameters R-squared (R2), root mean squared error
(RMSE), and mean absolute error (MAE) values, where BiGRU and ANN were the efficient
models. Abdulwahed [3] evaluated various ML models for smart grid stability prediction,
including SVM, logistic regression (LR), decision tree (DT), random forest (RF), gradient-
boosting trees (GBT), multilayer perceptron (MLP), gated recurrent unit (GRU), recurrent
neural network (RNN), and long short-term memory (LSTM). The proposed DL model,
inspired by DenseNet and ResNet, surpasses traditional classifiers, achieving up to 2.11%
higher accuracy. These results of accurate smart grid stability predictions show promising
resilient and efficient energy management systems. Abbhass [4] developed smart grids
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for better systems by implementing an ANN to forecast nodal voltage levels in the IEEE
4-bus system, comparing four ANN models. The ensemble model achieved the highest
accuracy of 98.73% with mean squared error (MSE) and MAE values. Load forecasting
and voltage stability through ML models like RF, SVM, and ANN show promise in power
grid recovery and stability predictions. Lakhdar [5] predicted that solar power output
accurately aids in efficient grid management. LSTM neural networks outperform GRU
and ML models, achieving the lowest RMSE and MAE for 1 h and 2 h forecasting; LSTM
consistently performs well across all seasons, demonstrating its effectiveness in solar power
forecasting. Akshita [6] developed a smart grid that incorporates renewable energy stability
prediction. Decentralized systems offer real-time decision-making, enhancing fault detec-
tion and self-healing capabilities. ML, particularly ANN, provides high accuracy in stability
prediction. Optimization factors include hidden layer configuration, activation functions,
and optimizers like Adam. ANN models achieve up to 94.63% accuracy in predicting smart
grid stability. Raihanah [7] explored solar irradiance forecasting using random RF and
multi-task learning (MTL) for enhanced accuracy. The integration of SWD with Daubechies
wavelets effectively reduced noise, optimizing RF’s performance. Principal component
analysis (PCA) was found to degrade RF’s accuracy. Through sensitivity analysis, optimal
parameters of 700 trees and eight leaves were determined, refined RF’s prediction for
solar irradiance forecasting. Elham [8] conducted a sensitivity analysis on the learning
parameters for distributed energy resources, finding optimal strategies. Four configura-
tions were evaluated, showing significant profit improvements with learning enabled. The
results demonstrated that learning enhances agents’ adaptation and profit maximization in
multi-agent environments. Zhong [9] addressed the critical need for accurate solar power
forecasting due to the impact of weather uncertainties on renewable energy integration. By
focusing on numerical weather prediction data, including radiation, precipitation, wind
speed, and temperature, the research identifies the key weather variables influencing so-
lar power generation. Various deep learning models are employed for forecasting, with
inputs comprising historical solar power measurements and numerical weather prediction
(NWP) data. Raihanah [10] proposed a forecasting technique to predict solar panel power
generation, mitigating the challenges posed by intermittent solar energy. By combining a
sky imagery model with a statistical approach using Raspberry Pi and LSTM, the method
improves accuracy. The results show performance during rainy days, highlighting the
potential of affordable hardware solutions. Expanding datasets and optimizing algorithms
for broader weather conditions offers a promising avenue for microgrid solar forecasting.

Boumaiza [11] proposed a blockchain-based energy trading simulation for direct trans-
actions between prosumers and consumers, eliminating intermediaries. Using geographic
information system (GIS) data in an agent-based simulation illustrates the potential of
decentralized energy trading. This aids stakeholders in understanding market dynam-
ics and making better decisions about distributed energy resources. Sang [12] explored
blockchain’s energy applications, emphasizing decentralization, security, and transparency.
It supports P2P energy trading and smart metering in grid and prosumer settings and
standardizes blockchain for energy, aiming at interoperability and scalability. It demon-
strates blockchain’s potential to transform energy markets and grid technology adoption.
Plaza [13] proposed a blockchain solution for decentralized solar energy sharing, using
smart metering and a consortium blockchain with smart contracts for secure transactions.
By fostering decentralized energy communities, the paper highlights blockchain’s role in
governance and transitioning to renewable energy, paving the way for effective distributed
energy management. Dimobi [14] suggested a Hyperledger Fabric blockchain-based model
for energy exchange among residents with distributed energy resources in a 30-home
microgrid. Simulations indicate a preference for auction-less schemes, particularly with
diverse energy mixes, and highlight blockchain’s role in encouraging demand energy
investment and improving energy efficiency in microgrid communities. Tiwari [15] eval-
uated the generative adversarial network (GAN), especially StyleGAN2, for NFT digital
creation, gauging their suitability, merging AI with blockchain, offering fresh methods for
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production and verification, and benefiting artists. It outlines the pros and cons of employ-
ing GAN-generated art in NFT markets, encouraging future exploration of AI-driven art
creation and its market prospects.

3. Materials and Methods
3.1. Grid-Level Stability Management
3.1.1. Methodology

The transition to smart grids, by incorporating renewable energy sources and bidi-
rectional energy flows, demands the dynamic and precise management of grid stability.
In these systems, consumer and producer roles blur as ‘prosumers’ engage in both consum-
ing and generating electricity. The foundational step involves gathering real-time data on
energy production and consumption from all nodes across the grid, leveraging advanced
metering infrastructure (AMI) and IoT devices. This detailed monitoring covers not only
the quantities of electricity consumed and produced but also the precise timing and rate of
these activities. This is essential for maintaining an accurate power balance and identifying
any discrepancies that might indicate stability issues within the grid.

Following data collection, the methodology advances to dynamic pricing and demand
response management, utilizing a decentralized smart grid control (DSGC) system. This
system dynamically adjusts energy prices in response to real-time supply and demand
conditions, employing a mathematical model that incorporates factors such as total power
balance, participant reaction times, and energy price elasticity. Consumers, informed by
these real-time price signals, can adjust their energy consumption or production accordingly.
This interactive process not only enhances the grid’s efficiency but also actively involves
consumers in the stabilization process, allowing them to respond adaptively to changes in
energy pricing.

The final phase of this methodology emphasizes ongoing monitoring and stability
assessments by analyzing the grid’s frequency at various points across the network. Fluctu-
ations in frequency are key indicators of the balance between supply and demand, making
precise monitoring essential for maintaining grid stability. Machine learning algorithms
and artificial neural networks [16] (ANNs) are integral to the decentralized Smart grid
control (DSGC) system, which utilizes these technologies to interpret frequency data and
adjust pricing strategies accordingly and continuously. When significant deviations in
the frequency are detected, the system can initiate automated controls to either ramp up
production at central power plants or activate specific demand response measures. These
proactive adjustments help prevent instabilities and ensure the reliable operation of the grid.
This advanced, data-driven approach enhances the management of the dynamic energy
system, supports the broader integration of renewable energy sources, and promotes active
consumer participation in energy management.

3.1.2. Datasets

The dataset [17,18] used in this project consists of 60,000 observations, simulating grid
stability across a symmetric four-node star network as shown in Figure 1 below, which
includes one supplier node and three consumer nodes. It contains 12 primary predictive
features, which are crucial in determining the grid’s stability. The reaction times (tau1 to
tau4) represent how quickly the network participants respond to changes in energy prices,
with values ranging between 0.5 and 10. Specifically, tau1 corresponds to the supplier node,
while tau2 through tau4 corresponds to the consumer nodes. The nominal power levels
(p1 to p4) indicate the power produced by the supplier and consumed by the consumers.
The supplier’s power (p1) is always positive, balancing the total power consumed by the
consumers, whose values (p2 to p4) range between −2.0 and −0.5. The price elasticity
coefficients (g1 to g4) measure how sensitive each node is to price changes, with values
ranging from 0.05 to 1.00; g1 applies to the supplier node, while g2 through g4 applies
to the consumers. The dependent variable, stabf, is a binary indicator of grid stability,
categorizing each scenario as either “stable” or “unstable” based on the maximum real part
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of the characteristic differential equation root (stab), with stability determined when this
value is less than or equal to zero.
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The data points represent a variety of potential scenarios within the grid, captured
through simulations based on a differential equation model representing the decentral
smart grid control (DSGC) system that accounts for different configurations of reaction
times, power levels, and price elasticities. This model focuses on monitoring the grid’s
frequency and reacting to power imbalances caused by fluctuations in production and
consumption. The comprehensive nature of this dataset makes it particularly well-suited
for the development of predictive models that can accurately forecast grid stability. By
examining the interplay between the various predictive features and the resulting stability
classifications, researchers can gain valuable insights into the dynamics of grid stability.
This, in turn, enables the development of more effective strategies for managing grid stabil-
ity in real-world applications, particularly in response to changes in energy production,
consumption, and pricing.

3.1.3. Algorithms

Stacking Classifier: The project utilizes a stacking classifier for classification tasks,
combining the predictive power of the decision tree [19], support vector machine [20], and
XGBoost [21] models. The base learners are strategically chosen for their diverse strengths:
Decision trees provide intuitive decision rules and overfitting resistance with depth con-
trol; SVMs offer robust classification, which is especially effective in high-dimensional
spaces; and XGBoost excels with its gradient-boosting framework that handles varied data
structures efficiently. These models are stacked, with logistic regression acting as the final
estimator, and are tasked with optimally integrating the individual predictions into a final
decision. This ensemble method enhances the predictive performance by leveraging the
unique advantages of each model, reducing the likelihood of overfitting by cross-validating
predictions during training.

Artificial Neural Network (ANN): The artificial neural network (ANN) is utilized
for grid stability classification and is constructed using Keras, a user-friendly high-level
neural network API that is designed for quick experimentation and efficient deployment.
The ANN architecture begins with an input-dense layer and includes batch normalization,
which helps stabilize the activation distribution across the updates during training by
reducing internal covariate shifts. To prevent overfitting, dropout layers with a rate of
0.3 are strategically placed within the network. This method randomly deactivates a
subset of neurons during training, compelling the network to learn more generalized and
robust features.
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Bayesian optimization [22] is applied to optimize the ANN’s architecture and hy-
perparameters [23], using a Gaussian process (GP) as the surrogate model and expected
improvement (EI) as the acquisition function. The GP model is described by the follow-
ing equation:

f (x) ∼ GP
(
m(x), k

(
x, x′

))
(1)

where m(x) is the mean function that provides the expected value of the objective function
at point x, and k(x,x′) is the covariance function or the kernel, which measures the similarity
between different points x and x′ in the input space. This kernel function plays a crucial
role in capturing the underlying structure of the data, allowing the GP to model complex
relationships between inputs and outputs. For example, in the commonly used radial basis
function (RBF) kernel, the covariance between two points decreases exponentially with
their distance in the input space, meaning that closer points are expected to have more
similar objective function values. The expected improvement (EI) function, which guides
the search for optimal hyperparameters, is defined as:

EI(x) = E
[
max

(
f (x)− f

(
x+

)
, 0
)]

(2)

where x+ denotes the point with the best observed objective function value so far; for
instance, if the current best objective value is f (x+) = 0.8, and the GP predicts that at a new
point x, the objective function f (x) might be as high as 0.85 with some uncertainty, the EI
function will quantify the expected gain from sampling this new point. If the uncertainty
(represented by the GP’s variance) is high, the EI might suggest exploring this new point,
even if the mean prediction is close to the current best. This setup enables a balance between
exploration (sampling where the uncertainty is high) and exploitation (sampling where
improvement is expected). Through this method, the algorithm systematically explores
different configurations of neurons and dropout rates, iteratively refining the model by
evaluating its performance across various setups to identify the most effective network
structure for predicting grid stability.

3.1.4. Model Development

In the model development phase, two types of models are constructed: a stacking
classifier model and an artificial neural network model. The stacking classifier comprises
base learners, including a decision tree, SVM, and XGBoost, with logistic regression used
as the final estimator to improve prediction accuracy. The artificial neural network, built
using Keras, consists of an input layer with 64 neurons, two hidden layers with 128 and
64 neurons, respectively, both employing ReLU activation, and an output layer with a
single neuron using sigmoid activation. Batch normalization and dropout are incorporated
to enhance model stability and prevent overfitting. Additionally, there is no requirement
for data preprocessing in this phase as the dataset is complete with no missing values and
is already in a suitable format for modeling. The whole process is explained in Figure 2
with a flowchart.

For the model training and validation phase, the dataset is split into training and
testing subsets with an 80:20 ratio, allocating 48,000 entries for training and 12,000 for
testing. This division ensures a robust training process while retaining a substantial
separate set for unbiased evaluation of the model.
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The ensemble model undergoes a meticulous training process using a 3-fold cross-
validation [24] setup integrated within the stacking classifier. This strategy ensures that
every data segment is used for both training and validation purposes. Such a method is
critical for tuning the hyperparameters effectively and validating the model’s performance
across different data subsets, thereby improving its generalizability and robustness in
real-world scenarios. The final model’s effectiveness is evaluated based on accuracy, and
detailed insights are provided through a classification report, ROC curve, and a confusion



IoT 2024, 5 567

matrix, providing a comprehensive view of the model’s performance across various metrics.
The ROC curve further illustrates the model’s ability to discriminate between classes at
various thresholds, while the confusion matrix provides a clear visual of the model’s
prediction accuracy across different categories. The various metrics are shown below.

Precision =
True Positive

True Positive + False positive
(3)

Recall =
True Positive

True Positive + False Negative
(4)

Accuracy =
True Positive + True Negative

True Positive + True Negative + False Positive + False Negative
(5)

F1-score =
2× Precision× Recall

Precision + Recall
(6)

In these metrics, four terms have been used as stated: True positive (TP) occurs when
the model correctly predicts a positive outcome for an instance that is actually positive;
true negative (TN) is when the model correctly predicts a negative outcome for an instance
that is actually negative; false positive (FP), also known as a type I error, happens when
the model incorrectly predicts a positive outcome for an instance that is actually negative;
false negative (FN), or type II error, occurs when the model incorrectly predicts a negative
outcome for an instance that is actually positive.

Precision as shown in Formula (3) is the ratio of true-positive predictions to all pre-
dicted positives. It measures how often the model’s positive predictions are correct. Higher
precision means fewer false positives. Recall as shown in Formula (4) is the ratio of true-
positive predictions to all actual positives. It measures the model’s ability to identify all
relevant positive instances. Higher recall means fewer false negatives. Accuracy as shown
in Formula (4) is the ratio of correct predictions (true positives and true negatives) to the
total number of predictions. It provides an overall measure of the model’s performance but
may not be meaningful with imbalanced classes.

The F1-score as shown in Formula (5) is the harmonic mean of precision and recall,
providing a single metric that balances these two aspects of model performance. The
multiplication by 2 in the F1-score formula ensures that equal weight is given to both
precision and recall, making it especially useful in scenarios where both false positives
and false negatives are important to minimize. This balance makes the F1-score a robust
measure when dealing with imbalanced datasets or when the costs of false positives and
false negatives are similar.

3.1.5. Results and Discussion

Tables shows the comparative performance of the stacked ensemble method and the
artificial neural network (ANN) with Bayesian optimization for grid-level classification
and highlights their effectiveness in handling complex patterns inherent in grid stability
datasets. The stacked ensemble method, which combines the support vector machine
(SVM), decision tree, and XGBoost classifiers, achieved an overall accuracy of 0.9799, as
seen in Table 1, Figure 3, Figure 4. This method also recorded high precision (0.97 for stable
and 0.98 for unstable classes), recall (0.97 for stable and 0.99 for unstable classes), and
the F1-score (0.97 for stable and 0.98 for unstable classes). These results indicate that the
ensemble method effectively handles the complex patterns within the grid stability dataset
by leveraging the strengths of each component algorithm. For instance, the decision tree
mitigates overfitting through depth control, SVM excels in high-dimensional spaces, and
XGBoost efficiently processes diverse data structures. The ensemble approach’s ability to
combine these algorithms leads to a robust classifier with strong generalization capabilities,
as reflected in the macro and weighted averages of 0.98 for precision, recall, and the
F1-score.
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Table 1. Stacked ensemble classification report.

Precision Recall F1-Score Support

Stable 0.97 0.97 0.97 4322
Unstable 0.98 0.99 0.98 7678
Accuracy 0.98 12,000

Macro Avg 0.98 0.98 0.98 12,000
Weighted Avg 0.98 0.98 0.98 12,000
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In contrast, the ANN model, optimized using Bayesian optimization, achieved a
slightly lower overall accuracy of 0.9762, as shown in Table 2, Figure 5, Figure 6. While still
highly effective, the ANN’s performance metrics, including a precision of 0.96 for stable
and 0.98 for unstable classes and a recall of 0.97 for stable and 0.99 for unstable classes,
indicate that it falls just short of the stacked ensemble method. This slight difference in
performance may be due to the challenges inherent in tuning deep learning models solely
through data-driven approaches, which lack explicit feature engineering or the diverse
algorithmic perspectives that ensemble methods provide. Despite this, the ANN model
still showcases a strong performance, particularly in its high F1-scores (0.97 for stable and
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0.98 for unstable classes), thanks to the Bayesian optimization process, which effectively
balances model complexity and accuracy.

Table 2. ANN with Bayesian optimization classification report.

Precision Recall F1-Score Support

Stable 0.96 0.97 0.97 4322
Unstable 0.98 0.98 0.98 7678
Accuracy 0.98 12,000

Macro Avg 0.97 0.98 0.97 12,000
Weighted Avg 0.98 0.98 0.98 12,000
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The stacked ensemble method offers a notable improvement over the ANN model,
particularly in its overall accuracy and ability to generalize across different classes. This
method’s strength lies in its combination of diverse algorithms—SVM, decision tree, and
XGBoost—each contributing uniquely to the model’s performance. By leveraging the
strengths of these individual models, the stacked ensemble provides a nuanced understand-
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ing of complex grid stability data, resulting in superior performance metrics, especially in
the precision, recall, and F1-scores across both the stable and unstable classes. This integra-
tion of multiple algorithms not only surpasses the ANN in accuracy but also outperforms
any single ML model, like the decision tree and random forest, in effectively classifying
complex scenarios, making the stacked ensemble a more reliable and balanced approach
for grid stability classification.

3.2. Solar Energy Forecasting
3.2.1. Methodology

Harnessing sunlight into electrical energy is central to solar technology as shown in
Figure 7, employing either photovoltaic systems or concentrated solar power to achieve
this transformation. Solar photovoltaic energy stands out as a key player in the realm
of sustainable energy sources, promising a competitive edge. However, the inherent
variability of solar energy production, influenced significantly by weather fluctuations such
as changes in temperature and sunlight exposure, presents a notable challenge. Therefore,
the project is crucially focused on the precise short-term forecasting of photovoltaic power
outputs to optimize the operational efficiency of power grids and inform critical energy
market strategies.
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3.2.2. Dataset

Solar Power Generation Data: This dataset [25] includes detailed records from two
solar power plants in India, captured over a period of 34 days. It features data from
22 inverters, with entries every 15 min, detailing the DC power output, AC power output,
and cumulative energy outputs, as shown in Table 3.

Table 3. Solar power generation data.

Column Description

DATE_TIME 15 min timestamp
PLANT_ID Constant value throughout

SOURCE_KEY Unique inverter ID
DC_POWER DC power generated by that inverter
AC_POWER AC power after conversion

DAILY_YIELD Total power generated that day
TOTAL_YIELD Total inverter yield

Weather Sensor Data: Collected concurrently with the generation data, this dataset
records ambient temperature, module temperature, and irradiation levels at 15 min in-
tervals, as shown in Table 4. These environmental variables are critical for analyzing the
impact of weather conditions on solar power output.
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Table 4. Weather sensor data.

Column Description

DATE_TIME 15 min timestamp
PLANT_ID Constant value throughout

SOURCE_KEY Unique inverter ID
AMBIENT_TEMPERATURE Ambient temperature at the plant
MODULE_TEMPERATURE AC power after conversion

IRRADIATION Amount of irradiation

3.2.3. Algorithms

Random Forest (RF): This ensemble learning method uses multiple decision trees
to make predictions, reducing the risk of overfitting and providing robustness against
noise. In this project, it is used to predict solar power output based on input features
like temperature and irradiation. Random forest [26] is valued for its ability to handle
large datasets with numerous input variables without the need for extensive tuning of
the hyperparameters.

Artificial Neural Network (ANN): ANNs are inspired by biological neural networks
and consist of layers of interconnected nodes or neurons. Each connection can transmit a
signal from one neuron to another. The receiving neuron processes the signal and signals
downstream neurons connected to it. ANNs are used in this project to capture and model
complex nonlinear relationships between the environmental conditions and the output
power of solar panels.

• Input Layer: The input layer consists of neurons equal to the number of features used,
which, in this case, are the ambient temperature, module temperature, and irradiation.
This layer serves as the entry point for data to be processed by subsequent layers.

• First Hidden Layer: This layer has 256 neurons and uses the ReLU (rectified linear
unit) activation function. ReLU is chosen for its ability to introduce nonlinearity into
the model, helping to capture complex patterns in the data.

• Dropout: A dropout rate of 30% is used after the first and subsequent batch normal-
ization layers to prevent overfitting.

• Second Hidden Layer: This contains 128 neurons, also with ReLU activation, further
processing the inputs received from the first hidden layer.

• Further layers follow a similar structure but gradually reduce the number of neurons
(64 and 32 neurons, respectively), applying batch normalization and dropout after
each layer to enhance model generalization.

• Output Layer: The final layer is a single neuron with a linear activation function,
which outputs the continuous value predicting the solar power output.

Long Short-Term Memory (LSTM): This is a special type of recurrent neural network
(RNN) [27] and is capable of learning order dependence in sequence prediction problems.
This is particularly useful in time-series predictions, where classical linear methods might
fail. In this project, LSTM [28] networks are employed to predict the future solar energy
output based on past data, leveraging their ability to remember information for long
periods, which is crucial for the accurate forecasting of time-dependent variables like
solar power.

• Input Layer: This is configured to accept sequences of a specified number of past
observations (n_steps), which include the same features as the ANN model. The shape
of the input layer is, therefore, n_steps—the number of past observations).

• LSTM Layer: The core of this model is an LSTM layer with 50 units. LSTM units are
well-suited for time-series data because they can maintain long-term dependencies,
thus remembering important information for long periods and forgetting unneces-
sary information.
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• Output Layer: Similar to the ANN model, the LSTM has an output layer with one
neuron with a linear activation function to predict the solar power output. This setup
directly maps the processed features to a predicted value.

3.2.4. Model Development

The data preprocessing stage was pivotal in shaping the raw data into a format suitable
for detailed analysis and subsequent modeling. Initially, the raw datasets were cleansed
of any irrelevant identifiers and corrected for any anomalies, ensuring the integrity of
the data for analysis. After cleaning, the weather sensor data and generation data were
merged based on their corresponding timestamps. This step was crucial to ensure that
each entry in the resultant dataset accurately reflected both the environmental conditions
and the corresponding solar power output at each 15 min interval. This alignment was
fundamental for exploring the direct impact of weather variations on power generation.
The whole process is explained in Figure 8 with a flowchart.
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The normalization of features like ambient and module temperatures, along with irra-
diation levels, was performed using the MinMaxScaler. Additionally, for the LSTM model,
a crucial preprocessing step involved transforming the time-series data into sequences.
Each sequence, representing a window of past observations (n_steps), was designed to
serve as input for predicting the future power output, thereby accommodating the model’s
need to learn from historical data trends. The project’s model development phase involved
the construction and configuration of three distinct types of predictive models, each chosen
for their unique strengths in handling the dataset’s characteristics.

Model training was conducted using a designated training dataset, with careful
monitoring of performance to adjust the parameters and configurations as needed. Each
model underwent a series of evaluations during training to fine-tune hyperparameters,
such as the number of layers in the ANN, the number of hidden units in the LSTM, and
the number of trees and depth in the random forest. This hyperparameter optimization
was crucial to balance each model’s complexity with its performance, ensuring effective
learning without overfitting.

The validation of each model was systematically carried out using a separate set
of data reserved for testing. This approach allowed for the unbiased evaluation of each
model’s predictive power and generalization capabilities. Validation strategies included
the use of techniques like cross-validation and early stopping. Early stopping, particularly
with the ANN and LSTM, played a crucial role in preventing overtraining by halting the
training process once the model’s performance on the validation set ceased to improve,
thereby preserving the model’s ability to perform well on new, unseen data.

The project’s methodology involves iterative training and validation using a time-
series split, which assesses the model across various sequence lengths to identify the
configuration that minimizes the root mean squared error (RMSE) as shown in Formula (7).
This process ensures that the LSTM model is not only tailored to the specific dynamics
of the dataset but also robust against overfitting, which is facilitated by early stopping
mechanisms during training. The final model, with the best number of steps, demonstrates
superior predictive performance, evidenced by the low RMSE on the test data, showcasing
its potential as a reliable tool in the management and optimization of solar energy systems.

RMSE =

√
ΣN

i=1(xi − x̂i)
2

N
(7)

i = variable;
N = number of non-missing data points;
xi = actual observations time series;
x̂i = estimated time series.

3.2.5. Results and Discussion

Table 5 presents a comparative analysis of the root mean squared error (RMSE) for three
different solar forecasting models used in the study. The random forest model exhibited
an RMSE of 1.90884, indicating its effectiveness yet slightly less precision compared to the
artificial neural network (ANN), which achieved the lowest RMSE of 1.80521, suggesting
superior predictive accuracy. In contrast, the bidirectional LSTM model, while highly adept
at capturing temporal dependencies, showed a higher RMSE of 2.05595, which may reflect
its sensitivity to the complexities of sequential data.

Table 5. Comparison of solar forecasting models with RMSE.

S. No. Model Used RMSE Error

1 Random forest 1.908
2 Artificial neural network 1.805
3 Bidirectional LSTM 2.055
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Table 6, shown below, provides a detailed comparison of the actual and predicted solar
power generation across three consecutive days, with hourly data spanning from 8 A.M.
to 5 P.M. The columns include the date, hour of the day, actual generation in megawatts
(MW), predicted generation in MW, and the percentage deviation between the actual and
predicted values. The deviation percentages highlight variations in model performance,
with the positive values indicating overestimations and the negative values indicating the
underestimations by the predictive model.

Table 6. Deviation of actual energy and predicted energy for 3 days.

Date Hour Actual Gen (MW) Predicted Gen (MW) Deviation %

15-06-2020

8 13.229 12.257 −7.349
9 9.745 10.586 8.635
10 11.348 10.965 −3.376
11 8.998 8.732 −2.953
12 9.977 9.366 −6.121
13 8.952 7.413 −17.198
14 10.980 10.634 −3.150
15 9.643 10.119 4.930
16 8.017 6.966 −13.115
17 3.406 5.645 65.754
18 2.054 2.688 30.837

16-06-2020

8 9.927 10.284 3.601
9 11.906 10.767 −9.564
10 15.527 13.166 −15.205
11 16.456 14.503 −11.869
12 15.378 13.143 −14.532
13 15.831 14.591 −7.834
14 7.970 9.662 21.224
15 12.195 11.304 −7.306
16 5.629 7.497 33.170
17 1.994 2.630 31.898
18 0.835 2.203 163.803

17-06-2020

8 4.665 5.985 28.285
9 7.247 7.608 4.980
10 10.858 11.742 8.141
11 12.249 9.925 −18.971
12 15.441 13.208 −14.460
13 12.071 14.022 16.161
14 10.768 10.040 −6.759
15 10.154 10.423 2.645
16 5.840 6.417 9.888
17 2.321 3.567 53.689
18 1.326 2.951 122.454

In this study, three predictive models were evaluated for their effectiveness in forecast-
ing solar power generation: random forest as shown in Figure 9, artificial neural network
(ANN) as shown in Figure 10, and bidirectional LSTM as shown in Figure 11. These fig-
ures illustrate the Actual vs Predicted AC power. Despite the LSTM model displaying a
slightly higher RMSE compared to the other models, its performance in accurately cap-
turing the variability and dynamics of solar power generation was notably superior. This
observation was particularly evident from the plots, where LSTM consistently mirrored
the actual energy production trends, effectively capturing both peaks and troughs. This
ability is attributed to LSTM’s sophisticated architecture, which processes data sequences
both forward and backward, thereby providing a comprehensive understanding of the
temporal dependencies.
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On the other hand, both the random forest and ANN models, while demonstrating
lower RMSE values, tended to average out the prediction errors across different energy
levels. This often resulted in underpredictions at higher energy levels and overpredictions
at lower ones, thus not capturing the nuanced fluctuations in solar power generation as
effectively as LSTM. This discrepancy suggests that while RMSE is a valuable indicator of
overall predictive accuracy, it does not necessarily reflect a model’s ability to adhere to the
more complex, variable patterns observed in real-world data.
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3.3. Microgrid Energy Management
3.3.1. Methodology

Reinforcement learning [29] is a cutting-edge machine learning approach where an
agent learns to make decisions by interacting with an environment. The agent seeks to
maximize cumulative rewards over time, adapting its policy based on received feedback
from the environment as shown in Figure 12. This method is particularly effective in
scenarios requiring complex decision-making and adaptive control, such as energy manage-
ment. A fundamental challenge in reinforcement learning involves the dilemma between
exploring new actions to find more rewarding strategies and exploiting known actions that
yield high rewards.
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3.3.2. Dataset

This dataset [31] features data with entries every 15 min, detailing the units imported
from the grid, as well as the solar energy imported, stored charge, and consumed charge
from the battery. The dataset provided encompasses readings from an energy management
system with 30,235 observations. Table 7 details the grid electricity imports (‘grid_import’),
solar power production (‘pv’), and the activity related to energy storage, and includes
‘storage_charge’ and ‘storage_decharge’, as given in the dataset. The descriptive statistics
of the dataset reveal considerable variability, particularly in the photovoltaic output and
grid imports, with maximum values reaching 5793.407 and 2293.708, respectively, which
suggests significant fluctuations in energy production and consumption. The majority of
‘pv’ values are zero, indicating periods of no solar production, which aligns with the typical
diurnal patterns or weather variability. The storage-related features (‘storage_charge’ and
‘storage_decharge’) mostly hover near zero but show occasional higher values, indicating
an infrequent use or limited capacity utilization of storage systems. This dataset provides
a comprehensive overview of the energy flows within a microgrid, making it crucial for
optimizing and managing energy distribution and storage effectively.

Table 7. Two solar power plants’ generation.

Column Description

utc_timestamp 15 min timestamp
grid_import Units used from grid

pv Solar energy produced
storage_charge Units charged

storage_decharge Units discharged
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3.3.3. Algorithms

Reinforcement Learning (RL): In our study, we have employed a reinforcement learn-
ing model tailored to optimize energy management within a microgrid system. This model
leverages historical data on electricity imports, solar energy production, and storage behav-
iors to make real-time decisions aimed at enhancing energy efficiency and sustainability.
The RL agent interacts with an environment that simulates the energy system, where it
learns to choose actions that minimize energy costs and maximize the use of renewable
sources. The framework is designed to adapt over time, improving its strategies through
continuous learning and interaction with the environment, thereby ensuring it remains
effective as the dynamics of the energy inputs and demands evolve. This approach not only
aids in understanding optimal energy usage patterns but also contributes to the broader
goal of intelligent energy management in smart grid technologies.

At the core of the DQN architecture is a neural network model that serves as the
function approximator for the Q-value. The model is built using TensorFlow and Keras,
leveraging a sequential model framework to facilitate the straightforward stacking of layers
and clarity in the model definition. The input for this model consists of four features:
grid import, photovoltaic (PV) output, storage charge, and storage decharge, reflecting the
current state of the energy system.

• Input Layer: Adjusted to receive the four features of the environment’s state.
• Hidden Layers: Two hidden layers, each with 24 neurons, employ rectified linear unit

(ReLU) activation functions. ReLU is chosen for its nonlinear properties and efficiency,
allowing the model to learn complex patterns and interactions between the input
features without falling into the pitfalls of gradient-vanishing problems, common with
the sigmoid or tanh functions.

• Output Layer: The final layer of the network consists of two neurons corresponding to
the two possible actions: the battery discharge rate and the PV utilization rate. This
layer uses a linear activation function, which directly outputs the Q-values for each
possible action given the current state.

The network uses the mean squared error (MSE) as the loss function, which effectively
measures the difference between the predicted Q-values and the target Q-values, providing
a clear gradient for optimization. The Adam optimizer is employed for its adaptive learning
rate capabilities, enhancing the convergence speed and stability of the learning process.

3.3.4. Model Development

The data preprocessing for this project involves a comprehensive series of steps to
ensure that the dataset is optimally prepared for use in the reinforcement learning model.
The initial phase of the preprocessing involves cleaning the data, which includes addressing
missing values, removing any duplicates, and correcting errors in the data entries. Although
our dataset is complete with no missing values, ensuring data integrity remains a crucial
step. The whole process is explained in Figure 13 with a flowchart.

Following the cleaning process, we engaged in feature selection to identify the most rel-
evant variables for the model. For this energy management system, the selected features in-
cluded ‘grid_import’, ‘pv’ (photovoltaic output), ‘storage_charge’, and ‘storage_decharge’.
These features are essential for modeling the decision-making process regarding energy
management. Normalization is another critical step in our preprocessing routine. Addi-
tionally, since the initial dataset presented cumulative readings for certain features, it was
necessary to transform these into actual readings per time interval. This transformation
was accomplished by calculating the difference between consecutive readings, thereby
capturing the actual values for the energy consumed or generated in each interval.

For models that benefit from sequence understanding, like many reinforcement learn-
ing architectures, structuring the data as a time series may also be required. This structuring
could involve creating lagged versions of features or reformatting the dataset so that each
sequence of readings over a defined period, such as every 24 h, is treated as a single training
instance. The development of the model for this energy management project involved
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constructing a reinforcement learning agent capable of making optimal energy usage deci-
sions within a simulated environment. This choice is particularly relevant given the nature
of energy systems, where inputs (such as power consumption and generation data) and
outputs (actions like energy storage or usage) can vary in continuous ranges.
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The DQN incorporates a neural network that approximates the Q-value function, a
fundamental component in Q-learning that predicts the quality of a state–action combi-
nation. These actions represent various levels of battery discharge and photovoltaic (PV)
utilization and are formulated as continuous values between 0 and 1. Training the DQN
involves interacting with a custom-built simulation environment based on the OpenAI
Gym framework. This environment reflects the dynamics of a microgrid, incorporating
variables such as grid imports, PV output, and battery storage levels. As the agent operates
within this environment, it learns from the consequences of its actions through a reward
function designed to reduce its reliance on the grid and increase the use of stored and
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renewable energy. The learning process employs the epsilon-greedy strategy for action se-
lection, balancing the need to explore new actions with the exploitation of known strategies
that yield high rewards.

Experience replay is a key technique used during training to enhance learning effi-
ciency. By storing the agent’s experiences in a replay buffer and randomly sampling from
this buffer to perform updates, the method helps mitigate the risks associated with corre-
lated data and enhances the stability of the learning algorithm. The network’s parameters
are continuously updated to minimize the discrepancy between predicted Q-values and
target Q-values, which are calculated using the Bellman equation as shown in Formula (8):

Q(st,at)← Q(st,at) + α[rt+1 + γmaxaQ(st+1,a) − Q(st,at)] (8)

where

• Q(s,a) is the Q-value for a given state s and action a;
• α is the learning rate;
• rt+1 is the reward received after taking action at in state st;
• γ is the discount factor, which weighs the importance of future rewards;
• maxaQ(st+1,a) represents the maximum predicted Q-value in the next state across all

possible actions.

The primary method of validation for this model is through the examination of the
reward and loss metrics over episodes. The rewards per episode provide an indication
of how well the model is optimizing its decisions to maximize the use of photovoltaic
energy while minimizing grid dependence and battery wear (through discharge cycles).
An increasing trend in total rewards across the episodes typically suggests that the model
is learning effective strategies for energy management.

The reward equation used in the energy management reinforcement learning model is
formulated to balance the utilization of photovoltaic (PV) energy, minimize grid imports,
and manage battery storage effectively. The specific reward equation implemented in the
environment’s step function is

Reward = 0.1 × PV × pv_utilization − 0.1 × grid_import − 0.1 × |storage_charge − discharge| (9)

• PV Utilization Reward: 0.1 × PV × pv_utilization
This term rewards the utilization of photovoltaic energy, which encourages the model
to maximize the use of solar energy. The coefficient 0.1 scales the reward to ensure
balance with other terms in the equation.

• Grid Import Penalty: −0.1 × grid_import
This term penalizes the import of energy from the grid, promoting energy indepen-
dence and incentivizing the model to use locally generated solar power and stored
energy. The negative sign ensures it acts as a penalty, reducing the total reward.

• Battery Discharge Management: −0.1 × |storage_charge − discharge|
This term penalizes excessive discharge from the battery, ensuring that the battery
usage is managed efficiently and sustainability. The absolute difference between the
storage charge and the discharge rate is taken to make the penalty symmetric, whether
the action results in overcharging or over-discharging.

The coefficient value of 0.1 in Formula (9) was chosen to balance the competing
objectives of maximizing the photovoltaic (PV) energy utilization, minimizing grid imports,
and efficiently managing battery discharge in the reward function. It scales each term to
prevent any one aspect from dominating the learning process, ensuring the reinforcement
learning agent focuses equally on all goals. The choice of 0.1 is based on experimentation to
provide stability during training, allowing the model to converge towards optimal behavior
by balancing the energy efficiency and sustainability objectives effectively.

Loss metrics also play a crucial role in validation. They help in understanding how well
the Q-learning model’s predictions align with the actual outcomes. A decreasing trend in
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loss values would indicate that the model is becoming more accurate in predicting the state–
action value functions, which is fundamental to Q-learning’s success. In scenarios where
the loss metrics might initially increase or fluctuate, further tuning of the hyperparameters—
such as the learning rate, discount factor, or even the model architecture—may be necessary
to stabilize learning and improve performance.

3.3.5. Results and Discussion

The graph as shown in Figure 14 depicting the total rewards per episode shows a
clear upward trend in rewards as the number of episodes increases. This suggests that the
reinforcement learning model is effectively learning and optimizing its decision-making
strategy over time. As the episodes progress, the model appears to be better at balancing
the use of photovoltaic (PV) power, battery storage, and grid imports to maximize rewards,
which likely represents a combination of energy cost savings and efficiency.
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The initial episodes exhibit relatively lower rewards, which is typical in reinforcement
learning scenarios where the agent explores the environment and various actions. The
significant increase in rewards in later episodes indicates that the agent has started to
exploit the learned policies more effectively, leading to more optimal actions that increase
the system’s overall efficiency and effectiveness.

The action distribution from the results clearly shows that the reinforcement learning
(RL) agent developed for the energy management system predominantly opts to utilize
stored energy, with actions frequently set at the maximum value of 1. This indicates
that the agent has learned to prefer using stored energy over importing from the grid or
other potential actions within the defined action space. This trend is a strong indicator of
successful learning and adaptation by the agent within the simulated energy management
system, achieving improved performance through continuous interaction and adjustment
of its strategy based on the reward feedback. Such a performance graph is desirable,
as it demonstrates that the model is not only learning but also improving in a way that
aligns with the goals of minimizing energy costs and maximizing the use of renewable
energy sources.

The graph as shown in Figure 15 displays the loss over training steps for the reinforce-
ment learning model, showing a general downward trend in the loss values as training
progresses. Initially, the loss fluctuates but remains relatively high, which is typical during
the early stages of training, where the model explores the environment and learns from
a broader range of experiences. As the training continues beyond 1500 steps, there is a
noticeable decline in the loss values, indicating that the model is beginning to converge and
stabilize. This reduction in loss suggests that the model’s predictions are growing closer to
the actual target values, reflecting an improvement in the model’s ability to estimate the
optimal actions accurately.
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The decreasing trend in loss is a positive indicator of learning efficacy, suggesting that
the model’s updates—guided by the chosen loss function and optimization algorithm—are
effectively minimizing the prediction errors. This improvement directly contributes to the
model’s ability to make decisions that lead to increased cumulative rewards, as shown
in the previous reward graphs. By the end of training, the loss stabilizes at a lower level,
which typically denotes that the model has learned a stable policy for the given task. This
stable low loss is crucial for ensuring consistent performance when the model is deployed
in real-world scenarios or continued simulations.

3.4. Interactive Data Visualization and Analytics

The dashboard provides a comprehensive visualization of electricity usage trends and
patterns. It integrates multiple technologies to achieve its goals, such as the Google Cloud
platform [32] (GCP) for data storage and management, Google Colab for data preprocessing
and analysis, and Looker Studio [33] for creating interactive visualizations. This document
outlines the technical specifications of these components and how they are used in the
development of the dashboard.

3.4.1. Software Used

GCP is a comprehensive cloud computing suite that offers a range of services, from
data storage to advanced analytics and machine learning. Its scalable infrastructure allows
for the efficient storage and processing of large datasets, making it an ideal choice for
handling complex data pipelines. Colab allows for the easy collaboration and sharing of
code, making it a popular choice for data scientists and analysts. Additionally, Colab’s
integration with GCP enables seamless data exchanges, providing a smooth workflow from
data preprocessing to visualization.

Looker Studio, formerly known as the Google Data Studio, is a business intelligence
tool designed for creating interactive data visualizations and reports. It integrates seam-
lessly with GCP, allowing users to access and visualize data from various sources in a
highly customizable and shareable format. With Looker Studio, users can build dashboards,
generate insights, and collaborate on data-driven projects. Together, GCP, Looker Studio,
and Colab form a powerful ecosystem for managing, analyzing, and visualizing data in a
collaborative and scalable manner.

3.4.2. Methodology

For the visualization, data are initially imported and subsequently preprocessed using
Google Collaboratory (Colab), a cloud-based platform that facilitates the efficient prepa-
ration of data via a Jupyter notebook interface. The preprocessing phase is critical for
ensuring the data’s suitability for advanced analytics by implementing cleaning, normal-
ization, and transformation processes. The whole process is explained in Figure 16 with
a flowchart.
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A key preprocessing step was the addressing of missing values, which are examined
by counting the null values in each column to identify which columns require imputation.
To handle the missing values, a function called fill_nan was defined with options for
forward filling (ffill), backward filling (bfill), or filling with the column mean. This flexibility
allows for customization based on the data characteristics and requirements. The function
is then applied to the dataset, primarily using forward-fill to address NaNs. After filling in
the missing values, the filled data are saved in CSV. format and optionally as a pickle file for
future use. A check for the remaining null values ensures completeness of the imputation
process, providing a robust dataset for further analysis.

Post-preprocessing, the data are uploaded from Colab to the Google Cloud platform
(GCP), where it is stored securely. The GCP is chosen for its robust infrastructure, which
supports scalable and secure data storage solutions. This transition to the GCP is a pivotal
step, ensuring that the preprocessed data are maintained in an environment that supports
both high availability and integrity.

Further integration into the workflow is achieved through the use of an application
programming interface (API), which facilitates access to this preprocessed data from the
GCP to Looker Studio—a modern platform for data visualization and exploration. The API
ensures that any updates to the data stored on the GCP are automatically synchronized
with Looker Studio. This dynamic link means that the visualizations and dashboards in
Looker Studio are always current, reflecting the most recent data without manual updates.

In the subsequent phase of the project, Looker Studio is utilized to develop detailed
graphical dashboards. These dashboards effectively visualize the trends and contributions
from renewable energy sources, offering stakeholders intuitive and actionable insights.
This visualization capability is essential for discerning complex data patterns and fostering
an understanding of key operational metrics.

The final stage of the project involves comprehensive analyses and reporting, where in-
sights on the peak usage times, sector-specific consumption, and the generation of electricity
bills are derived. The API’s real-time data integration allows these analyses to be continu-
ously updated, providing stakeholders with the latest information for decision-making.
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3.4.3. Results and Discussions

In the dashboard as shown in Figure 17, the three grids, the public grid, residential
grid, and industrial grid, are displayed. The industrial sector accounts for a significant
92 percent of the total grid imports. Analyzing the average industrial power usage trend
in a day, we can see a spike in the grid imports between 12 p.m. and 4 p.m. Similarly, in
the “Average Common Power Usage Trend in a Day” graph, public and residential grid
imports peak between 2 p.m. and 4 p.m.
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The “Photovoltaic Energy Generated” graph as shown in Figure 18 shows a dramatic
increase in solar energy production, which rises from 2015 to 2019, totaling 82,960.99.
Of this, 17,472.80 has been used for residential purposes. In 2019, the share of solar energy
generated is 31.4 percent, slightly higher than the 30.9 percent in 2018.

IoT 2024, 5, FOR PEER REVIEW 25 
 

 

 
Figure 18. The photovoltaic energy generated. 

The “Photovoltaic Energy Generated” graph as shown in Figure 18 shows a dramatic 
increase in solar energy production, which rises from 2015 to 2019, totaling 82,960.99. Of 
this, 17,472.80 has been used for residential purposes. In 2019, the share of solar energy 
generated is 31.4 percent, slightly higher than the 30.9 percent in 2018. 

 

 
Figure 19. Power usage trend in a year. 

 

 
Figure 20. Power usage trends over the years. 

The “Power Usage Trend in a Year” graph as shown in Figure 19 reveals that usage 
is at its highest from September to November. Meanwhile, the “Power Usage Trend Over 
the Years”  as shown in Figure 20 graph indicates a consistent upward curve from 2015 
to 2019. Together, these visualizations offer a multi-dimensional perspective on electricity 

Figure 18. The photovoltaic energy generated.

The “Power Usage Trend in a Year” graph as shown in Figure 19 reveals that usage is
at its highest from September to November. Meanwhile, the “Power Usage Trend Over the
Years” as shown in Figure 20 graph indicates a consistent upward curve from 2015 to 2019.
Together, these visualizations offer a multi-dimensional perspective on electricity usage,
which is useful for energy analysts and policymakers in understanding and optimizing
energy consumption and production.
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3.5. Blockchain Integration

Blockchain is a decentralized technology that records transactions across a network
of computers, providing a secure and transparent system. For energy grid management,
blockchain offers a way to track and verify energy-related transactions without relying
on a central authority. This enhances trust among stakeholders, reduces the risk of fraud,
and automates various processes through smart contracts. As a result, blockchain can
improve the efficiency, reliability, and accountability in managing energy production
and distribution.

3.5.1. Software Used

Kaleido is a blockchain-as-a-service platform [34] designed for easy deployment and
management of enterprise-grade blockchain networks. Its user-friendly interface allows
for the creation of private and consortium networks without needing advanced technical
skills. Kaleido supports multiple consensus algorithms, providing flexibility to choose the
best method for the needs. With Kaleido, one can deploy blockchain nodes, set up smart
contracts [35], and manage network governance in a dedicated sandbox environment. This
allows for safe testing and development. A key feature of Kaleido is its integration capabili-
ties, enabling connections with various enterprise tools and services. This makes it easier
to link the blockchain network with existing business systems, streamlining operations and
improving workflows.

The blockchain network ensures decentralization and data integrity through multiple
nodes, each with a complete copy of the blockchain ledger. These nodes validate transac-
tions, achieve consensus, and propagate new blocks. The decentralized structure reduces
the risk of fraud and tampering. Consensus mechanisms secure the network by requiring a
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majority agreement to validate transactions and add new blocks. This approach promotes
data integrity and minimizes unauthorized changes. The ability to choose different consen-
sus algorithms also allows for customized security and performance, fostering trust among
network participants.

The Hyperledger [36] Firefly framework simplifies deploying and managing blockchain
networks. Firefly supernodes act as central hubs, providing an API gateway to integrate
with other systems, enabling seamless communication and data exchange. They also
manage smart contract deployment and execution, automating processes and reducing
intermediaries, thus lowering the risk of errors and fraud. Another key feature of Firefly is
its support for tokenization, allowing for the creation of digital tokens to represent assets,
rights, or utilities on the blockchain. Tokenization enhances asset tracking, traceability, and
flexibility, supporting new business models. Firefly’s tokenization capability streamlines
asset management within the blockchain network.

Integrating the IPFS (the Interplanetary File System) into the blockchain network
provides decentralized data storage, enhancing resilience and redundancy. IPFS uses
content-addressing with unique cryptographic hashes, allowing data to be stored across
multiple nodes. This distributed approach offers redundancy, increasing data resilience
and reducing the risk of loss due to hardware failures or other disruptions. Including IPFS
nodes in the blockchain network ensures that critical data are stored securely, meeting the
compliance requirements for data retention and security while improving reliability. This
is especially valuable for managing large volumes of data.

3.5.2. Methodology

1. Start by creating an account on Kaleido’s platform. The full flowchart is explained in
Figure 21.

2. Set Up the blockchain network.

A network was created, with the base region set up using the standard blockchain
service, which supports smart contracts and node management. The protocol used was
Ethereum, and the consensus algorithm was PoA, thus forming the environment.

3. Create Memberships

In the Memberships tab, new memberships were created. For this project, member-
ships were established for “Producer” and “Consumer1.”

4. Create Firefly Node

To access the Firefly settings, in the Nodes section, add Firefly nodes to manage the
smart contracts and facilitate integration. For this project, two Firefly nodes were required,
along with corresponding blockchain and IPFS nodes.

5. Deploy ERC720 Contract

To deploy the ERC720 contract and create and manage the token contracts, we used
the FireflyERC720 template and the Token Factory to manage the contract’s deployment.

6. Teach Firefly About the NFT

Accessing the Firefly tab, using the Web UI of the Consumer node allows interaction
with the blockchain network through the Firefly explorer and sandbox. Creating a token
pool in the Firefly sandbox initiated the tokenization process.

7. Mint the NFT

To initiate the minting process within the Firefly sandbox, select the token pool and
specify the quantity to mint. Attach a message to the NFT, add additional data, and provide
information for the token.

8. Transfer the NFT and Broadcast a Message

With transfer tokens in the Firefly sandbox, you can initiate a transaction. This can be
achieved by selecting the token pool and recipient, transferring the quantity, and adding a
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message. Then, ensure the tag and topic for traceability, and broadcast a message to the
participants about the transaction, thus establishing communication.

9. Verify That the Producer Has Received the Token

To check the Producer’s node, switch to the producer’s sandbox and Firefly UI to
confirm the producer’s interactions. After verifying the token receipt in the Firefly UI
and confirming the successful NFT transfer, broadcast a message that the transaction
is completed.
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3.5.3. Results and Discussions

Kaleido has made setting up the blockchain network straightforward and flexible, with
the standard blockchain service and Firefly supernode supporting easy node management
as shown in Figure 22. Proof of authority ensured fast validation, while the membership
system allowed role-based permissions, creating a secure environment with the producer
and consumer roles for the energy grid stakeholders.
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Figure 22. Blockchain network setup.

The Firefly nodes coordinated the blockchain network and managed smart contracts,
facilitating a seamless interaction for the producer and consumer roles. The ERC720
contracts enabled the tokenization of energy assets, while the smart contracts automated
processes, reducing intermediaries and errors as shown in Figure 23. Firefly’s tokenization
support allowed clear and traceable energy transactions.
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Figure 23. Firefly node setup and tokenization.

Minting non-fungible tokens (NFTs) using the ERC720 contract demonstrated
blockchain’s potential in energy grid management. By creating a token pool and minting
NFTs, specific energy units or other assets were represented, enabling efficient asset manage-
ment and traceability. The ability to transfer NFTs to designated recipients and broadcast
messages for context underscored blockchain’s inherent transparency and traceability,
allowing enhanced communication among stakeholders as shown in Figure 24.
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Figure 24. Minting and transferring tokens.

The final step was to confirm that the producer received the NFT and to broadcast a
message to validate the transfer, proving the blockchain network’s successful operation
as shown in Figure 25. This step ensured secure and transparent token transfers, with
the broadcasted messages providing additional communication and a comprehensive
transaction record.

The successful blockchain implementation in energy grid management demonstrated
that blockchain technology provided secure, transparent, and traceable transactions, sup-
porting the hypothesis that it could improve security and data integrity. These results
suggested that blockchain could reduce the risk of fraud and increase transparency in the
energy sector. The use of ERC720 contracts for tokenization opened up new business mod-
els, like peer-to-peer energy trading, while the Firefly nodes and smart contracts facilitated
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automation and enhanced efficiency. Future research could investigate different consensus
mechanisms, scalability, and interoperability to ensure that the blockchain networks could
adapt to the growing demands of the energy sector.
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4. Conclusions

The culmination of this project marks an advancement in revolutionizing energy
management frameworks that are universally applicable across different regions and energy
systems. By integrating cutting-edge technologies, such as 6G IoT, AI, and blockchain, this
study addresses the critical challenges of grid stability, renewable energy integration, and
efficient energy management in the context of rapidly increasing global energy demands.
As highlighted by the International Energy Agency (IEA), our global energy demand is
projected to rise by nearly 50% by 2040, with renewable energy expected to make up about
40% of the global power mix. These trends underscore the urgency of developing robust
solutions to manage energy systems more effectively.

The results of this study demonstrate significant improvements in these areas. The
stacked ensemble model, which combined SVM, decision tree, and XGBoost, achieved an
impressive accuracy of 97.99% in grid-level stability management, outperforming other
models in handling complex patterns inherent in the data. In solar energy forecasting, the
artificial neural network (ANN) model outperformed others with a root mean squared
error (RMSE) of 1.805, indicating superior predictive accuracy. Additionally, reinforce-
ment learning using deep Q networks optimized the microgrid operations, with a clear
upward trend in rewards per episode, reflecting the model’s ability to adapt and improve
decision-making over time. Furthermore, the introduction of a sophisticated dashboard
and blockchain technology has greatly improved transparency and efficiency in energy
transactions, highlighting the robustness and scalability of this integrated approach. These
findings provide practical solutions for enhancing energy system reliability and sustain-
ability in any region in the world, offering a scalable framework that can be applied to
support the integration of renewable energy sources and the development of sustainable
smart cities.
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5. Additional Explorations

The integration of 6G and optical IoT technologies within smart grid systems of-
fers transformative possibilities that extend beyond our current capabilities. With 6G’s
ultra-reliable low-latency communications (URLLC) and optical IoT’s high-bandwidth
secure data transmission, the potential for fully autonomous grid management systems
becomes increasingly feasible. These systems could dynamically adjust energy distribution
and maintenance schedules in real time, leveraging AI-driven predictions to maximize
operational efficiency and minimize costs. Additionally, the concept of virtual power
plants (VPPs) could be actualized, where diverse renewable energy sources are seamlessly
integrated across multiple locations and managed through advanced 6G and optical IoT
networks. This would not only optimize energy production based on real-time demands
but also substantially enhance the sustainability and resilience of energy networks.

Moreover, the application of these technologies within smart city infrastructures
opens up new opportunities for synchronization with other urban utilities, such as water
management and transportation systems. The inclusion of state-of-the-art technologies like
quantum computing, edge computing, blockchain with smart contracts, digital twins, and
Artificial Intelligence of Things (AIoT) further amplifies these advancements. Quantum
computing can revolutionize the optimization processes in large-scale grids, while edge
computing ensures real-time data processing closer to its source. Blockchain, with smart
contracts, can automate and secure energy transactions, and digital twins offer a virtual
representation of the grid for real-time monitoring and simulation. The AIoT brings
intelligent decision-making directly to edge devices, enabling more autonomous and
adaptive grid management. Together, these technologies could revolutionize energy usage
patterns, promote greater community engagement in sustainable practices, and significantly
contribute to meeting the global sustainability goals while driving future innovation in the
energy sector.
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