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Abstract: Modern electrical grids are evolving towards distributed architectures, necessi-
tating efficient and reliable state synchronization mechanisms to maintain structural and
functional consistency. This paper investigates the application of conflict-free replicated data
types (CRDTs) for representing and synchronizing the states of distributed electrical grid sys-
tems (DEGSs). We present a general structure for DEGSs based on CRDTs, focusing on the
Convergent Replicated Data Type (CvRDT) model with delta state propagation to optimize
the communication overhead. The Observed Remove Set (ORSet) and Last-Writer-Wins
Register (LWW-Register) are utilized to handle concurrent updates and ensure that only the
most recent state changes are retained. An actor-based framework, “Vigilant Hawk”, lever-
aging the Akka toolkit, was developed to simulate the asynchronous and concurrent nature
of DEGSs. Each electrical grid node is modelled as an independent actor with isolated state
management, facilitating scalability and fault tolerance. Through a series of experiments
involving 100 nodes under varying latency degradation coefficients (LDK), we examined
the impact of network conditions on the state synchronization efficiency. The simulation
results demonstrate that CRDTs effectively maintain consistency and deterministic behavior
in DEGSs, even with increased network latency and node disturbances. An effective LDK
range was identified (LDK effective = 2 or 4), where the network remains stable without
significant delays in state propagation. The linear relationship between the full state dis-
tribution time (FSDT) and LDK indicates that the system can scale horizontally without
introducing complex communication overhead. The findings affirm that using CRDTs for
state synchronization enhances the resilience and operational efficiency of distributed elec-
trical grids. The deterministic and conflict-free properties of CRDTs eliminate the need for
complex concurrency control mechanisms, making them suitable for real-time monitoring
and control applications. Future work will focus on addressing identified limitations, such
as optimizing message routing based on the network topology and incorporating security
measures to protect state information in critical infrastructure systems.

Keywords: conflict-free replicated data type; state; synchronization; distributed electrical
grid system; consensus; fault tolerance
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1. Introduction
Modern electrical grid development is driven by research in various industry fields

to satisfy modern society’s needs. The integration of renewable energy sources like pho-
tovoltaic cells [1], differences in the supply chain [2], distributed management [3,4], the
active digitalization of monitoring [5], analysis [6], and management processes [7–9], as
well as decentralization and scaling [10], leads to a wide range of problems, starting from
performance to complex requirements for network objects in terms of fault tolerance and
resilience. A key challenge is the active synchronization of states [11,12] within a distributed
network to ensure its structural and functional consistency. Such synchronization is crucial
for critical infrastructure and is one of the necessary conditions for trouble-free functioning
and stability [13,14]. CRDTs can ensure consistency in a deterministic and conflict-free
manner. They are mainly used to provide fault-tolerant and robust systems. Therefore,
we assume that CRDTs can potentially be used to maintain the overall resilience of the
distributed electrical grid.

The main purpose of this study is to explore and evaluate the application of CRDTs in
distributed electrical grid systems, particularly in high-load, real-time environments.

The rest of the paper is structured as follows: In Section 2, related work is discussed;
in Section 3, a general representation of the distributed electrical grid’s state with formal
definitions and consensus model representation for state coordination is described; in
Section 4, the experiment based on the actor-based framework to model the distributed
message delivery process using the CRDT-based state is outlined. In Sections 5 and 6, the
modelling results with further discussion and conclusions are presented.

2. Literature Overview
In the last decade, digital systems have radically transformed and adapted to the

needs of modern society to meet the latest demands for speed, efficiency, security, fault
tolerance, and resilience. The massive shift from centralized computing architectures urges
us to find a new way to address problems with applications that involve new approaches,
such as the Internet of Things (IoT), where we can collect and preprocess data at the very
end of the network.

Galesky et al. [15] presented the VCuve-Sync protocol, where the state of the dis-
tributed application is maintained by a CRDT, which allows operations to be performed
simultaneously while ensuring a deterministic convergent final state. The results show
that the solution demonstrates excellent performance in terms of message delivery latency
and good efficiency in terms of bandwidth usage, especially in scenarios with multiple
publishers and subscribers. A similar approach [16] was proposed by Leonardo de Freitas
Galesky and Luiz Antonio Rodrigues. Simić et al. [17] proposed a concept of the distributed
system where the machine state is represented by CRDT data, allowing for operations like
a real-time consensus with proper synchronization. Zhang et al. [18] showed how different
protocols for state synchronization can be used in distributed systems. The characteristics
of consistency were also analysed, and a blockchain system called CChain was proposed,
which for the first time integrated the eventual consistency method (CRDT) into the Fabric.

In a distributed system, strong consistency ensures that all clients observe consistent
atomic updates of data across all servers [19]. However, due to the influence of the CAP
theorem [20,21], such systems must sacrifice availability during synchronization. Xin
Zhao and Philipp Haller [22] examined the model of observed atomic consistency (OAC),
which ensures both fast convergent updates and non-convergent operations that require
synchronization. The presented observable atomic consistency protocol (OACP) ensures
OAC and can only be implemented if the communication subsystem ensures eventual
delivery. This assumption is shared by CRDTs.
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Barreto et al. [23] provided an overview of the use of CRDTs for synchroniza-
tion in rapidly changing distributed systems. The authors proposed a PS-CRDT (pub-
lisher/subscriber) model to provide spatial and temporal decoupling of update dissemina-
tion. Such a solution ensures CRDT compatibility with the dynamic entry and exit of nodes
in unstable environments. Lv et al. [24] proposed a new CRDT-based synchronization
approach for real-time Co-CAD systems.

As we can see, there is a huge interest in using different CRDTs for the representation
of the state of a distributed system for resolving disturbances and perturbations that can be
caused by conflicts between system states. Numerous studies [25–27] show the efficiency,
high performance, low latency, and effective scalability of CRDT-based approaches in the
context of message distribution, especially for large-scale systems using the Pub/Sub model.
These results indicate that the solution is a promising option for ensuring strong eventual
consistency [28,29] in distributed data systems. It can be very beneficial for systems that
must be fault-tolerant and highly resilient.

3. General Representation of the Distributed Electrical Grid’s States
Using CRDTs

The overall state of a distributed electrical grid can be represented as a set of states of
all its nodes, reflecting the current state of each one and their interactions [30]. Among the
aspects of the state, the following can be highlighted [31,32]:

• Node availability: This state can indicate whether nodes in the network are available
for data exchange. If a node fails or disconnects, this will affect the network’s state [33].

• Resource information: This state may include information about resources provided
by the nodes.

• Network load: This state can indicate the overall load on the network. If many nodes
are actively exchanging data, this may lead to network congestion.

• Connection stability: This state can reflect the stability of the connections between
nodes. If connections are unstable or nodes frequently lose connectivity, this can
impact the network performance.

The transmission of electricity to consumers can involve two types of events that
should be distinguished [34]:

• Continuous phenomena, meaning deviations from nominal values that occur con-
tinuously. These phenomena mainly result from load characteristics, load power
variations, or the nonlinear nature of the load.

• Random voltage events, meaning sudden and significant deviations from the normal
or desired voltage waveform. These are most likely due to unforeseen events (such as
accidents) or external factors (such as weather conditions or actions by third parties).

Continuous phenomena include the frequency and variation of the supply current.
For example, the nominal supply voltage frequency in Ukraine should be 50 Hz [34].
Random voltage events include power supply interruptions and voltage sags. The cause
of voltage sags is usually accidents occurring in public networks or consumer equipment.
Overvoltages are generally caused by switching actions and load disconnections. Both
phenomena are unpredictable and random, with their frequency varying significantly
over the year depending on the type of power supply system and the observation point.
Moreover, their distribution throughout the year can be highly uneven [34].

It should be noted that the characteristics of the supply voltage—the frequency, level,
waveform, and symmetry of phase voltages—undergo changes during the normal oper-
ation of the system due to load power fluctuations or disturbances generated by certain
types of equipment, as well as during faults, which are mainly caused by external events.
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These characteristics change randomly over time at any chosen connection point, and
furthermore, they can vary simultaneously at different connection points. As a result of
these changes, in a reasonable number of cases, it can be expected that the characteristics
will exceed the set values. Some phenomena affecting voltage, especially unpredictable
ones, make it very difficult to establish appropriate values for their characteristics [34].

In creating the distributed electrical grid model, the following principles were followed:
the model should be used to describe the path of an object’s state change depending on
its current state and additional information about the states of other objects, which is
received externally.

The general state management model of an electrical system consists of a set of
peer nodes, each representing an energy provider model with certain static and dynamic
characteristics. The static characteristics include the node identifier and its geographical
region. The dynamic characteristics include parameters such as the nominal and actual
power [35,36]. The combination of these characteristics forms the individual state of each
node in the model.

To represent the state of a node, it is necessary to identify characteristics that are
unique, precise, and relatively infrequently changing while also impacting management
system decisions. Such characteristics include the indicators of nominal and actual power.

Since the model describes the state of the system, it would not be practical to store
the actual values of these indicators within it, as this would lead to an infinite number of
possible states that constantly change and would require replication. As minor fluctuations
in indicators are acceptable, as noted above, and often do not result in a change in the
overall state, an infinite set of states is unnecessary. Instead, we will represent it as a set of
three possible states (Figure 1).

Figure 1. Transition diagram of the power unit state.

In this figure, S1 (green) indicates that the supplier has excess capacity, S2 (yellow)
indicates that the supply meets the demand, and S3 (red) indicates that the demand exceeds
the supply.

The desired state of any node is S1, while S3 represents the critical state with the
highest balancing priority among neighbouring system nodes. f 1 denotes a transition from
a more desirable state to a less desirable one, defined by the condition f 1 : Pactual < Pnominal ,
while f 2 denotes the opposite transition, governed by the condition f 2 : Pactual > Pnominal .
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A state space, represented as a set of potential states relative to the current state, is defined
as follows: {S1 : {S2, S3}, S2 : {S1, S3}, S3 : {S1, S2}}. This state space, with transitions
linked to their corresponding conditions, is detailed in Table 1.

Table 1. State space for the node.

S1 S2 S3

S1 0 f2 f2
S2 f1 0 f2
S3 f1 f1 0

Data synchronization describes the concept of reconciling a set of data copies (states) or
maintaining data integrity. The state reconciliation operation, or consensus, in distributed
networks is a procedure for reaching a common agreement on a distributed platform. It is
essential for the nodes or entities that are involved in the distributed system to achieve a
consensus to ensure reliability and fault tolerance. Reliability and fault tolerance mean that,
in a decentralized environment, there are several independent parties that can make their
own decisions; some of these parties may act maliciously, but the system must maintain a
unified perspective despite their presence [37].

In data exchange within networks where each node has its own copy of the data,
ensuring consistency and state alignment is a critical issue. When a large number of nodes
attempt to modify data simultaneously, conflicts arise that need to be resolved continu-
ously and efficiently to avoid data discrepancies. Thus, the solution lies in developing
methods and approaches that prevent conflicts and ensure data consistency in distributed
networks [38].

A conflict-free replicated data type (CRDT) [39] is an abstract data type with a statically
defined interface that allows for distributed replication over multiple nodes. It allows for
optimistic replication [40] in a principled way. Each replicate can be changed on demand
and independently without any overhead coordination between them. When any two
replicas have received the same set of updates, even if they were received in different orders,
they reach the same state deterministically by adopting mathematically grounded rules
to ensure state convergence [41]. Moreover, if concurrent updates of a given data point
commute, and all its replicas execute all updates in a causal order, then the values of the
replicas converge. This is called a Commutative Replicated Data Type [41]. It is designed to
commute concurrent operations. This eliminates the need for complex concurrency control,
allowing operations to be executed in different orders while having replicas converge
to the same result. This approach guarantees no conflicts, thus removing the need for
consensus-based concurrency control [42,43].

Using CRDTs to model the state of a distributed system has the following advantages:

• The data structures are designed to be commutative and convergent [44]. This means
that multiple copies of the same data can be independently updated and then merged
together without conflicts [45]. This allows for efficient and accurate data analysis,
even in cases where the network is disconnected or has high traffic [46,47].

• The CRDT approach relies on predetermined conflict resolution rules, which dictate
their semantics. These rules are typically data structure specific [45]. CRDTs provide
a mechanism for detecting and resolving conflicts, ensuring consistency across all
copies of the data. This is particularly useful in the electrical grid, where multiple
copies of state information can be stored in different locations.

• By choosing a state-based CRDT structure [44], which stores the current state of the
data rather than the history of changes, they are suitable for real-time monitoring and
analysis of data in the electrical grid.
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• Scalability: CRDTs enable the construction of distributed systems that can scale hori-
zontally [48] without the need for complex coordination mechanisms [46].

• Fault tolerance: CRDTs are fault-tolerant, as they allow data to be replicated between
nodes and recovered in the event of a failure of one or more nodes [49].

Compared to lock/consensus-based methods [50,51], CRDTs have several advantages,
as presented in Table 2, which are specifically bounded to synchronization challenges that
are unique to distributed electrical grid systems, such as the synchronization of power
electronic interfaced distributed generators [52] or for controlling the synchronization of
cascading failures in power grids [53].

Table 2. Comparison of CRDT-based synchronization and lock/consensus-based methods.

Criterion CRDT-Based Lock/Consensus-Based

Consistency Model Eventual consistency Strong consistency
Latency Low (local updates) Higher (requires coordination)

Availability High Dependent on quorum/leader
Conflict Handling Automatic and deterministic Explicit locking or quorum decisions

Scalability High Moderate
Use Cases Collaborative, real-time systems Mission-critical, transactional systems

All the above advantages allow for the building of highly resilient systems. CRDTs
are divided into two types [44]:

1. State-based CRDTs: Convergent Replicated Data Type (CvRDT) [54]—These CRDTs
store a complete copy of the state on each network node, which is merged later.
These CRDTs support state merge operations to avoid conflicts. A replica periodically
propagates its local changes to other replicas by shipping its entire state. A received
state is incorporated within the local state via a merge function that deterministically
reconciles both states. To maintain convergence, a merge is defined as a join: at least
an upper bound over a join semilattice [55]. A major drawback of state-based CRDTs
is the communication overhead of shipping the entire state, which can become very
large in size [56].

2. Operation-based CRDTs: Commutative Replicated Data Type (CmRDT) [57]—These
CRDTs store the operations that have been performed on each network node rather
than a complete copy of the state. These CRDTs support the execution order of
operations to ensure compatibility. The approach ensures that there are no conflicts
and, hence, no need for consensus-based concurrency control [43]. CmRDTs have
some advantages, as they can allow for simpler implementations, a concise replica
state, and smaller messages; however, they are subject to some limitations. First, they
assume a message dissemination layer that guarantees reliable exactly-once causal
broadcast; these guarantees are hard to maintain, since large logs must be retained to
prevent duplication, even if a TCP is used [58]. Second, membership management is
a hard task in op-based systems, especially once the number of nodes becomes larger
or due to churn problems, since all nodes must be coordinated by the middleware.
Third, the op-based approach requires operations to be executed individually (even
when batched) on all nodes [56].

The key comparisons between CvRDT and CmRDT are presented in Table 3.
Based on these types, specific data types have been developed, such as counters,

registers, sets, and graphs. Conflict-free replicated data types (CRDTs) can resolve conflicts
if the data have certain mathematical properties, such as commutativity, associativity, and
idempotency. The problems created by CRDTs include a predefined structure that cannot
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be changed. Therefore, they cannot be used for all tasks, especially if the operations are not
commutative [17].

Table 3. Key comparisons between CvRDT and CmRDT.

Aspect State-Based (CvRDT) Operation-Based (CmRDT)

Communication Full state exchanges Operation deltas

Complexity Simple (state merge function) Complex (requires reliable, causal operation
delivery)

Overhead High (state size grows with dataset) Low (operation size)

Consistency Idempotence and associativity ensure eventual
consistency Operations commute to ensure consistency

Message Loss Resilient (full state re-propagation handles loss) Vulnerable unless using reliable delivery
mechanisms

CRDTs raise important security concerns [59]. A malicious replica could attempt to
disrupt the global convergence or consistency by interfering with other replicas; however,
this risk can be managed using standard authentication methods [60]. Another challenge,
further accentuated with the decentralized and geodistributed nature of cloud-based de-
ployments, is related to the privacy of the data that are stored within the CRDT. This cannot
be approached trivially using standard encryption techniques, as secure CRDT protocols
would require replica-side computation—on encrypted data—to propagate operations. The
outcomes in [27] introduce a foundational security model for CRDTs and provide special-
ized examples of secure CRDT constructions. Each construction must be carefully designed
to use dedicated cryptographic techniques so that the CRDT computations between replicas
can be performed over encrypted data [61].

In the current work, a CvRDT with the possibility of spreading the delta of changes
between nodes was used. Choosing a state-based CRDT [44], which stores the current state
of the data rather than the history of changes, makes it suitable for real-time monitoring
and analysis of data in the electrical grids.

To describe the overall state of the system based on the CRDT, which represents a
Map data type that can be replicated across the entire set of nodes, according to [62] (p. 6),
a modification of the Observed Remove Set (ORSet) [44] (p. 26) can be used. Since the
container-type Map is based on Set [44] (p. 21), the implementation of Map will have
the same semantics as ORSet, except for the issue of concurrent updates to values, which
must be merged in a specific manner. To address this issue, the CRDT LWW-Register [44]
(p. 19) was chosen. Using this data type ensures that only the most recently written value
is retained, while the previous value (if any) is discarded. Since we are interested in the
most recent (current) state of a specific node in the overall system, this strategy is desirable.

Formally, LWW-Register can be defined as a set that is either empty or contains one
value: {v|wr(v) ∈ O∧ ̸ ∃wr(u) ∈ O · wr(v) < wr(u)} [39] (p. 4). It should also be noted
that both ORSet and LWW-Register are Delta State Replicated Data Types [54,56], which
reduces the need to send the full state during updates. In other words, when the state of
an object changes, only the change itself will be sent, rather than the entire object with the
new state. For example, adding elements c and d to the set {a, b} will result in sending the
delta {c, d} and merging this state with the state on the receiving side, resulting in the set
{a, b, c, d}. Therefore, we can formulate a simple formula for state change as follows:

S′i = Si ◦ ∆i (1)

where Si in a new state of i′s node, Si, is the previous state of i′s node; ∆i is a change applied
on i′s node; ◦ is the merging changes operation.
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The overall state of the system will be represented by a Map data type based on ORSet,
which has similar semantics for handling keys. However, in the case of concurrent updates
to values, any potential conflict will be resolved in favour of the most recently written value.

A conceptual overview of how CRDT state changes propagate and converge during
conflicts among different nodes for the system described in this article can be seen in
Figure 2. The state propagation process depicted in Figure 2 is typical of any competitive
DEGS network changes, such as instantaneous switch state updates due to low-level
sensor changes.

Figure 2. Conceptual view of CRDT state distribution between concurrently updated nodes.

On the basis of Equation (1), we can determine the dataset, which is to be shared by
the nodes, as follows:

∆i = S′i − Si (2)

Semantically, each delta represents a set of changes for particular parameters of the
node’s state, which will be propagated to other nodes and merged with their inner state.
For example, based on Figure 2, we can define different deltas: ∆S1 and ∆S2. Using
Equation (2), the deltas can be rewritten as follows:

∆S1 = S′1 − S1 = {A : 1, B : 0} − {A : 0, B : 0} = {A : 1, B : 0},

∆S2 = S′2 − S2 = {A : 0, B : 1} − {A : 0, B : 0} = {A : 0, B : 1}

We can see how the different deltas, ∆S1 and ∆S2, converge during concurrent updates
by performing sequential operations on the state S2. The resulting state will be a union set
of changes from ∆S1 and ∆S2, which can be rewritten as follows:

S0 ∪ S1 ∪ S2 = (S0 ◦ ∆S1) ◦ ∆S2 = ({A : 0, B : 0} ◦ {A : 1, B : 0}) ◦ {A : 0, B : 1} = {A : 1, B : 1}

Deltas are formed based on the operations defined by the CRDT data structure, which
must satisfy idempotence, commutativity, and associativity.

The presented dataset is discrete in nature, effectively representing real-life scenarios,
as distributed state representations often operate in quantifiable values or categories rather
than continuous ranges. Discrete states simplify modelling by capturing key system
behaviours, transitions, and interactions, such as fault conditions, operating modes, or
resource availability.

The general representation of the DEGS based on a CRDT can be written as follows:

Map[K, LWWRegister[V]] → ORSet[(K → LWWRegister)]

where Map denotes a key → value data structure with a generic type K for the key and
defined node state V for the value (Figure 3).
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Figure 3. General representation of DEGS based on CRDT.

Here, Keys represent the ORset of all possible identifiers of nodes, and Values represent
LLWRegister structures containing their corresponding states. The Current state denotes
the state S of a particular node after an initial disturbance ∆S, which is used to perturb
the system’s balance through continuous synchronization with other nodes via delta
propagation. The synchronization of a particular node produces a unique result RKi,
which is shareable with the next node i + 1. The result RKn represents the synchronization
outcome for the n-th node, incorporating feedback from the initial conditions. Therefore,
achieving balance across the entire DEGS implies no delta transmission or a condition where
RKn= 0. This representation highlights the nature of updates, driven by the implementation
specifics of the ORset and LLWRegister structures, which is crucial for understanding the
experimental results.

If a data type satisfies all three properties—idempotence, commutativity, and
associativity—then it is proven to be a Convergent Replicated Data Type.

• Idempotence: A CRDT consists of a set of all added elements and a set of all removed
elements. If an attempt is made to add or remove the same element again, the CRDT
remains unmodified. This property avoids duplication and maintains the integrity of
the data type, allowing the CRDT to behave consistently across distributed systems
by supporting convergence and eventual consistency. Adding (add operation) or
removing (remove operation) an element from the CRDT can be described using
Equation (2), where add and remove are idempotent operations:

add(a, Si) = (S′i ∪ {a}) = (S′i ∪ ∆i) = (S′i ∪ (S′i ∪−Si)) = add(a, add(a, Si))

remove(a, Si) = (S′i ∪ {a}) = (S′i ∪ ∆i) = (S′i ∪ (S′i ∪−Si)) = remove(a, remove(a, Si))
(3)
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• Commutativity: Since the add and remove operations do not depend on each other,
the order in which they are executed does not affect the result. This property can be
described using Equation (3) as follows:

add(a, Si) → add(b, Si) = add(b, Si) → add(a, Si)

remove(a, Si) → remove(b, Si) = remove(b, Si) → remove(a, Si)
(4)

• Associativity: The result of the operations does not depend on the order in which they
are applied, regardless of how these operations are grouped. This property can be
described based on Equation (4) as follows:

add(a, remove(b, Si)) = remove(a, add(a, Si))

Idempotence, commutativity, and associativity establish fundamental rules that define
the set of possible functions and operators that are associated with the described CRDTs.
These principles also delineate the range of permissible deltas that can be propagated within
specific system topologies. Adhering to these rules ensures the full utilization of CRDT
data structures while maintaining the predictability and structure in computations related
to continuous and concurrent updates, which is beneficial, even though each node only
updates its own part of the state. Any CRDT-based operations mentioned later in this article
should be considered a combination of the previously described add and remove operations.

4. Modelling
For simulation purposes, a special actor-based [63] framework (Vigilant Hawk) was

developed by the authors. Its implementation is based on the Akka toolkit [64], which
enables the building of highly concurrent systems that are scalable, highly efficient, and
resilient by using Reactive Principles [65] and is a great tool to simulate dynamic systems.
For example, in [66], the authors introduced a semantics-driven framework to enable
demand flexibility control applications in real buildings, and in [67,68], the authors used the
Scala/Akka toolkit to create computer frameworks to model large-scale, high-performance,
desynchronized information propagation simulations. Using the actor model offers several
advantages, particularly for building distributed, asynchronous, and high-load systems.
The main benefits of using the actor model [69–71] are as follows:

• Natural Modelling of Asynchronous Processes: The actor model is ideal for asyn-
chronous programming, where tasks run in parallel and independently. Actors com-
municate via messages without blocking, making it easy to create parallel processes
without the need for thread synchronization.

• Improved Scalability: The actor model allows for the addition of new actors or the
distribution of actors across nodes with minimal code changes. This makes it possible
to scale applications both vertically (on a single server) and horizontally (across
multiple servers or nodes).

• State Isolation: Each actor has its own state, which is not directly accessible to other
actors. This eliminates the need for locks on shared states, reducing errors related
to synchronization. Actors can update their state independently, making the system
more robust.

• High Resilience and Self-Recovery: Actors have a built-in supervision system in which
one actor can monitor another. If an actor fails, its supervisor can restart it or take
other corrective actions, ensuring automatic recovery. This is crucial in distributed
systems that need to maintain continuous operation.
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• Simplification of Distributed Computing: Since actors communicate through messages,
they can exist on different nodes of a distributed system. Actors can interact with each
other both locally and over the network, simplifying the development of distributed
systems where actors can exchange data regardless of physical location.

• High Performance via Asynchronous Processing: Since actors do not block threads
when processing messages, the system can handle a large number of requests simul-
taneously. This allows for high performance even under heavy loads, as there is no
downtime due to resource locking.

• Natural Management of Parallelism: In an actor system, each actor is an isolated unit of
parallel computation. This makes it easy to distribute workloads across different CPU
cores or even different machines without the complexity that is typically associated
with multi-threading.

• Ease of Developing Complex Systems: The actor model is well suited for systems
where objects have complex behaviours or interact frequently. Instead of creating
complex locking and synchronization mechanisms, actors use messaging to manage
their behaviour, simplifying code creation and maintenance.

The developed framework contributes to modelling the asynchronous nature of dis-
tributed electrical grids, allowing for a generative nature and the flexibility to represent the
nodes of the distributed electric power network by using the actor model. However, the
application and further expansion of the software require system domain knowledge and
relevant skills of engineers for their implementation.

The framework was developed for the modelling of clustered high-load systems like
distributed electrical grids systems, focusing on using different protocols for message
delivery. Source files can be found in [72]. Within this framework, clustered electrical
grid systems were modelled using a CRDT to represent the state of the cluster nodes.
Each node of the cluster is represented as an independent actor, with its internal state [73]
being encapsulated and modified only through message passing. This ensures that the
state of each node is isolated, reducing the complexity of handling shared mutable states
across the system. The cluster’s nodes communicate asynchronously without blocking their
execution [74]. This allows nodes to remain responsive, even when waiting for external
resources or handling other tasks, improving the scalability and reducing latency. An actor
is a unique concept [63] that allows us to model each node in the grid, such as a generator,
substation, or consumer. Such representations can be created using any paradigm, such as
object-oriented or functional representations. The actors are designed to be fault-isolated,
i.e., if an actor fails, the system can recover by creating a new actor or reassigning tasks to
other actors. Each node as an actor can process requests in parallel, allowing the system
to handle a large number of operations concurrently. This approach allows us to gain
advantages in terms of concurrency, scalability, and fault tolerance. When a node changes
its state, it notifies the replicator of its new state, and these changes become available to all
other nodes in the system. Since each node can see the overall state of the system, a node
with excess capacity can temporarily redistribute it to meet the urgent needs of other nodes
lacking power at a given moment. This redistribution considers priority, giving preference
to the nearest nodes based on each node’s geographical region.

The simulated cluster consists of electrical unit nodes. Each node has its unique
identifier (ID), a region identifier (RI), its own nominal and actual power, two sets with
identifiers of other units, and the values of borrowed and returned electricity from/to
these units. The structural view of the node can be seen in Figure 4, where the replicator
is an abstract unit that is responsible for message distribution, including read and write
operations for any ∆S, across all nodes. A merger is an abstract unit that is responsible for
the merging strategy, which defines the process of updating the current node state No0 to a
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particular result R with concurrent updates from different nodes. Both the replicator and
merger are unified components of each node in the system.

In addition, each electrical unit has its own state (Pi), which reflects the relationship
between the nominal (Pnominal) and actual (Pactual) power:

Pi =


green → i f Pactual ≤ Pnominal

yellow → i f Pactual = Pnominal

red → i f Pactual > Pnominal

Each unit has its own view of the state of the grid as a whole Si,t → ID ∪ RI ∪ Pi,t ∪
Sgeneral,t − Si,t−1, where Si,t is the state of the node at some time point t and Sgeneral,t − Si,t−1

points to the general state of the system with respect to a previous state of i’s node in t−1,
including the states of other nodes. Each node is responsible for publishing changes to
its state in this data structure and reading updates from other nodes whenever there are
changes. In our experiment, we have 100 nodes that are in a green state. Through an
external influence, we increase the actual power in the observed node of the system so that
it moves to the red state. We observe the state of the electrical grid as a whole (from the
perspective of a random node in the system) over time while the system balances (nodes in
a red state transition to a yellow state by borrowing power from neighbouring nodes and
nodes in a green state transition to a yellow state after borrowing this power). Therefore, we
compose a view of the whole system based on a single node, which allows us to calculate
the messaging based on dynamic distancing.

Figure 4. Structural view of the node.

The experiment flow in terms of the inner node communication is presented in Figure 5,
where observed is the observable node, D is the actual disturbance (in our case, it is based
on the actual and nominal power of the node), ∆S is the delta of the state to be shared with
the nearest nodes, Dk is the depth coefficient, which shows the number of layers of nodes
from the perspective of the observed node, R is the resulting state, f (D, O) is the process of
CRDT message distribution from the observed node to other nodes and vice versa, and
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No is the nearest node, which has established a communication channel with the observed
node. NoO means that each f (D, O) transfer of ∆S occurs in the same way as if each No
was becoming an observer; then, the actual observer becomes the corresponding No, and
M is the merge function (which incorporates the merging strategy), which accepts ∆S and
(if it exists) the corresponding R for inner state changes and the creation of an intermediate
result. M can be interpreted using Equation (1). For example, the merge function for Noi

can be written as
(

Noicurrentstate, Rj, ∆S
)
→ Ri ∨ Noistatechange.

Figure 5. Experimental flow of inner node communication.

It should be noted that each node incorporates a merge function between its actual
state, ∆S, and incoming result; therefore, there may be collisions between ∆S and R, but
based on the previous sections of this paper, we can assume that any conflicts will be
resolved during the CRDT message distribution.

The actual experiment consisted of several phases with different timestamps to simu-
late latency degradation, where the interval ranged from 9 to 45 s. The hardware configura-
tion for the simulation consisted of an Apple M3 Pro, 36 GB RAM, and a 512 GB SSD disk.
The specific set of experiments, including the latency degradation and message distribution
density, was concluded.

The latency degradation coefficient (LDK) serves as a dynamically generated multiplier
for modelling the distance between nodes, enabling the introduction of delays in message
delivery and making the system non-ideal.

The full state distribution time (FSDT) is defined as the time that is required for
the state change of a specific node to propagate to 100% of the other nodes. This metric
provides a qualitative estimate of the effect of delays on the state propagation speed across
the system.

To show how messages spread across the network, the view from the perspective of
undisturbed nodes in the system was used. We considered a generalized network, where
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nodes were interconnected in a peer-to-peer manner. The network topology was assumed
to be fully connected, or nearly so, with LDK serving as a uniform parameter across all
links in this experiment.

Deterministic or stateful grid initialization, non-blocking monitoring, and carefully
encapsulated states ensured the reproducibility and reliability of our results under any
conjecture of grid disturbances, leveraging the previously mentioned CRDT properties and
actor-based implementation.

5. Modelling Results
The simulation results are presented in Figures 6 and 7, where time zero is defined as

the moment when all nodes reach an initial state of balance. This balance is characterized
by the complete synchronization of system states and the seamless representation of
communication through the transmission of state change deltas.

After introducing a disturbance at a single node, we monitor how quickly the updated
state propagates to the other nodes. This is achieved using a non-blocking recording of state
indicators in a separate file in a raw format: {nodeid, Pactual , Pnominal , statecurrent, timecurrent}.
These data are later utilized to generate graphs and calculate the percentage ratio of
informed nodes, as well as FSDT, since the actual state change is quantified numerically,
while the interval between the first and last updates represents the distribution time.

In the graphs, the x − axis(n) represents the number of nodes, which is a statically
bounded value, while the y − axis(t) represents the time in milliseconds.

A general overview of the representation of the distributed electrical grid’s states
using a CRDT was made. A formal model with a corresponding structure was reviewed.
A special actor-based framework was developed for the simulation of the distributed
high-load electrical grids and used for the deeper examination of the actual advantages of
CRDTs in terms of message delivery in distributed systems.

Figure 6. Simulation results for CRDT message distribution density within electrical grid with
LDK = 2, 4, 8, 16.

It was found that increasing the distancing between nodes with latency degradation
can cause turbulences, making the system more complex to manage in various forms. We
could also observe that there is an effective LDK value (in our case, LDKe f f ective = {2, 4})
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at which the network does not experience significant disturbances. Therefore, to optimize
LDKe f f ective, it is advisable to divide the cluster into smaller sub-clusters. Naturally, such a
division would require a specific topology and a specialized inter-cluster communication
protocol to maintain connectivity within larger network groupings. Additionally, it is worth
noting that under LDKe f f ective, the system responded smoothly and predictably.

Figure 7. Simulation results for network state synchronization with LDK = 2, 4, 8, 16, 32, 64 and FSDT.

We observe that the FSDT increases with the LDK; however, the process of message
distribution among other nodes remains stable and predictable. Essentially, there is a linear
relationship between the FSDT and LDK, allowing for the current solution to scale. It is
also worth noting that an inflated average value of the LDK was used in this experiment
to demonstrate the performance of the DEGS based on a CRDT during a general network
connectivity degradation.

6. Discussion and Conclusions
The application of conflict-free replicated data types (CRDTs) to distributed electrical

grid systems (DEGSs) presents a novel approach to addressing the challenges of state
synchronization in decentralized environments. Our study demonstrates that CRDTs can
effectively maintain consistency and ensure deterministic behaviour in DEGSs, even under
conditions of network latency and node disturbances.

One of the key findings from our simulations is the identification of an effective
latency degradation coefficient (LDK), specifically LDKe f f ective = {2, 4}, where the network
maintains stability without significant disturbances. This suggests that DEGSs can tolerate
certain levels of latency without compromising state synchronization, which is critical
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for real-time monitoring and control. The linear relationship observed between the full
state distribution time (FSDT) and LDK indicates that the system’s scalability is achievable
without introducing nonlinear complexities in message dissemination. Such a relationship
between the FSDT and LDK will allow for better resource allocation and scalability planning
for optimized network topologies.

Our use of the actor-based framework, leveraging the Akka toolkit, has proven ad-
vantageous in modelling the asynchronous and concurrent nature of the DEGS. The actor
model’s inherent support for scalability, fault tolerance, and high concurrency aligns well
with the requirements of modern electrical grids, which are increasingly distributed and
subjected to high loads. By encapsulating each grid node as an independent actor with
isolated state management, we have minimized the risks associated with shared mutable
states and have enhanced the system’s resilience to node failures.

The experimental results affirm that CRDTs can facilitate efficient state synchronization
in DEGSs. The CRDTs’ properties of idempotence, commutativity, and associativity ensure
that concurrent updates from multiple nodes converge to a consistent global state, without
the need for complex concurrency control mechanisms. This is particularly beneficial in
scenarios where nodes may experience intermittent connectivity or when the network is
subject to high traffic volumes.

However, this study also highlights certain limitations and areas for further explo-
ration. The increase in FSDT with higher LDK values indicates that while the system
remains stable, the time that is required for state changes to propagate throughout the
network can become significant. This delay may not be acceptable in scenarios where rapid
response times are critical, such as in the mitigation of sudden load imbalances or fault
conditions. To address this, it may be necessary to implement strategies such as dividing
the network into smaller sub-clusters to reduce propagation delays, albeit at the cost of
increased complexity in inter-cluster communication and coordination.

Another consideration is the potential impact of the network topology on the message
distribution efficiency. Although our simulations assumed a certain degree of homogeneity
in node connectivity, real-world electrical grids may exhibit more complex and hetero-
geneous network structures. Future work should investigate how different topologies
influence CRDT-based synchronization and whether adaptive algorithms, such as adap-
tive message routing [75] or the Gossip protocol [76], can optimize the message routing
based on real-time network conditions. For example, adaptive message routing improves
a network’s performance, fault tolerance and resilience, resource utilization, latency, and
energy efficiency.

Security concerns associated with CRDTs, as noted in prior research [59,60,77], are
also pertinent to DEGSs. Ensuring the integrity and confidentiality of state information
is paramount, especially given the critical nature of electrical grid infrastructure. Future
development should focus on incorporating robust authentication mechanisms and explor-
ing secure CRDT protocols that can operate over encrypted data without compromising
performance. These are essential areas for addressing potential conflicts or breaches in state
updates caused by malicious nodes during CRDT-based synchronization.

The simplification of node states to three discrete levels (green, yellow, red) provides
a practical approach to modelling system behaviour without the overhead of managing
continuous state variables. The proposed simplified strategy can also consider stochastic
aspects, such as a variable grid’s topology. However, this abstraction may overlook nuances
in grid dynamics that could be important for finer-grained control and optimization,
such as the effect of the quality of the power flow representation [78] and the need for
a certain degree of complexity to obtain sufficiently accurate results in energy system
models [79]. This can impact the system reliability and precision by reducing the set of
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possible states of the system, which leads to deconcretization and additional complications
when extrapolating conclusions to implement similar simulations. Incorporating additional
state levels or adopting a hybrid approach that combines discrete and continuous state
representations might offer improved fidelity without sacrificing the benefits of CRDTs.

Overall, the adoption of CRDTs for state synchronization in DEGSs shows significant
promise in enhancing system resilience and operational efficiency. The deterministic and
conflict-free nature of CRDTs aligns well with the demands of distributed electrical grids,
where timely and accurate state information is critical for maintaining balance and pre-
venting failures. By addressing the identified limitations and extending the framework to
accommodate more complex network conditions and security requirements, the proposed
approach can contribute to the development of more robust and scalable DEGS architectures.

In conclusion, the system behaved predictably and maintained consistency after
the disturbance. Despite the fact that the state synchronization time increased during
significant disturbances, the nodes remained in a deterministic state, which prevented
additional errors or network failures. This allows for efficient and accurate data analysis.
The experimental results presented above demonstrated that the proposed solution is both
scalable and fault-tolerant within the context of the effectiveness of the application of the
CRDT for the synchronization of the distributed electric power grid system. Thanks to
the state-based CRDT structure, the corresponding DEGSs are well suited for real-time
monitoring and analysis of data in the electrical grids.

The next research steps could cover a wider range of different topics. Directions could
include the development of special protocols for inner and outer electrical grid communica-
tion using heterogeneous latencies to account for varying communication delays between
nodes, which can significantly impact the synchronization efficiency and overall system
performance, including cybersecurity aspects of the replicated data types, since it is ex-
pected that larger clustered systems can be divided into separate ones. The main challenge
is performing cryptographic operations efficiently at scale, ensuring that nodes can validate
the authenticity and integrity of states without a high overhead. Techniques like threshold
signatures or secure enclaves could be explored. Developing a state management system
based on the described data state would be highly beneficial. Such a system would enable
the integration of various approaches to data distribution, as well as monitoring, threading,
and the analysis, management, and control of associated risks across the entire system. The
authors also consider it expedient to develop a universal approach to creating the topology
of a distributed electrical grid system.

This would allow for the use of CRDTs on different levels without any overhead based
on the design of individual parts of the system. Independently clustered topologies would
also provide a direct way to achieve scalability and resolve the issues mentioned earlier.
This can be a very tough problem, because each cluster can have its own architecture and
non-functional requirements (NFRs). It is also crucial to know the behaviour of the message
distribution regarding the distance between nodes and state management issues.
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