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Abstract: Missing data are a common problem in educational assessment settings. In the imple-
mentation of cognitive diagnostic models (CDMs), the presence and/or inappropriate treatment of
missingness may yield biased parameter estimates and diagnostic information. Using simulated
data, this study evaluates ten approaches for handling missing data in a commonly applied CDM
(the deterministic inputs, noisy “and” gate (DINA) model): treating missing data as incorrect (IN),
person mean (PM) imputation, item mean (IM) imputation, two-way (TW) imputation, response
function (RF) imputation, logistic regression (LR), expectation-maximization (EM) imputation, full
information maximum likelihood (FIML) estimation, predictive mean matching (PMM), and random
imputation (RI). Specifically, the current study investigates how the estimation accuracy of item
parameters and examinees’ attribute profiles from DINA are impacted by the presence of missing
data and the selection of missing data methods across conditions. While no single method was found
to be superior to other methods across all conditions, the results suggest the use of FIML, PMM, LR,
and EM in recovering item parameters. The selected methods, except for PM, performed similarly
across conditions regarding attribute classification accuracy. Recommendations for the treatment of
missing responses for CDMs are provided. Limitations and future directions are discussed.

Keywords: missing data; cognitive diagnostic modeling; DINA model; imputation; item parameter
recovery; classification accuracy

1. Introduction

Cognitive diagnostic models (CDMs; e.g., [1,2]), otherwise referred to as diagnostic
classification models (DCMs; e.g., [3,4]), are a family of models that allow for the estimation
of examinees’ mastery status on a set of pre-specified attributes (or skills) using their
cognitive item responses. In the context of CDMs, skills (e.g., [5]) and attributes (e.g., [6])
have been used interchangeably. We use attributes in the paper. Examples of CDMs include
the deterministic inputs, noisy “and” gate (DINA) model [7], the reparametrized unified
model (RUM, known as the fusion model, [8]), the log-linear cognitive diagnostic model
(LCDM, [9]), and the general diagnostic model (GDM, [10]).

In practice, the attribute mastery information of examinees is known as their attribute
profile [11]. Attribute profiles are usually in a binary format (e.g., mastery vs. non-mastery);
they enable researchers to make inferences about whether an individual possesses or has
mastered the hypothesized attributes, draw conclusions about students’ instructional needs,
and evaluate the effectiveness of current instructional programs [12–17].

The CDM family has been gaining attention following their introduction during the
mid-1980s, when they were proposed by psychometricians to be appropriate for diagnos-
tic purposes, and their applications have been widely discussed across many contexts
(e.g., [10,14,16,18–26]). To date, both methodological advances and applications of CDMs
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have been observed [15,27]. Examples of such methodological advances include the exten-
sion and development of the models, such as the generalized DINA model (GDINA, [28])
and the multistrategy DINA model (MS-DINA; [29]), Q-matrix validation and refine-
ment methods (e.g., [5,30,31]), the investigation of differential item functioning in CDMs
(e.g., [6,32,33]), and the existence of various software tools such as the CDM [34] and
GDINA [35] packages in R [36]. Examples of CDM applications are evidenced by studies
collected in the special issue of “Cognitive Diagnosis and Q-Matrices in Language Assess-
ment” (e.g., [21,22,37,38]) in the journal Language Assessment Quarterly, as well as many
others (e.g., [2,17,39–45]).

Despite these methodological advances and the increasing applications of CDMs,
as indicated by Ravand and Baghaei [27] in their recent review article, there are issues
that need to be addressed in order to move forward with the implementation of CDMs.
One such issue is the presence of missing responses and how to handle them in CDM
applications [27]. In an assessment, it is common that examinees may leave a few items
unanswered for varying reasons, such as lack of confidence, test-taking strategy, lack of
time, or metacognitive factors [46]. As CDMs are statistical models, it is very likely that the
presence of missing data and its inappropriate treatment will lead to biased model estimates
(e.g., examinees’ estimated attribute profiles and item parameters) in the application of
CDMs. Students may be misclassified (e.g., students are told they mastered a skill while
they did not) if missing responses are ignored or improperly treated.

In CDM practices, missing data are usually ignored under a default likelihood-based
estimator in the software, such as the full information maximum likelihood (FIML) es-
timation used by the R package CDM [34]. The robust performance of FIML has been
supported across contexts, even when its assumption of MAR is violated [47–51]. Such a
method, however, ignores potential reasons (e.g., lack of ability) for the presence of missing
responses by using the available data only, which may encourage examinees to apply
specific strategies when taking the test [52]. That is, an examinee can be categorized as a
master of certain attributes by responding only to the items for which he or she can endorse
a correct answer. Consequently, an imputation method is usually preferred to handle
missing responses in practice, especially in obtaining individual ability estimates. For
example, in many large-scale assessments such as the Trends in International Mathematics
and Science Study (TIMSS), the omitted responses are treated as ignored in estimating item
parameters of the selected item response theory (IRT) model and as incorrect in estimating
individual-level ability scores or plausible values [53].

In the literature, research had been conducted to study the impact of missing re-
sponses; a variety of approaches had been developed to deal with this problem, most
of which are within the framework of IRT. To the best of our knowledge, however, no
study has yet systematically examined the phenomenon of missing data in the implemen-
tation of CDMs, with the exception of a few recent studies (e.g., [17,54–56]). Specifically,
Sünbül [56] investigated the impact of four methods for treating missing data, including
treating missing data as incorrect (IN), person mean (PM) imputation, two-way (TW) im-
putation, and expectation-maximization (EM) imputation, using the DINA model under
both missing completely at random (MCAR) and missing at random (MAR) mechanisms.
Dai et al. [55] examined the impact of missing responses on two Q-matrix validation meth-
ods. Shan and Wang [54] developed a joint CDM, the Higher-Order DINA (HO-DINA)
model, together with the Bayesian Markov chain Monte Carlo (MCMC) estimation method,
to handle item-level missing data. Xu and von Davier [17] explored the impact of missing
responses on GDM (see the next section for a detailed review of the studies). While these
studies shed light on the treatment of missing responses for CDMs, only certain missing
data methods were included in the studies. Furthermore, none of these studies examined
the necessity of an imputation method by comparing its performance to FIML. In light of
this, the purpose of the present simulation study is to fill this gap in the literature by system-
atically investigating the impact of missing data on CDMs. We compare the performance of
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different missing data handling approaches, including FIML, in CDM applications across a
variety of data conditions.

This paper is organized as follows. The next section provides the background and
literature review for this study, including an introduction to CDMs and previous research
with regard to both CDMs and missing data. We center our discussion on the relevant
CDM employed in the current study, namely, the DINA model, as well as the missing
data mechanisms considered in the study. The third section describes the methods and
design of the simulation study. The fourth section describes the results as they pertain to
the previously-stated research purpose. Finally, we discuss the findings and implications
for future research and point out the limitations of the present study.

2. Background and Literature
2.1. Cognitive Diagnostic Models (CDMs)

CDMs are probability-based statistical models that are used to analyze observed item
response data, usually of a dichotomous and/or polytomous format, from cognitive assess-
ments with the purpose of drawing diagnostic conclusions about students’ performance on
hypothesized attributes [4]. They are a family of statistical models of a multidimensional
and confirmatory nature [15,57]. A common feature of CDMs is that the implementation of
CDMs requires a pre-specified loading structure, known as the Q-matrix, that identifies the
interaction between attributes and assessment items. It is defined as a matrix having rows
as assessment items and columns as attributes, where ‘1’ in a cell indicates that mastery of a
certain attribute is required to respond to that item correctly, and ‘0′ otherwise [58]. The Q-
matrix is the key factor in determining the quality of diagnostic information for individual
remediation in CDM applications [59]. It needs to be correctly specified in order to satisfy
the purpose of the assessment while at the same time being theoretically defensible [12].
In the literature, various approaches to constructing a Q-matrix have been proposed and
discussed, such as the interview and verbal (think-aloud) protocol, the digital eye-tracking
method, the multiple-rater method, and several statistical methods (e.g., [57,60,61]).

Due to the popularity and usefulness of CDMs in providing fine-grained diagnostic
information that goes beyond summative total scores, a large number of models have been
developed over the past several decades [12,27]. Commonly used and widely mentioned
CDMs include the DINA model [7] and its extensions, such as the HO-DINA and MS-
DINA models, the deterministic input noisy-or-gate (DINO) model [2], the RUM or fusion
model [8,11,62], the G-DINA model [28], the LCDM [9], and the GDM [10]. Despite the
differences among CDMs, it is important to note that all models in the family serve the
same purpose: to diagnose examinees’ attribute profiles. A more comprehensive taxonomy
of CDMs can be found in Rupp and Templin [15] (p. 239) and Rupp et al. [4] (p. 98).

The DINA Model

We consider the DINA model [7] in the current study for several reasons. First, as
indicated previously, it is one of the most popular [15] and widely used CDMs in the
literature, including both empirical and simulation studies. Second, its parsimonious
nature allows for easier interpretation of the results compared to other CDMs [31,63] as
well as its potential extension to more complex CDMs [64].

Assuming that a test consists of J items that aim to measure K attributes, the definition
of the DINA model is illustrated below.

Let Yij (with possible values of Yij = 1 or 0) be the correct or incorrect item responses
of examinee i to item j, qjk (with possible values qjk = 1 or 0) be elements of the Q-matrix
that represent whether attribute k is required to respond to item j correctly, and αik (with
possible values αik = 1 or 0) be elements of the attribute profiles that represent whether
examinee i is a master of attribute k. Parameter ηij is thus formulated as the conjunctive
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or non-compensatory attribute master status of examinee i on item j (i.e., whether the
examinee is a master of all required attributes of the item or not), where

ηij = ∏K
k=1 αik

qjk . (1)

In practice, it is possible for an examinee to respond to an item incorrectly even
though the examinee possesses all required attributes, or vice versa. Consequently, two
error probabilities, sj and gj, are modeled in the DINA model to represent the relationship
between ηij and Yij, as follows:

sj = P(Yij = 0
∣∣ηij = 1) (2)

and
gj = P(Yij = 1

∣∣ηij = 0) . (3)

Specifically, sj is the slipping parameter and represents the probability of an examinee
responding to item j incorrectly despite possessing all the required attributes, while gj is the
guessing parameter that represents the probabilities of responding to item j correctly when
at least one required attribute is not possessed by the examinee. Then, taking into account
Equations (1) to (3), the probability of examinee i with attribute profile αij answering item j
correctly is defined as

P
(
Yij = 1

∣∣αij
)
=
(
1− sj

)ηij gj
(1−ηij). (4)

2.2. Missing Responses in Psychometrics and CDMs

In this section, we first briefly introduce the missing data mechanisms and common
methods used to treat missing responses in broad assessment contexts. We then turn our
focus on the treatment of missingness in CDM research.

2.2.1. Missing Data Mechanisms

Rubin’s [65] three mechanisms, namely, MCAR, MAR, and missing not at random
(MNAR), are commonly used to distinguish different distributions of missing data. If the
distribution of missing data does not have any systematic cause or depend on any other
information, it is considered MCAR. With MCAR, missing responses can be treated as a
random sample of the complete data in which no missing data is present [47,66]. When
response data are MAR, the probability of a missing response depends on other measured
characteristics of the individual, and not on the item itself. In addition, the characteristics
of the individual should be observable and measurable [66,67]. For example, data could
be considered MAR if missing data on a mathematics item are dependent on examinees’
confidence, gender, or ethnicity [48,66]. When data are MNAR, the probability of a missing
response on an item only depends on that item itself. For instance, an item with sensitive
or biased content would likely result in data that are MNAR.

Researchers in the context of educational assessment have identified several reasons
for item responses to be missing. Several scholars have suggested that missing responses
can be assumed to be MAR because they are related to certain individual characteristics.
For example, Lord [52] suggested that if an examinee knows how ability is estimated in
IRT, he or she could obtain a high(er) score simply by responding to only those items that
he or she has confidence in answering correctly. In addition, de Ayala et al. [46] stated that
examinees with higher proficiency might have a greater tendency to omit items when they
might not know the answer than those with lower proficiency. In a study by Finch [66] that
used simulated assessment data, on the contrary, the probability of missingness was set
to be related inversely to students’ proficiency, which was measured using the observed
total score of other variables. Others have suggested that the likelihood of an item being
missing is more likely to be dependent on the characteristics of the item itself, in which
case missing responses could be represented as MNAR [68–71]. In examining variation
in missing responses on the National Assessment of Educational Progress (NAEP), for
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instance, Brown et al. [69] showed that nearly all predictors, including student proficiency
and item difficulty, explained negligible amounts of variance in omitted scores, with the
exception of item format (i.e., multiple choice, short constructed response, or long con-
structed response), which accounted for 21.3 to 52.6% of the variance in omitted responses
in 2009 grade 4 and grade 8 mathematics assessment data. Furthermore, researchers have
suggested that omitted responses in a test were reported by students inadvertently, in
which case the missingness would be treated as MCAR [72].

2.2.2. Missing Responses in Assessment Settings

Missing responses are inevitable in many assessments. In practice, missing responses
in an assessment can fall into only one category (e.g., omitted responses, [73]). Alternatively,
they can be categorized into multiple types of missing data, such as missing-by-design,
omitted, and not-reached responses, based on whether items are presented to examinees or
the position where the missingness happens. In certain assessments, particularly large-scale
assessments such as TIMSS and NAEP, it is typical to utilize what is known as the booklet
design, within which examinees are administered only a proportion/booklet of items rather
than the entire item pool. Missing responses to items that are not administered to exami-
nees are considered missing-by-design. For items that are presented to students, missing
responses are further divided into omitted responses (missing data occurs within a block
of responses that are presented to the student) and not-reached responses (missing data
subsequent to the last question the student answered) in certain assessments. As missing-
by-design is usually assumed to be MCAR and is often avoided in practice by researchers
using only booklet-level response data (e.g., [31,41]), missing data in the current study only
refer to omitted and not-reached responses. Furthermore, following previous studies that
discussed missing data in the context of large-scale assessments (e.g., [17,51,74,75]), we did
not distinguish the two categories of missing responses (i.e., omitted and not-reached) in
the current study.

2.2.3. Treatment of Missing Responses in Assessment Data

Previous studies in educational measurement have suggested that both types of
missing responses are nonignorable in statistical inferences, and may result in biased item
and ability parameter estimates [46,68,76–78]. In light of this, a large number of different
options for dealing with missing data have been proposed in the literature, which can
be categorized into four broad groups [79]. For space reasons, we briefly introduce these
methods in this section. For detailed introductions and comprehensive reviews of the
methods, see Dai [79], Finch [66], Pohl and Becker [74], Robitzsch [80], or Schafer and
Graham [47].

The first group of methods, namely, missing response ignoring methods, is to either
remove all cases with missingness from the analysis (e.g., listwise deletion [LW]) or conduct
the analysis on available cases using a likelihood-based estimator such as FIML.

The second group is the family of single imputation methods, through which each
missing response is replaced with a single value. The value can be zero (i.e., IN; e.g., [41]),
a fraction of 1/m where m is the number of response categories of a multiple-choice
item (i.e., treat missing responses as fractionally correct (FR), e.g., [76]), PM, item mean
(IM), or imputed from a specific method such as TW imputation [81], response function
(RF) imputation [82], logistic regression (LR), EM imputation [48,49], or predictive mean
matching (PMM) [83]. It should be noted that several of the single imputation methods
(e.g., PM, IM, and TW) can be implemented either deterministically or stochastically [81,84].
The stochastic versions of the methods, denoted as PM-E, IM-E, and TW-E, are achieved by
adding a random error with a specific distribution to the computed value [81].

The third group is the multiple imputation (MI) approach [85]. It replaces the missing
data with multiple sets (e.g., five or ten) of values, resulting in multiple imputed data
sets. Consequently, the same analysis needs to be conducted using each imputed data
set. A pooling procedure such as Rubin’s method is then used to combine all sets of the
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results [47,83,86]. The MI is not a specific imputation method; rather, it is a multi-step
approach to handling missing data by taking into account the uncertainty in the imputing
process [47]. Thus, it can be implemented with any stochastic imputation method such as
EM imputation, PMM, and the TW-E.

The fourth group is the family of model-based methods [51,74,75,80,87–91]. The model-
based methods assume a missing tendency or response propensity that is dependent on the
examinees’ ability. To implement such a method, the missing tendency is usually modeled
simultaneously with the ability that the assessment is designed to measure. Explicitly,
the missing tendency can be a manifest variable that is achieved by counting the number
of missing responses in the test. It can also be a latent variable and estimated using a
specific measurement model (e.g., the Rasch model) with the missing response indicators
that are transformed from the item response data (i.e., 1 = missing response, 0 = not a
missing response). In addition to their use in directly estimating parameters, the model-
based methods can be applied as an imputation method to handle missing responses
(e.g., [92–95]).

The performance of the abovementioned methods has been investigated and compared by
many studies using both empirical (e.g., [80,96]) and simulated data (e.g., [46,51,66,74,82,91,97–99],
especially in the context of unidimensional IRT. While empirical studies have suggested the
use of different missing response treatments would yield potentially “considerable” [96]
(p. 629) differences in parameter estimations, simulation studies, however, have shown
no evidence of a particular method being superior to others. Support has been found
for the use of FR (e.g., [46,66]), TW and RF (e.g., [82]), FIML (e.g., [99]), MI ([66,97]), and
model-based methods (e.g., [74]) across various studies. Bernaards and Sijtsma [81,100]
have suggested that EM algorithm and PM-based approaches (e.g., PM, TW) yield more
accurate estimates when data are multidimensional.

2.2.4. Treatment of Missing Responses in CDMs

As indicated above, the issue of missing responses has not been systematically in-
vestigated in the context of CDMs. In the limited practical research on CDMs where
missing responses are reported, researchers have usually treated omissions as incor-
rect (e.g., [37,41,101]). Moreover, to the best of our knowledge, only four recent studies
(i.e., [17,54–56]) have investigated the impact of missing responses in CDMs. We briefly
describe the main aspects of these studies in order to further situate our current work.

To investigate the parameter recovery of CDMs in the presence of a sparse data
matrix, Xu and von Davier [17] conducted a simulation study using GDM. Specifically, the
authors first simulated 40 datasets involving 2880 examinees, 36 items that measured four
attributes, and three proportions of missing data (10%, 25%, and 50%). GDM was then
used to analyze the sparse data sets without handling the missing data. After the GDM
analysis, Xu and von Davier examined the recovery of both item and person parameters
and reached the conclusion that the missing data did not have a significant effect on either
item or person parameters, even in the 50% missing condition. This study, however, has
several limitations. First, it only considered the MCAR missing mechanism, as “missing
responses were randomly assigned to items for each examinee using the corresponding
proportion.” [17] (p. 3). Other mechanisms of missing data were not considered. Second,
no missing data handling methods were used.

Dai et al. [55] examined the impact of missing responses on two Q-matrix validation
methods, the EM-based δ-method [31] and the nonparametric refinement method [30]. In
their study, the performance of four missing data methods (EM, IN, LR, and LW) was
compared in terms of missing mechanism (MAR and MNAR), missing rate (10%, 20%, and
30%), test length (J = 20 and 40 items), number of attributes in the Q-matrix (K = 3 and 5),
sample size (N = 500; 1000; and 2000), and Q-matrix misspecification rate (5%, 10%, and
20%). The results of the study suggested that EM and LR outperformed IN and LW in
Q-matrix validation. This study, however, did not investigate the impact of missingness on
specific CDMs.
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Sünbül [56] compared the performance of four missing data methods (IN, PM, TW,
and EM) on the DINA model under both MCAR and MAR. The data conditions used in
the study were missing rate (5%, 10%, and 15%), test length (J = 15 and 30), and sample
size (N = 1000; 2000; and 3000). The results of the study suggested a noticeable impact
of the missing rate on both item parameter recovery and classification accuracy. The
effects of sample size and test length, however, were small across the conditions except
in that a larger number of items yielded larger model estimation biases under MCAR.
The results revealed similar performance of TW, PM, and EM, and they all performed
superior to IN across conditions. Limitations of this study lie in that: (1) only two missing
mechanisms (i.e., MCAR and MAR) with small to moderate missing proportions (5~15%)
were considered; and (2) both the number of attributes in the Q-matrix (i.e., K = 4) and the
item quality (i.e., both item parameters were drawn from a uniform distribution of U (0.10,
0.30)) were fixed at only one level.

A recent study by Shan and Wang [54] explored the use of a model-based approach
in handling missing responses for CDMs. Specifically, the authors proposed a categorical
missingness propensity for the item-level missing response. The propensity model was then
modeled jointly with a HO-DINA model for the item responses, resulting in the use of a joint
CDM. The estimation of the joint CDM was accomplished by a Bayesian MCMC method.
The performance of the joint CDM was investigated in terms of missing mechanism (MCAR
and MNAR), sample size (N = 500 and 1000), test length (15 and 30 items), and missing rate
(high and low) in the first simulation study. A second simulation study with N = 500 and
J = 15 was further conducted to examine the sensitivity of the model fit for the incorrect
use of MNAR. For both studies, a Q-matrix with five attributes was used for the study. The
results revealed that the joint modeling approach was able to recover the parameters well
when the missing data mechanism was correctly specified.

While these four studies have shed light on the treatment of missing data in CDMs, a
clear guideline for an optimal approach to handling missing responses in the context of
CDMs remains elusive. Further research is needed to systematically investigate this issue
and guide the implementation of CDMs in the presence of missingness.

3. Methods

To investigate the performance of methods for handling missing data in the imple-
mentation of CDMs, we conducted a Monte Carlo simulation study with selected design
factors. Levels of the factors were specified following the literature on both missing data in
psychometrics and on CDMs.

3.1. Simulation Design
3.1.1. Factors Related to Missing Data

Missing data mechanisms. We considered two levels of missing data mechanisms:
MAR and MNAR. We did not consider MCAR. The reason was twofold: (1) the previous
literature suggested that MCAR did not have a significant impact on the estimation of
either person or item parameters in CDM (e.g., [17]); and (2) we hypothesized that there
was always a reason for an examinee’s skipping behavior on a test. In addition to MAR
and MNAR, we followed de Ayala et al. [46] and generated the missing responses based on
a real dataset, which we refer to here as the MIXED type of missing mechanism. The real
dataset was obtained from the 2011 Grade 8 NAEP mathematics assessment.

Missing rate (MR). Five missing rates (MR = 0%, 5%, 10%, 20%, and 30%) were
specified for the two missing mechanisms of MAR and MNAR. For the MIXED mechanism,
there were only two levels of missing rate, including MR = 0% (i.e., complete data) and the
actual missing rate that was modeled from the real dataset (i.e., the 2011 Grade 8 NAEP
mathematics assessment).

Missing data methods. Considering the purpose of our study, we considered eight
major missing data treatment methods that are commonly studied and/or applied in
assessment settings: IN, PM, IM, TW, RF, LR, EM, and FIML. We included PMM as well,
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even though its application in assessment settings remains nominal to date; however,
its robustness in handling missing data, including those in categorical data, has been
supported in the literature (e.g., [83]). Additionally, random imputation (RI, i.e., replacing
the missing responses with random values) was applied as the baseline of comparison. The
complete study design resulted in an evaluation of ten missing data methods.

3.1.2. Factors Related to CDMs

We used the DINA model, for the reasons stated in the previous section, as both the
data generation and analysis model for the current study. To make the results comparable
across missing data mechanisms, we assumed a fixed test length of 35 items (J = 35),
which was the number of the items in the real dataset that we used to model the MIXED
mechanism. The sample size was fixed at N = 1000. Following the literature (e.g., [102,103]),
the examinees’ attribute profiles followed a dichotomized multivariate normal distribution,
with means being zero and covariances between the specified attributes being 0.5. The
number of attributes (K) and the item discrimination power were specified to vary across
different levels.

Number of attributes (K). Three levels of attribute numbers (K = 3, 5, and 8) were
used, resulting in three Q-matrices for data generation and CDM analysis. Additionally,
the three matrices were generated by taking into account the identifiability and estimability
of the DINA model (see [104,105] for details).

Item discrimination power. Two levels of item discrimination power (high and
low) were considered. Specifically, under the high discrimination power condition, the
item parameters (i.e., guessing and slipping) were randomly generated from a uniform
distribution U (0.05, 0.25), whereas under the low discrimination power condition, the item
parameters followed a uniform distribution of U (0.25, 0.45).

A fully crossed design of the study yielded a total number of 546 conditions, six
conditions of which used the complete item response data while the other 540 conditions
used data with missing responses. Each condition was replicated 500 times.

3.2. Data Generation
3.2.1. Generate Complete Data

For each of the six baseline conditions, a total of 500 data sets with complete dichoto-
mous item responses were generated (N = 1000, J = 35).

3.2.2. Generate Missing Responses of MAR

Following de Ayala et al. [46] and Finch [66], the probability of examinees’ missing
response under MAR on a specific item was assumed to be inversely related to their
observed total scores on all other items on the test. Specifically, the possible values of the
observed total score (0 to 34) were first divided into seven fractiles, each with five possible
scores (0–4, 5–9, . . . , 30–34). The examinees in a specific fractile were then assigned a
corresponding probability of missingness. In the process, the fractiles with higher scores
were assigned a lower probability, while at the same time the overall missing rates were
manipulated at the pre-specified levels (i.e., MR = 5%, 10%, 20%, and 30%). Furthermore, the
actual missing rates on the generated datasets were examined. Across all 500 replications,
the actual missing rates ranged from 4.993% to 5.003% (SD = 0.001) for the MR = 5%
condition, from 9.987% to 10.008% (SD = 0.002) for MR = 10%, from 19.993% to 20.014%
(SD = 0.002) for MR = 20%, and from 29.986% to 30.007% (SD = 0.002) for MR = 30%.

3.2.3. Generate Missing Responses of MNAR

Following Finch [66], the probability of a missing response under MNAR on a specific
item was assumed to be directly related to whether or not the examinee answered the
item correctly in the original complete dataset. That is, those who responded to the item
correctly were assigned a lower probability of missingness than those who answered the
item incorrectly, while at the same time the overall missing rates were controlled. The
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examination of the actual missing rates revealed that, across all replications, the actual
missing rates ranged from 4.996% to 5.009% (SD = 0.001) for the MR = 5% condition, from
9.988% to 10.007% (SD = 0.002) for MR = 10%, from 19.990% to 20.002% (SD = 0.002) for
MR = 20%, and from 29.990% to 30.016% (SD = 0.002) for MR = 30%.

3.2.4. Generate Missing Responses of the MIXED Mechanism

Following de Ayala et al. [46], the contingency table approach was used to generate
missing responses under the MIXED type of mechanism. Specifically, data from the
2011 Grade 8 NAEP mathematics assessment booklet were used in this study. The booklet
contained item responses from 4450 students on 35 items. An initial screening of the data
revealed 90 examinees who did not respond to any of the items (i.e., 100% MR); these were
removed from the analysis. Among the remaining responses, 34.5% did not report any
missingness, 39.2% missed fewer than five items, 11.4% missed six to ten items, and 7.5%
missed more than ten items. Among the 35 items, there was one item that had 0% MR,
eighteen items with MR from 1% to 5%, five items from 6% to 10%, six items from 11% to
20%, and another five with MR from 20% to 50%.

The contingency table was then obtained for each item and was used to generate
the missing responses. Each of the tables consisted of the information and features of the
missingness, such as the number of missing responses and relative frequency of missingness
compared to the number of incorrect and correct item responses (see Table S1 in the
Supplementary Materials for an example of the contingency table and de Ayala et al. [46]
for details of the approach). The examination of the actual missing rates after the generation
process revealed that the actual missing rates of the MIXED mechanism ranged from 24.61%
to 28.43% (SD = 0.002).

3.3. Analyses and Outcome
3.3.1. Analyses

The data with missing responses were treated first with selected approaches (i.e., IN,
PM, IM, TW, RF, LR, EM, PMM, and RI) prior to analysis, except for FIML, which was
accomplished directly in the DINA model analysis. The TestDataImputation [106] package
in R [36] was used for the missing data treatment methods of IN, PM, IM, TW, RF, LR, EM,
and PMM. The RI method was achieved by randomly replacing the missing responses from
a binomial distribution with a 0.5 probability.

After the missing responses were handled, the DINA model was applied to analyze
the data using the din() function in the R package CDM [34] with default settings. Both the
item parameters (i.e., guessing and slipping) and individual attribute mastery profiles and
patterns were obtained in order to evaluate the performance of the missing data methods.
Model convergence was monitored and collected for the analyses.

3.3.2. Outcome Variables

Three outcomes, namely, model convergence, item parameter recovery, and the clas-
sification accuracy of individual attribute mastery profiles and patterns, were calculated
and evaluated. The model convergence was evaluated using the rate of convergence across
conditions and replications.

The item parameter recovery was investigated using both the mean bias and root mean
squared error (RMSE, defined below) across replications. Specifically, for each replication,

bias =
∑J

j=1

(
θ̂j − θj

)
J

(5)

and

RMSE =

√√√√∑J
j=1

(
θ̂j − θj

)2

J
. (6)
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where θ̂j and θj refer to the estimated and true item parameters, respectively, for item
j, while J is the total number of items (J = 35). Both indices were averaged across the
500 replications and used for results reporting.

The classification accuracy was examined using both the attribute-wise classification
accuracy (ACA) and pattern-wise classification accuracy (PCA, defined below):

ACA =
1

N × K ∑N
i=1 ∑K

k=1 I[α̂ik = αik]. (7)

where α̂ik and αik refer to the estimated and true attribute profile, respectively, for examinee
i on attribute k, and

PCA =
1
N ∑N

i=1 I[α̂i = αi]. (8)

where α̂i and αi are the estimated and true profiles for examinee i on all attributes. Similarly,
both ACA and PCA were averaged across the replications and used for results reporting.

4. Results

Results are presented visually through profile plots across the manipulated factors,
with three main sections: (a) model convergence; (b) item parameter recovery; and (c) at-
tribute profile classification accuracy. Due to space limits, the complete results of bias for
item parameter estimations are included in the Supplementary Materials (Figures S1–S3).

4.1. Model Convergence

The results of model convergence suggested no issues with the DINA model analyses.
A convergence rate of almost 100% was accomplished across all conditions and replications.
Throughout all analyses (546 conditions × 500 replications = 273,000 datasets), only twelve
datasets failed to converge. Ten of these twelve datasets were associated with conditions
where the missing data handling methods were RI and IM (see Table 1). Furthermore,
we observed that the conditions of 30% MR and a Q-matrix with eight attributes yielded
most of the non-convergence (eleven out of twelve cases); however, the overall number of
models that did not converge was minimal.

Table 1. Results of model convergence.

Conditions
Model

Convergence Rate
Missing

Mechanism
Missing

Rate
No. of Attributes in

Q-Matrix
Missing Response

Treatment

MAR
20% 8 IM 0.998
30% 8 RI 0.998

MNAR

20% 5 IM 0.998
20% 8 IM 0.998
30% 8 IM 0.996
30% 8 IN 0.998
30% 8 RI 0.992
30% 8 PMM 0.998

Note: Number of replications = 500; MAR = missing at random, MNAR = missing not at random, IM = item
mean imputation, RI = random imputation, IN = treating missing responses as incorrect, PMM = predictive
mean matching.

4.2. Item Parameter Recovery
4.2.1. Item Parameter Recovery under MAR

The RMSEs of the item parameter estimations under the MAR mechanism are pre-
sented in Figure 1. Each graph in the figure represents the mean RMSEs across levels of
the column factor of the number of attributes (K = 3, 5, and 8) × the row factor of item
discrimination power (high and low) for both the guessing (first two rows) and slipping
(last two rows) parameters. The ten lines within each graph represent the missing data
handling methods. Specifically, the IN, IM, PM, TW, and RF methods are represented
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by dotted lines (with different shapes), while the EM, LR, PMM, FIML, and RI methods
are represented by solid lines. The two baseline-of-comparison methods, RI (solid red
lines with crosses) and FIML (solid blue lines with diamonds), are color-coded for better
visualization of the results.
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The RMSEs of the guessing parameters revealed a larger impact of missing data
on IN and the four mean-based methods (i.e., IM, PM, TW, and RF) as the missing rate
increased (MR ≥ 10%), especially in the presence of low item discrimination. When the
item discrimination was high (first row), IM, PM, and TW resulted in larger RMSEs than
other methods. IM yielded the largest RMSEs among the methods across all conditions,
and was the only method that performed worse than RI except for PM under the condition
MR = 30% and K = 3. The performance of PM was not superior to other methods (except for
IM) in the presence of relatively large missing rates (e.g., MR ≥ 20%) and K = 3. It yielded
better performance as the number of attributes increased, as evidenced by RMSEs similar
to other methods, especially when K = 8. TW, however, showed an opposite pattern to PM.
While its performance was similar to other methods, it yielded larger RMSEs as K increased.
Other methods showed similar performance, with only small RMSE discrepancies observed
in the condition MR = 30% and K = 3, under which the methods FIML, PMM, LR, and
EM (solid lines) performed slightly better than IN and RF (dotted lines). When item
discriminations were low (second row), we noticed a clear pattern in that IN and the mean-
based methods (IM, PM, TW, RF) yielded larger RMSEs than RI, especially when MR≥ 20%.
Other methods, including FIML, LR, PMM, and EM, showed similar performance that
was stable across MR and superior to RI. Across all conditions, FIML was superior to the
other methods.

The RMSEs of the slipping parameters favored FIML, PMM, LR, and EM more than
IN and the mean-based methods in general. When the item discriminations were high,
IN, IM, PM, TW, and RF yielded larger RMSEs than RI, except for TW in the conditions of
high discrimination and K ≤ 5. FIML, PMM, LR, and EM showed similar results, with the
performance of FIML being slightly better across conditions. When item discriminations
were low, FIML was the only method that yielded smaller RMSEs than RI when K ≤ 5.
When K = 8, PM yielded the smallest RMSEs, and all methods showed superior performance
to RI.

4.2.2. Item Parameter Recovery under MNAR

The RMSEs of the item parameter estimations under the MNAR mechanism are
presented in Figure 2. We noticed a similar pattern of IM compared to MAR conditions,
when investigating the RMSEs of the guessing parameters. It remained the only method
with worse performance than RI across all conditions. When item discriminations were
high, TW performed similarly as under MAR; that is, while its performance was similar to
other methods, it resulted in larger RMSEs as K increased, especially when K = 8. While
RMSE differences were small among the rest of the methods, IN, PM, and RF performed
slightly better than FIML, LR, PMM, and EM. When item discriminations were low, all
methods except for IM showed very similar RMSEs that were smaller than RI across
all conditions.

The results of the slipping parameters under MNAR were similar to those under MAR.
When item discriminations were high, IN and all mean-based methods showed worse
performance than RI, except for TW in conditions K ≤ 5 and PM in conditions K = 3 and
MR≤ 20%. When item discriminations were low, RI yielded the smallest RMSEs among the
methods when K ≤ 5. When K = 8, all methods except IM showed superior performance
to RI.
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4.2.3. Item Parameter Recovery under the MIXED Mechanism

The RMSEs of the item parameter estimations under the MIXED mechanism are
shown in Figure 3. A clear pattern was observed for the slipping and guessing parameters.
Namely, random imputation was superior to other methods when item discriminations
were low. For items with high discrimination, the results differed for the guessing and
slipping parameters. Generally, LR, FIML, PMM, and EM yielded better performance
than other methods in recovering the guessing parameters except for RF. RF yielded larger
RMSEs than LR, FIML, PMM, and EM when K = 3, while showing better performance than
most other methods (all except LR), with smaller RMSEs when K ≥ 5. Additionally, IM
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performed worse than RI when K ≤ 5, whereas when K = 8, there were four methods (IM,
TW, PM, and IN) that yielded larger RMSEs than RI. Across all conditions, LR showed
slightly better performance than the other methods. Regarding the recovery of the slipping
parameters when item discriminations were high, there were only two treatment methods
(LR and FIML) that showed consistently acceptable performance (i.e., smaller RMSEs than
RI) across all of the conditions.
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4.3. Attribute Classification Accuracy
4.3.1. Classification Accuracy under MAR

The results for the mean ACAs (first two rows) and PCAs (last two rows) under
the MAR mechanism are presented in Figure 4. We observed that the impact of missing
response proportions (i.e., MR) on classification accuracy remained very small across
all conditions, especially for ACAs with MR ≤ 10%. The ACA discrepancies became
observable as MR increased (≥ 20%), especially with K = 3 and high item discrimination.
Specifically, EM showed slightly better performance, while PM yielded the lowest accuracy
rates. Such differences, however, were very small. All selected methods produced higher
ACAs than did RI across all conditions, except for PM when K = 3 and MR = 30%. The
missingness showed a larger impact on PCAs, especially when item discrimination was
high. FIML, PMM, LR, and EM, especially FIML, showed better performance than other
methods across all conditions. The PCAs of all selected methods, however, were larger
than those of RI, except for PM. PM yielded worse performance than RI across most of the
conditions, especially in the presence of low item discrimination and a 30% MR.

4.3.2. Classification Accuracy under MNAR

The results of both mean ACAs and PCAs under MNAR are presented in Figure 5. We
observed almost identical patterns from the results across the two missing mechanisms of
MAR and MNAR. While both ACAs and PCAs decreased as the MR increased, the changes
in ACAs were more stable across MR, and ACA differences remained small across the
methods. In general, FIML performed slightly better than other methods, whereas PM
yielded the lowest accuracy rates across most of the conditions.

4.3.3. Classification Accuracy under the MIXED Mechanism

The results of the attribute classification accuracy analysis revealed a different pattern
under the MIXED missing mechanism (see Figure 6). The ACA results suggested that
FIML was the only missing data approach superior to RI when K = 3, regardless of item
discrimination level. As the number of attributes increased (i.e., K ≥ 5), however, all
methods yielded very similar ACAs that were larger than those generated by RI. An
exception was PM, which showed lower ACAs than RI when K = 8. Differences in PCAs
were more obvious across the methods. The patterns of the results, however, were similar
across the two measures of classification accuracy.



Psych 2022, 4 333Psych 2022, 4, FOR PEER REVIEW 18 
 

 

Figure 4. Classification accuracy under the MAR mechanism. Columns Q3, Q5, and Q8 present re-

sults for Q-matrices with three, five, and eight attributes, respectively, while rows refer to results 

across high and low discriminations for both guessing and slipping parameters. 

Figure 4. Classification accuracy under the MAR mechanism. Columns Q3, Q5, and Q8 present
results for Q-matrices with three, five, and eight attributes, respectively, while rows refer to results
across high and low discriminations for both guessing and slipping parameters.



Psych 2022, 4 334Psych 2022, 4, FOR PEER REVIEW 20 
 

 

Figure 5. Classification accuracy under the MNAR mechanism. Columns Q3, Q5, and Q8 present 

results for Q-matrices with three, five, and eight attributes, respectively, while rows refer to results 

across high and low discriminations for both guessing and slipping parameters. 

Figure 5. Classification accuracy under the MNAR mechanism. Columns Q3, Q5, and Q8 present
results for Q-matrices with three, five, and eight attributes, respectively, while rows refer to results
across high and low discriminations for both guessing and slipping parameters.



Psych 2022, 4 335Psych 2022, 4, FOR PEER REVIEW 22 
 

 

Figure 6. Classification accuracy under the MIXED missing mechanism. Columns Q3, Q5, and Q8 

present results for Q-matrices with three, five, and eight attributes, respectively, while rows refer to 

results across high and low discriminations for both guessing and slipping parameters. 

Figure 6. Classification accuracy under the MIXED missing mechanism. Columns Q3, Q5, and Q8
present results for Q-matrices with three, five, and eight attributes, respectively, while rows refer to
results across high and low discriminations for both guessing and slipping parameters.



Psych 2022, 4 336

5. Discussion
5.1. Findings

In this simulation study, we investigated the impact of missing responses and eval-
uated ten missing data handling methods, namely, IN, PM, IM, TW, RF, LR, EM, FIML,
PMM, and RI, in the implementation of CDMs across various conditions. In particular, we
evaluated the performance of the selected methods for the DINA model under three differ-
ent missing data mechanisms (MAR, MNAR, and MIXED), five missing rates (MR = 0%,
5%, 10%, 20%, and 30%), three Q-matrix sizes (K = 3, 5, and 8), and two item discrimination
classes (high and low).

The results suggest that the presence of missing data, even when the missing rate was
only 5%, affected the estimation of both item parameters and classification of attribute
profiles. Larger missing rates yielded higher RMSEs for both the guessing and slipping
parameters, along with smaller ACAs and PCAs for estimating attribute profiles. The
performance of different missing data treatment methods was impacted by the proportion
of missingness. The differences among the methods became larger as the missing rate
increased, especially when the miss rate was 20% or higher.

A closer look at the results suggested that the magnitude of the RMSEs in most
conditions was relatively small for item parameter estimates, especially in conditions with
a smaller missing rate, high item discrimination, and a smaller number of attributes in
the Q-matrix. The RMSEs ranged from 0.016 (MR = 0%, K = 3, high item discrimination,
EM imputation) to 0.243 (MR = 30%, K = 8, low item discrimination, IM imputation)
across conditions. The relatively small magnitude of the RMSEs for the item parameters
under the DINA model indicated that the impact of missing data and the performance
of the different methods handling it appeared to be small when taken at face value. The
consequence of these values, however, can be rather large, for several reasons. First,
both the guessing and slipping parameters are defined as error probabilities in the DINA
model. In particular, the guessing parameter of an item denotes the probability of a student
answering an item correctly when at least one required attribute is not present, while the
slipping parameter denotes the probability of a student answering an item incorrectly
when they possess all of the required attributes (see Section 2.1 for more details about
the DINA model). In addition, there is an order constraint assumption applied to both
item parameters in the DINA model [4]. The order constraint, which is analogous to the
assumption of monotonicity in other latent variable models, assumes that 1− sj > gj
must hold for the DINA model. This ensures that a student who possesses all required
attributes has a higher probability of answering an item correctly than a student who has
not mastered all required attributes. Compared to the usually unbounded parameters
(e.g., those following a normal distribution) in other latent variable models, the smaller
ranges of both the guessing and slipping parameters make it possible, along with the order
constraint, to obtain relatively small bias and RMSEs, especially when item parameters
are large (i.e., when item discrimination is low). This explains why the magnitude of the
RMSEs was larger in a few conditions with high item discrimination than in conditions
with low item discrimination.

Our results revealed that the various methods performed inconsistently across the dif-
ferent levels of design factors and under different missing data mechanisms, especially IN
and the mean-based methods (i.e., PM, IM, TW, and RF), in recovering the item parameters.
No single method was found to be superior to other methods across all conditions, which
is somewhat similar to previous results in the IRT literature, e.g., in [66].

Overall, the item parameter recovery results favored FIML, PMM, EM, and LR. These
methods showed stable performance and yielded relatively lower RMSEs than other meth-
ods and random imputation across most conditions, except for the MIXED missing mecha-
nism and low item discrimination. IM performed worse than random imputation in nearly
all conditions. The remaining methods, including IN, PM, TW, and RF, showed acceptable
performance (i.e., they yielded smaller RMSEs than random imputation) in recovering the
guessing parameters under MAR and MNAR, as well as when the item discrimination
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level was high. They were able to outperform FIML, PMM, EM, and LR under MNAR,
although only under high item discrimination conditions. Additionally, the performance of
TW decreased as the number of attributes in the Q-matrix increased, whereas PM showed
the opposite trend.

While the impact of the missing rate was visually obvious from the figures, the results
revealed the influence of both item quality (i.e., item discrimination level) and missing
mechanisms on item parameter estimations, especially under the mixed type of missing
mechanism. For instance, with the mixed mechanism and low item discrimination, none of
the methods showed superior performance to random imputation.

The performance of the different methods for attribute profile estimation was evalu-
ated using both ACA and PCA. ACA denotes the agreement of the estimated and the true
profiles at the attribute level (i.e., elementwise), whereas PCA indicates the agreement at
the pattern/profile level (i.e., row-wise). Values of PCA were largely affected by low item
discrimination and large numbers of attributes in the Q-matrix. Extremely small PCAs were
obtained in conditions with low item discrimination and K = 8. For example, PCAs ranged
from 3% to 8% across all MR in conditions with low item discrimination and K = 8 under
MAR. The trivial values of PCA in such conditions made it less meaningful to compare
the performance of the methods. Furthermore, in conditions where PCA had acceptable
values, similar patterns in the performance of the various methods were detected for both
ACA and PCA; therefore, our summarization and discussion of their performance is mainly
based on the results of ACA.

Our investigation of the results reveals that ACA values decreased by various degrees
as MR increased across nearly all conditions, especially when MR ≥ 20%. The presence
of low item discrimination and a larger number of attributes in the Q-matrix resulted
in lower ACAs and larger differences among the methods in terms of ACAs, especially
when item discrimination was low. Nevertheless, similar patterns of performance were
found across all levels of the three design factors and missing data mechanisms; that is,
the performance of the methods was very similar and all were acceptable as compared
to random imputation, except for PM, which performed slightly worse than random
imputation in several conditions (e.g., MAR, K = 3, MR = 30%). There were only very
small differences among the methods across all conditions, with FIML, PMM, LR, and EM
performing slightly better than other methods in several conditions.

5.2. Recommendations

In considering which of the methods should be used when dealing with missing data,
it is important to note that the methods performed differently with respect to the recovery
of item parameter estimates and classification of attribute profiles. Although complex,
it is suggested that different methods be used to achieve more accurate item parameters
and attribute profiles, respectively. This is reasonable in the implementation of CDMs, as
item parameters and attribute profiles usually serve different purposes. Researchers and
practitioners who intend to provide diagnostic information for students and teachers might
impute the missing data using a method that favors attribute profile estimations, whereas
those tasked with item design and test development may select a method that yields more
accurate item parameters.

Regarding the performance of the methods for item parameters, there is no definite
evidence that a certain method is always superior to others. Considering that the two item
parameters are usually estimated simultaneously in the DINA model, the performance of
the methods on both parameters across design factors should be considered when selecting
a method to handle missing data. Although there is not an optimal method that can be
applied to all conditions, the results of the present study yield several general suggestions.
First, IM is not optimal across any conditions and is never recommended, even in the
presence of a relatively small missing rate (e.g., MR ≤ 5%). Second, with MR ≤ 5% (or even
MR ≤ 10%), selection among the remaining methods makes little difference. Third, when
MR ≥ 10%, the choice of a method from among FIML, PMM, LR, and EM is recommended.
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With respect to the performance of the methods for attribute profiles, any of the
methods except for PM is acceptable, regardless of the missing rate. PM is not recommended
across any conditions and missing data mechanisms, especially with a higher MR.

5.3. Limitation and Future Directions

As with all simulation studies, generalizations of the findings in the current research
are limited due to design choices. First, only the DINA model was considered in this study.
Although it has been widely used in the literature, there are many other CDMs that are
available, such as the GDM and LCDM models. Future research should carry this line of
inquiry further and examine the impact of missing data in the context of CDMs using more
generalized models.

Second, in the study we assumed that all Q-matrices were correctly specified. In
practice, however, it is possible that a Q-matrix might be mis-specified. A mis-specified
Q-matrix may lead to invalid classification of students’ attribute mastery status and/or
biased item parameters [5,7,44]. Future studies should take this into account.

Third, we only considered the overall level outcomes to evaluate the performance
of selected methods for handling missing data. For example, overall ACAs were used to
compare the performance of the methods in terms of attribute profile estimation. As a
consequence, our conclusions and recommendations are made at the overall level. Further
research is needed to examine the impact of missing responses on diagnostic inferences at
the individual level.

Fourth, this study investigated the missing data problem with a fixed sample size
(i.e., N = 1000) and test length (i.e., J = 35). Our intention was to place this study in a context
that is similar to many current assessment forms, especially major large-scale assessments,
in which students are usually administered a booklet of items that are of a similar size. In
the future, the missing data issue should be addressed in wider assessment settings as well.

Additionally, we only examined the performance of single imputation methods. Con-
sidering the increasing attention on MI and model-based approaches for addressing missing
data issues in psychometrics, the performance of such methods should be investigated in
the context of CDMs.

Finally, the generalizability of the current simulation study is limited by the fact that
the data were generated based on the specified design factors and their corresponding
levels. In empirical settings, however, it is challenging to find a dataset that meets the spec-
ified assumptions. Although we included three types of missing mechanisms (i.e., MAR,
MNAR, and MIXED) in this study, the way the missing responses were generated imposes
limitations. For instance, the MAR data were generated based on examinees’ total scores on
all other items on the test, not on other variables, the results of which may favor methods
that assume dependency between missing propensity and ability (e.g., IN and model-based
methods). Similarly, the MNAR mechanism was generated based on item responses, which
may introduce bias.

Furthermore, simulation studies usually only consider general features of the assess-
ment, such as test length and the number of attributes in the Q-matrix, instead of specific
features such as assessment types (e.g., digital vs. paper-based assessments), item for-
mats (multiple choice vs. constructed response items) and content or knowledge domains
(e.g., mathematics vs. reading literacy). Therefore, investigations into missing data issues
using empirical data should be considered in future research.

6. Conclusions

The findings of this study provide guidelines for considering which of the imputation
approaches to missing responses is best for use in the framework of CDMs across multiple
assessment settings. CDMs are popular models thanks to their advantages in supporting
construct validation, informing diagnostic test development, and providing detailed diag-
nostic information that assists in learning and instruction in the framework of cognitive
diagnostic assessments (CDAs). In practice, due to the lack of CDAs, most applications
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of these models involve retrofitting existing assessments, and are primarily focused on
diagnostic score reporting rather than construct validation and test development. Both
types of applications rely on accurate estimation of parameters from CDMs. With missing
responses treated in a more appropriate way, more accurate diagnostic information from
CDMs can serve as a better tool to help teachers, and ultimately their students, to use
diagnostic information more effectively for future learning outcomes, monitor, evaluate,
and improve educational systems, and inform reforms and policy changes in education,
particularly in the area of curriculum development and/or instructional sensitivity.
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