
Citation: Lee, H.; Oh, S.; Kim, K.-S.;

Kim, Y.; Kim, S.-K. Model-Free

Filter-Based Trajectory Tracking

Controller for Two-Wheeled Vehicles

Through Pole-Zero Cancellation

Technique. Vehicles 2024, 6, 1902–1921.

https://doi.org/10.3390/

vehicles6040093

Academic Editors: Yongmin Zhong

and Mohammed Chadli

Received: 11 October 2024

Revised: 1 November 2024

Accepted: 5 November 2024

Published: 11 November 2024

Copyright: © 2024 by the authors.

Licensee MDPI, Basel, Switzerland.

This article is an open access article

distributed under the terms and

conditions of the Creative Commons

Attribution (CC BY) license (https://

creativecommons.org/licenses/by/

4.0/).

Article

Model-Free Filter-Based Trajectory Tracking Controller for
Two-Wheeled Vehicles Through Pole-Zero
Cancellation Technique
Hosik Lee 1 , Sangyoon Oh 2 , Kyung-Soo Kim 2 , Yonghun Kim 3,* and Seok-Kyoon Kim 4,5,*

1 Green Mobility Team, Tenergy, Suwon 18487, Republic of Korea
2 Department of Mechanical Engineering, Korea Advanced Institute of Science and Technology,

Daejeon 34141, Republic of Korea
3 School of Mechanical Engineering, Chungnam National University, Daejeon 136701, Republic of Korea
4 Department of Creative Convergence Engineering, Hanbat National University,

Daejeon 34158, Republic of Korea
5 Micro Control Laboratory, Research Institute, Suwon 16521, Republic of Korea
* Correspondence: yonghun.kim@cnu.ac.kr (Y.K.); skkim77@adaptivesystem.org or lotus45kr@gmail.com (S.-K.K.)

Abstract: Considering the nonlinear dynamics, this paper devises an advanced position trajectory
tracking controller with a model-free filter for two-wheeled vehicle (TWV) applications. The pro-
posed technique preserves a simple structure in the form of the proportional–integral (PI) controller
involving the model-free filter and nonlinearly structured feedback gains, which make the following
contributions: (a) the proposed filter smooths the position and yaw angle measurements according
to the first-order convergence rate without any model information; and (b) the PI control with the
nonlinearly structured feedback gains robustly stabilizes the position and yaw angle errors along the
desired first-order system to accomplish the trajectory tracking mission, which is obtained by the
pole-zero cancellation (PZC) in the presence of modeling errors. MATLAB/Simulink was used to
emulate the resulting feedback system and validate the effectiveness of the proposed technique.

Keywords: two-wheeled mobile robot; trajectory tracking; pole-zero cancellation

1. Introduction

The application area of autonomous vehicles has increased dramatically to accomplish
various tasks, such as military exploration, catering services, and pioneering missions. The
mobile robots for these missions usually include two controllable wheels at the front and a
freely moving wheel at the back, named the two-wheeled vehicle (TMV). Their movements
are described by a set of fourth-order differential equations that present certain challenges,
such as strong nonlinearity and under-actuation, which have attracted increasing attention
from system engineers since the 1960s [1–5].

There have been numerous classical and advanced solutions for the trajectory track-
ing problem of TMVs through linear and nonlinear controller design approaches, which
involve complicated coordinate transformations and ignore the servo motor (actuator)
dynamics. It is especially unreasonable to assume that the servo motor dynamics (e.g., the
transfer function) are ideal due to uncertain load variations leading to system parameter
changes as well. The time-varying state-feedback controllers for the trajectory tracking
problem stabilized the error dynamics by linearizing the original nonlinear system for a
given operating condition [6,7]. The coordinate transformation-based nonlinear controllers
alleviate the performance limitation caused by linearization and remove the dependence on
operating conditions, unlike state-feedback controllers [8,9]. Another nonlinear approach
depending on the coordinate transformation involves the online parameter estimators to
estimate the uncertain vehicle depth and radius used for constructing the feed-forward
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compensator [10]. Novel filtering techniques also enable one to handle the system parame-
ter variation problem by continuously calculating the estimated parameters for the main
controller [11–13]. Switching controls involves adaptive and back-stepping methods to
solve the global tracking problem through coordinate transformations, including disconti-
nuities [14–16]. These previous studies focused on guaranteeing global stability without
demonstrating the realizations and concerning the practical challenges, such as system
parameter variations, complicated coordinate transformation processes, and the idealiza-
tion of actuator dynamics. The coordinate transformation-free simple ON–OFF technique
addressed the concerns related to actual implementation and ensured local stability by
constraining the yaw acceleration into an admissible set with the experimental validation
using prototype hardware [17].

Recent results based on neural network, fuzzy, adaptive, and sliding-mode methods
have improved the closed-loop performance and robustness by considering the distur-
bances originating from model–plant mismatches [18–23]. However, sliding-mode control
involves discontinuities in both the feedback and feed-forward loops, which is a practical
implementation issue. The intelligent controllers (neural network, fuzzy, and adaptive)
considerably increase the computational complexity by requiring an online optimization
process and numerous subsystem dynamics. The recently introduced back-stepping tech-
nique attempted to solve the discontinuity problem of sliding-mode control by including
a high-performance two-time scaled disturbance observer (DOB) with rigorous stability
proofs, and the performance improvements were demonstrated through a realistic numeri-
cal verification [24]. Numerical optimization-free intelligent controllers (including the DOB)
automatically increase and restore the outer loop gain by the transient and steady-state
operations with a stability guarantee, assuming an ideal inner loop transfer function [25,26].
This limitation can be addressed by considering uncertain servo motor dynamics, which
increases the difficulty of designing the tracking controller due to the increased order of the
open-loop system and a large number of sensors. The novel DOB-based results partially
solved these practical problems by providing a considerably improved inner loop that
exhibited a consistent performance over a wide operating region [27]. However, the absence
of integral actions would limit the closed-loop robustness.

These advanced techniques involve complicated coordinate transformations and non-
linear functions for the feedback loop to ensure stability and performance, which limits the
applicability for industrial applications. To address this practical challenge, the proposed
solution includes a simple model-free filter for the measurements to construct an advanced
proportional–integral (PI) controller ensuring the beneficial feedback system properties.
The contributions of this paper are given as follows:

• The proposed model-free filter enhances the feedback loop accuracy by eliminating
the reliance on the TWV model and it makes the position and yaw angle filtering error
dynamics diagonal ensuring the first-order system by the nonlinear structure of the
filter gain.

• The feedback signals obtained from the proposed model-free filter define the pole-zero
cancellation (PZC) controller equipped with the nonlinearly structured PI gains to
robustly stabilize the tracking errors satisfying the desired first-order convergence rate
while attenuating the disturbances originating from the model–plant mismatches.

A feedback system analysis rigorously derives these properties, whose practical bene-
fits were validated by conducting MATLAB/Simulink-based simulations.

2. Nonlinear Dynamics of TMV

Figure 1 represents the model of the TMVs in the Cartesian coordinate, which equips
the actuators for the left- and right-side motors (generating left and right speeds ω1 and ω2)
and one free-wheel. Since the linear combinations of actuator speed ω1 and ω2 determine
the linear velocity v (in m/s) and yaw angular velocity ωϕ (= ϕ̇, in rad/s), these two vari-

ables v and ωϕ are treated as the input variables for changing the position p =
[

x y
]T
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acting as the output variable. Then, the system (v, ωϕ) 7→ p can be described as the
following nonlinear differential equations given by

ṗ = f(v, ϕ, ωϕ, dcen), (1)

ϕ̇ = ωϕ, ∀t ≥ 0, (2)

where f(v, ϕ, ωϕ, dcen) :=
[

v cos(ϕ)− dcenωϕ sin(ϕ)
v sin(ϕ) + dcenωϕ cos(ϕ)

]
with an uncertain coefficient dcen

representing the distance between the centers of mass and controllable wheels. The wheel
radius and depth of TMVs are denoted as two uncertain coefficients R and D, respectively,
which define the relationships between the velocities of v and ωϕ and the rotational speeds
of ω1 and ω2 (see [28] for details).

v
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Figure 1. Model of TMVs.

3. Proposed Technique
3.1. Control Objective

This paper defines the control objective by designing reference signals vre f and ϕre f
for v and ωϕ to accomplish the exponential convergence

lim
t→∞

p = p∗ (3)

for the desired trajectory p∗ with its tracking error p̃∗ := pre f − p∗ satisfying

˙̃p∗ = −λcp̃∗, ∀t ≥ 0, (4)

with a given specification λc > 0 (convergence rate), resulting in the guarantee of the
trajectory tracking mission

lim
t→∞

p = pre f

for any given reference trajectory pre f .

3.2. Model-Free Filter
3.2.1. Position Loop

The signal decomposition p = p0 + ∆p for ṗ0 = 0 and ∆ṗ ̸= 0, ∀t ≥ 0, leads to the

system for pa :=
[

p
∆pv

]
and ∆pv := ∆ṗ:

ṗa = Apa pa + Bpa dpa , (5)

p = CT
pa pa, (6)
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where Apa :=
[

02×2 I2×2
02×2 02×2

]
, Bpa :=

[
02×2
I2×2

]
, Cpa :=

[
I2×2
02×2

]
, dpa := ∆p̈, and ∥dpa∥ ≤

d̄pa , ∀t ≥ 0. The proposed technique filters the output p for the system of (5) and (6)

according to the system for p̂a(=

[
p̂
ˆ∆pv

]
) given by

˙̂pa = Apa p̂a + Lpa(p − p̂), (7)

p̂ = CT
pa p̂a, ∀t ≥ 0, (8)

equipping the nonlinearly structured filtering gain Lpa =

[
lpa ,1
lpa ,2

]
such that

lpa ,1 = (kd, f + λ f )I2×2 and lpa ,2 = kd, f λ f I2×2 (9)

by design parameters kd, f > 0 and λ f > 0.

3.2.2. Yaw Angle Loop

The signal decomposition ϕ = ϕ0 + ∆ϕ for ϕ̇0 = 0 and ∆ϕ̇ ̸= 0, ∀t ≥ 0, leads to the

system for ϕa :=
[

ϕ
∆ϕv

]
and ∆ϕv := ∆ϕ̇:

ϕ̇a = Aϕa ϕa + e2dϕa , (10)

ϕ = eT
1 ϕa, (11)

where Aϕa :=
[

0 1
0 0

]
, e1 :=

[
1
0

]
, e2 :=

[
0
1

]
, dϕa := ∆ϕ̈, and |dϕa | ≤ d̄ϕa , ∀t ≥ 0. The

proposed technique filters the output ϕ for the system of (10) and (11) according to the

system for ϕ̂a(=

[
ϕ̂
ˆ∆ϕv

]
) given by

˙̂ϕa = Aϕa ϕ̂a + lϕa(ϕ − ϕ̂), (12)

ϕ̂ = eT
1 ϕ̂a, ∀t ≥ 0, (13)

equipping the nonlinearly structured filtering gain lϕa =

[
lϕa ,1
lϕa ,2

]
such that

lϕa ,1 = kd, f + λ f and lϕa ,2 = kd, f λ f (14)

by design parameters kd, f > 0 and λ f > 0.

Remark 1. This remark summarizes the two major advantages of the proposed filter consisting of
(7)–(9) and (12)–(14), compared with the conventional Luenberger observer-type filters (in [29,30]),
such that

• (Model-Free)
The implementation of the proposed filter does not necessitate any TMV model information as
it involves the known simple matrices Apa , Cpa , Aϕa , and e1, as well as the gains (9) and (14).

• (Diagonalization for Filtering Error Dynamics)

The proposed model-free filter results in the diagonalized system for e f :=
[

ep
eϕ

]
, ep := p− p̂,

and eϕ := ϕ − ϕ̂ given by

ė f = −λ f e f , ∀t ≥ 0, (15)

by constraining the design parameter kd, f in a feasible region.
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These two items make the performance tuning process convenient due to removal of the iterative
matrix calculations for performance tuning process (e.g. finding a feasible scalar design parameter
kd, f > 0 for given λ f > 0 in (15)). The proof of the second item is given in Section 4.

3.3. Control Law
3.3.1. Derivation of Open-Loop System

The introductions of design variables up =

[
ux
uy

]
and ωϕ,re f to the system of (1) and

(2) yield

ṗ = up + ∆f(up, v, ϕ) + d̄p, ϕ̇ = ωϕ,re f − ω̃ϕ, (16)

where

d̄p := dcen

[
−ωϕ sin(ϕ)
ωϕ cos(ϕ)

]
,

∆f(up, v, ϕ) := −up + f(v, ϕ, ωϕ, dcen)− d̄p(=

[
−ux + v cos ϕ
−uy + v sin ϕ

]
), ∀t ≥ 0. (17)

Then, for any given references pre f and ϕre f , the filtered errors defined as p̃ := pre f − p̂ and
ϕ̃ := ϕre f − ϕ̂ modify system (16) as

˙̃p = −up − ∆f(up, v, ϕ) + dp + CT
f ,p,1ė f , (18)

˙̃ϕ = −ωϕ,re f + ω̃ϕ + dϕ + cT
f ,ϕ,1ė f , (19)

where C f ,p,1 :=
[

I2×2
01×2

]
, c f ,ϕ,1 :=

[
02×1

1

]
, dp := ṗre f − d̄p, dϕ := ϕ̇re f , ∥ḋp∥ ≤ d̄p,

and |ḋϕ| ≤ d̄ϕ, ∀t ≥ 0, which are used as a basis for designing the proposed solution in
Section 3.3.

Remark 2. The nonlinear function ∆f(up, v, ϕ) defined in (17) derives for reference signals vre f
and ϕre f that

∆f(up, v, ϕ)

∣∣∣∣
v=vre f ,ϕ=ϕre f

= ∆f(up, vre f , ϕre f ) =

[
−ux + vre f cos ϕre f
−uy + vre f sin ϕre f

]
= 0

⇔
[(

vre f =
√

u2
x + u2

y(= ∥up∥)
)

&
(

ϕre f = tan−1(
uy

ux
)

)]
, ∀t ≥ 0, (20)

showing

lim
v→vre f ,ϕ→ϕre f

∆f(up, v, ϕ) = 0 (21)

exponentially for any given control signal up. This paper defines the yaw angle reference ϕre f as
(20) for the following sections to ensure the property (21).

3.3.2. Yaw Angle Error Stabilization Loop

The proposed solution as an update rule for ωϕ,re f stabilizes the open-loop system (19)
according to the PI controller for the filtered error ϕ̃ = ϕre f − ϕ̂ defined as

ωϕ,re f = kP,PZCϕ̃ + kI,PZC

∫ t

0
ϕ̃dτ (22)
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equipping the nonlinearly structured feedback gains for the PZC such that

kP,PZC = kd,c + λc and kI,PZC = kd,cλc (23)

by design parameters kd,c > 0 and λc > 0. Figure 2 depicts the resultant feedback sys-
tem structure.
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Figure 2. Proposed trajectory tracking feedback system.

The proposed solution (22) results in the controlled yaw angle error dynamics given by

¨̃ϕ = −kP,PZC
˙̃ϕ − kI,PZCϕ̃ + ˙̃ωϕ + ḋϕ + cT

f ,ϕ,1ë f , ∀t ≥ 0, (24)

by substituting (19) for (22), whose properties are derived in Section 4.

3.3.3. Position Error Stabilization Loop

The proposed solution as an update rule for up stabilizes the open-loop system (18)
according to the PI controller for the filtered error p̃ = pre f − p̂ defined as

up = kP,PZCp̃ + kI,PZC

∫ t

0
p̃dτ, ∀t ≥ 0, (25)

equipping the nonlinearly structured feedback gains for the PZC defined in (23) by design
parameters kd,c > 0 and λc > 0. Figure 2 depicts the resulting feedback system structure.

The proposed solution (25) results in the controlled position error dynamics given by

¨̃p = −kP,PZC ˙̃p − kI,PZCp̃ − ∆ḟ(up, v, ϕ) + ḋp + CT
f ,p,1ë f , ∀t ≥ 0, (26)

by substituting (18) for (25), whose properties are derived in Section 4 considering the
nonlinearly structured feedback gain of (23) designed for the PZC.

4. Feedback System Analysis Results

In this section, it is proven that the proposed trajectory tracking feedback system
shown in Figure 2 guarantees the control objective (3) through further analysis for the
closed-loop dynamics of (24), (26), (7)–(9), and (12)–(14). Section 4.1 starts by analyzing the
model-free filter dynamics.
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4.1. Model-Free Filter Analysis Results
4.1.1. Model-Free Filter for Position Loop

Lemma 1 derives the output filtering dynamics for ep(= p − p̂) by additionally
investigating the systems of (7) and (8) and its nonlinearly structured gain (9).

Lemma 1. The model-free filter of (7) and (8) with the gain (9) forces the filtering error ep to satisfy
the system given by

ėp = −λ f ep + dpa , f (27)

with the excitation signal dpa , f solving

ḋpa , f = −kd, f dpa , f + dpa , ∀t ≥ 0. (28)

Proof. Defining epa := pa − p̂a, it follows from (5)–(9) that

ėpa = ALpa
epa + Bpa dpa (29)

ep = CT
pa epa , ∀t ≥ 0, (30)

where ALpa
:= Apa − Lpa CT

pa(=

[
−(kd, f + λ f )I2×2 I2×2
−kd, f λ f I2×2 02×2

]
), Bpa =

[
02×2
I2×2

]
, and

Cpa =

[
I2×2
02×2

]
. The applications Ep(s) = L{ep} and Dpa(s) = L{dpa} to the system of

(29) and (30) give

Ep(s) = CT
pa(sI4×4 − ALpa

)−1Bpa Dpa(s),

where

CT
pa(sI4×4 − ALpa

)−1Bpa =
1

(s + λ f )(s + kd, f )
I2×2, ∀s ∈ C,

showing

(s + λ f )Ep(s) = Dpa , f (s)

where Dpa , f (s) = ( 1
s+kd, f

)Dpa(s), ∀s ∈ C; completing the proof by ep = L−1{Ep(s)},

dpa , f = L−1{Dpa , f (s)}, and dpa = L−1{Dpa(s)}.

Lemma 2 presents the performance recovery characteristics for ep, eventually governed
by the desired first-order dynamics subject to a feasible range for kd, f > 0.

Lemma 2. The model-free filter of (7) and (8) with the gain (9) ensures

lim
t→∞

ep = e∗p (31)

exponentially for the desired trajectory e∗p solving

ė∗p = −λ f e∗p, ∀t ≥ 0, (32)

for any kd, f > 0 satisfying min{ 2d̄pa
kd, f

, 2d̄ϕa
kd, f

} ≈ 0.

Proof. Subtracting (27) from (32) derives the system for ϵep := e∗p − ep given by

ϵ̇ep = −λ f ϵep − dpa , f , which, together with (28), gives for Vep := 1
2∥ϵep∥2 +

γep
2 ∥dpa , f ∥2
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with γep > 0 that V̇ep = ϵT
ep(−λ f ϵep − dpa , f )−

γep kd, f
2 ∥dpa , f ∥2 + γep dT

pa , f (−
kd, f

2 dpa , f + dpa)
satisfying

V̇ep ≤ −
λ f

2
∥ϵep∥2 − 1

2
(γep kd, f −

1
λ f

)∥dpa , f ∥2, ∀t ≥ 0, ∀∥dpa , f ∥ ≥
2d̄pa

kd, f
,

with the application of Young’s inequality, which shows

V̇ep ≤ −αep Vep , ∀t ≥ 0, (33)

where the choices for γep > 0 and kd, f > 0 as γep = 1
kd, f

( 1
λ f

+ 1) and min{ 2d̄pa
kd, f

, 2d̄ϕa
kd, f

} ≈ 0

validates this inequality and αep := min{λ f , 1
γep

}; completing the proof.

Remark 3. The result ∥e∗p − ep∥ ≈ 0 obtained by the result of Lemma 2 implies that ėp = −λ f ep
deriving the following reasoning process with the first subsystem of (7):

ëp = −λ f ėp ⇔ ( ˙∆pv − ¨̂p) = −λ f (∆pv − ˙̂p)

⇔ ( ˙∆pv − (−lpa ,1ėp +
˙̂∆pv)) = −λ f (∆pv − (−lpa ,1ep + ˆ∆pv)))

⇔ ė∆pv − lpa ,1λ f ep = −λ f e∆pv − lpa ,1λ f ep

revealing ė∆pv = −λ f e∆pv where e∆pv := ∆pv − ˆ∆pv as the second component of epa = pa − p̂a(=[
ep

e∆pv

]
=

[
p − p̂

∆pv − ˆ∆pv

]
). Therefore, this remark results in the diagonalized system given by

ėpa = −λ f epa , ∀t ≥ 0, (34)

concluding this subsection.

4.1.2. Model-Free Filter for Yaw Angle Loop

Lemma 3 derives the output filtering dynamics for eϕ(= ϕ − ϕ̂) by additionally
investigating the system of (12) and (13) and its nonlinearly structured gain (14).

Lemma 3. The model-free filter of (12) and (13) with the gain (14) forces the filtering error eϕ to
satisfy the system given by

ėϕ = −λ f eϕ + dϕa , f (35)

with excitation signal dϕa , f solving

ḋϕa , f = −kd, f dϕa , f + dϕa , ∀t ≥ 0. (36)

Proof. Defining eϕa := ϕa − ϕ̂a, it follows from (9)–(13) that

ėϕa = Alϕa
eϕa + e2dϕa (37)

eϕ = eT
1 eϕa , ∀t ≥ 0, (38)

where Alϕa
:= Aϕa − lϕa cT

ϕa
(=

[
−(kd, f + λ f ) 1
−kd, f λ f 0

]
), e1 =

[
1
0

]
, and e2 =

[
0
1

]
. The

applications Eϕ(s) = L{eϕ} and Dϕa(s) = L{dϕa} to the system of (37) and (38) give

Eϕ(s) = eT
1 (sI2×2 − Alϕa

)−1e2Dϕa(s),
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showing

eT
1 (sI2×2 − Alϕa

)−1e2 =
1

(s + λ f )(s + kd, f )
, ∀s ∈ C.

This implies that

(s + λ f )Eϕ(s) = Dϕa , f (s)

where Dϕa , f (s) = ( 1
s+kd, f

)Dϕa(s), ∀s ∈ C; completing the proof by eϕ = L−1{Eϕ(s)},

dϕa , f = L−1{Dϕa , f (s)}, and dϕa = L−1{Dϕa(s)}.

Lemma 4 presents the performance recovery characteristics for eϕ eventually governed
by the desired first-order dynamics subject to a feasible range for kd, f > 0.

Lemma 4. The model-free filter of (12) and (13) with the gain (9) ensures

lim
t→∞

eϕ = e∗ϕ (39)

exponentially for the desired trajectory e∗ϕ solving

ė∗ϕ = −λ f e∗ϕ, ∀t ≥ 0, (40)

for any kd, f > 0 satisfying min{ 2d̄pa
kd, f

, 2d̄ϕa
kd, f

} ≈ 0.

Proof. Subtracting (35) from (40) derives the system for ϵeϕ := e∗ϕ − eϕ given by

ϵ̇eϕ = −λ f ϵeϕ − dϕa , f , which, together with (36), gives for Veϕ := 1
2 ϵ2

eϕ
+

γeϕ

2 d2
ϕa , f with

γeϕ > 0 that V̇eϕ = ϵeϕ(−λ f ϵeϕ − dϕa , f )−
γeϕ kd, f

2 d2
ϕa , f + γeϕ dϕa , f (−

kd, f
2 dϕa , f + dϕa) satisfying

V̇eϕ ≤ −
λ f

2
ϵ2

eϕ
− 1

2
(γeϕ kd, f −

1
λ f

)d2
ϕa , f , ∀t ≥ 0, ∀|dϕa , f | ≥

2d̄ϕa

kd, f
,

with the application of the fact yTz ≤ ϵ
2∥y∥2 + 1

2ϵ∥z∥2, ∀y, z ∈ Rn, ∀ϵ > 0 (Young’s
inequality), which shows

V̇eϕ ≤ −αeϕ Veϕ , ∀t ≥ 0, (41)

where the choices for γeϕ > 0 and kd, f > 0 as γeϕ = 1
kd, f

( 1
λ f

+ 1) and min{ 2d̄pa
kd, f

, 2d̄ϕa
kd, f

} ≈ 0

validates this inequality and αeϕ := min{λ f , 1
γeϕ

}; completing the proof.

Remark 4. The result |e∗ϕ − eϕ| ≈ 0 obtained by the result of Lemma 4 implies that ėϕ = −λ f eϕ,
deriving the following reasoning process with the first subsystem of (12):

ëϕ = −λ f ėϕ ⇔ ( ˙∆ϕv − ¨̂ϕ) = −λ f (∆ϕv − ˙̂ϕ)

⇔ ( ˙∆ϕv − (−lϕa ,1 ėϕ + ˙̂∆ϕv)) = −λ f (∆ϕv − (−lϕa ,1eϕ + ˆ∆ϕv)))

⇔ ė∆ϕv − lϕa ,1λ f eϕ = −λ f e∆ϕv − lϕa ,1λ f eϕ

revealing ė∆ϕv = −λ f e∆ϕv where e∆ϕv := ∆ϕv − ˆ∆ϕv is the second component of eϕa = ϕa −

ϕ̂a(=

[
eϕ

e∆ϕv

]
=

[
ϕ − ϕ̂

∆ϕv − ˆ∆ϕv

]
). Therefore, this shows

ėϕa = −λ f eϕa , ∀t ≥ 0, (42)
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resulting in the system for e f =

[
ep
eϕ

]
given by ė f = −λ f e f , ∀t ≥ 0, together with the result

(34), which proves the statement of Remark 1.

4.2. Control Loop Analysis Results

This section presents the control loop analysis results using the model-free filter
properties provided in Section 4.1, focusing on proving the accomplishment of the con-
trol objective (3). Section 4.2.1 starts by analyzing the control loop for yaw angle error
stabilization, which helps derive the main result of Section 4.

4.2.1. Control Loop for Yaw Angle Error Stabilization

Lemma 5 derives the dynamics for ϕ̃(= ϕre f − ϕ̂) by additionally investigating the
system of (24) and its nonlinearly structured gain (23) designed for the PZC.

Lemma 5. The proposed PI controller (22) with the gain (23) forces the error ϕ̃ to satisfy the
first-order system given by

˙̃ϕ = −λcϕ̃ + ω̃ϕ + 1T
3 qϕ (43)

with the excitation signal qϕ(∈ R3) solving

q̇ϕ = −kd,cqϕ + bqϕ ,1ω̃ϕ + Bqϕ ,2e f + e3ḋϕ, ∀t ≥ 0, (44)

for some bqϕ ,1 ∈ R3 and Bqϕ ,2 ∈ R3×2 where 13 :=
[

1 1 1
]T and e3 :=

[
0 0 1

]T .

Proof. The combination of (24) and the result (15) gives

¨̃ϕ = −kP,PZC
˙̃ϕ − kI,PZCϕ̃ + ˙̃ωϕ + ḋϕ + cT

f ,ϕ,2e f (45)

where c f ,ϕ,2 := λ2
f c f ,ϕ,1, which obtains another expression for xϕ :=

[
ϕ̃

xϕ,2

]
and

xϕ,2 := −kI,ϕ
∫ t

0 ϕ̃dτ:

ẋϕ = Axϕ xϕ + brr + e1wϕ, (46)

ϕ̃ = eT
1 xϕ, (47)

where Axϕ :=
[

−(kd,c + λc) 1
−kd,cλc 0

]
, br :=

[
λc

kd,cλc

]
, e1 =

[
1
0

]
, wϕ := ω̃ϕ + dϕ +

cT
f ,ϕ,2

∫ t
0 e f dτ, and dummy signal r := 0, ∀t ≥ 0. The applications Φ̃(s) = L{ϕ̃}, R(s) =

L{r}, and Wϕ(s) = L{wϕ}(= Ω̃ϕ(s) + Dϕ(s) + 1
s cT

f ,ϕ,2E f (s)) to the system of (46) and (47)
lead to

Φ̃(s) = eT
1 (sI2×2 − Axϕ)

−1brR(s) + eT
1 (sI2×2 − Axϕ)

−1e1Wϕ(s),

where the PZC by the nonlinearly structured gain (14) results in

eT
1 (sI2×2 − Axϕ)

−1br =
λc(s + kd,c)

(s + λc)(s + kd,c)
=

(
λc

s + λc

)
and

eT
1 (sI2×2 − Axϕ)

−1e1 =
s

(s + λc)(s + kd,c)
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showing

(s + λc)Φ̃(s) = Ω̃ϕ(s) +
3

∑
i=1

Qϕ,i(s)

where Qϕ,1(s) = −(
kd,c

s+kd,c
)Ω̃ϕ(s), Qϕ,2(s) = ( 1

s+kd,c
)cT

f ,ϕ,2E f (s), and Qϕ,3(s) = (1 − kd,c
s+kd,c

)

Dϕ(s), ∀s ∈ C; completing the proof by ϕ̃ = L−1{Φ̃(s)}, ω̃ϕ = L−1{Ω̃ϕ(s)}, qϕ,i =

L−1{Qϕ,i(s)}, i = 1, 2, 3, and qϕ =
[

qϕ,1 qϕ,2 qϕ,3
]T .

Lemma 6 proves the exponential convergence for ϕ to its reference ϕre f subject to a
feasible range for kd,c > 0.

Lemma 6. The PI controller (22) with the gain (23) ensures

lim
t→∞

ϕ = ϕre f (48)

exponentially for any ϕre f = tan−1(
uy
ux
) and kd,c > 0 satisfying min{ 2d̄p

kd,c
, 2d̄ϕ

kd,c
} ≈ 0, if there exists

αω̃ϕ > 0 such that

˙̃ωϕ = −αω̃ϕ ω̃ϕ (49)

by a well-working actuator for ω1 and ω2 where ω̃ϕ := ωϕ,re f − ωϕ, ∀t ≥ 0.

Proof. The system of (43), (44), and (49) with the result (15) gives V̇ϕ for Vϕ := 1
2 ϕ̃2 +

γϕ,1
2 ω̃2

ϕ +
γϕ,2

2 ∥qϕ∥2 +
γϕ,3

2 ∥e f ∥2 with γϕ,i > 0, i = 1, 2, 3, that V̇ϕ = ϕ̃(−λcϕ̃+ ω̃ϕ + 1T
3 qϕ)−

γϕ,1αω̃ϕ ω̃2
ϕ + γϕ,2qT

ϕ(−
kd,c
2 qϕ + bqϕ ,1ω̃ϕ +Bqϕ ,2e f )− γϕ,3λ f ∥e f ∥2 + γϕ,2qT

ϕ(−
kd,c
2 qϕ + e3ḋϕ)

satisfying

V̇ϕ ≤ −λc

3
ϕ̃2 − (γϕ,1αω̃ϕ −

1
4λc

−
γ2

ϕ,2∥bqϕ ,1∥2

2
)ω̃2

ϕ

−(
γϕ,2kd,c

2
− 3

4λc
− 1)∥qϕ∥2 − (γϕ,3λ f −

γ2
ϕ,2∥Bqϕ ,2∥2

2
)∥e f ∥2,

∀t ≥ 0, ∀∥qϕ∥ ≥ min{ 2d̄ϕ

kd,c
, 2d̄p

kd,c
} with the application of Young’s inequality, which

shows that

V̇ϕ ≤ −αϕVϕ, ∀t ≥ 0, (50)

where the choices for γϕ,i > 0, i = 1, 2, 3, and kd,c > 0 as γϕ,1 = 1
αω̃ϕ

( 1
4λc

+
γ2

ϕ,2∥bqϕ ,1∥2

2 + 1
2 ),

γϕ,2 = 2
kd,c

( 3
4λc

+ 3
2 ), γϕ,3 = 1

λ f
(

γ2
ϕ,2∥Bqϕ ,2∥2

2 + 1
2 ), and min{ 2d̄ϕ

kd,c
, 2d̄p

kd,c
} ≈ 0 validate this

inequality and αϕ := min{ 2λc
3 , 1

γϕ,1
, 1

γϕ,2
, 1

γϕ,3
}; completing the proof.

Remark 5. By the result (48) and actuator dynamics ensuring the exponential convergence
limt→∞ vs. = vre f (= ∥up∥), there exists a positive constant α∆ f such that

∆ḟ(up, v, ϕ) = −α∆ f ∆f(up, v, ϕ), ∀t ≥ 0, (51)

by the fact (21) (e.g., limt→∞ ∆f(up, v, ϕ) = 0 exponentially), which is used for the remaining analysis.
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4.2.2. Control Loop for Position Error Stabilization

Lemma 7 derives the dynamics for p̃(= pre f − p̂) by additionally investigating the
system of (26) and its nonlinearly structured gain (23) designed for the PZC.

Lemma 7. The proposed PI controller (25) with the gain (23) forces the error p̃ to satisfy the
first-order system given by

˙̃p = −λcp̃ + Bqp qp (52)

with the excitation signal qp(∈ R6) solving

q̇p = −kd,cqp + Bdp ,1∆f + Bdp ,2e f + Bdp ,3ḋp, ∀t ≥ 0, (53)

for some Bqp ∈ R2×6, Bdp ,1 ∈ R6×2, and Bdp ,2 ∈ R6×3 where Bdp ,3 :=

 02×2
02×2
I2×2

.

Proof. The combination of (26), (51), and the result (15) gives

¨̃p = −kP,PZC ˙̃p − kI,PZCp̃ + α∆ f ∆f + ḋp + CT
f ,p,2e f (54)

where C f ,p,2 := λ2
f C f ,p,1, which obtains another expression for xp :=

[
p̃

xp,2

]
and

xp,2 := −kI,p
∫ t

0 p̃dτ:

ẋp = Axp xp + Brr + Bxp wp, (55)

p̃ = CT
xp xp, (56)

where Axp :=
[

−(kd,c + λc)I2×2 I2×2
−kd,cλcI2×2 02×2

]
, Br :=

[
λcI2×2

kd,cλcI2×2

]
, Bxp =

[
I2×2
02×2

]
, wp :=

α∆ f
∫ t

0 ∆fdτ + dp + CT
f ,p,2

∫ t
0 e f dτ, and dummy signal r := 0, ∀t ≥ 0. The applications

P̃(s) = L{p̃}, R(s) = L{r}, and Wp(s) = L{wp}(=
α∆ f

s ∆F(s) + Dp(s) + 1
s CT

f ,p,2E f (s)) to
the system of (55) and (56) lead to

P̃(s) = CT
xp(sI4×4 − Axp)

−1BrR(s) + CT
xp(sI4×4 − Axp)

−1Bxp Wp(s),

where the PZC by the nonlinearly structured gain (9) results in

CT
xp(sI4×4 − Axp)

−1Br =
λc(s + kd,c)

(s + λc)(s + kd,c)
I2×2 and

CT
xp(sI4×4 − Axp)

−1Bxp =
s

(s + λc)(s + kd,c)
I2×2

showing

(s + λc)P̃(s) = I2×2

3

∑
i=1

Qp,i(s)

where Qp,1(s) = ( 1
s+kd,c

)α∆ f ∆F(s), Qp,2(s) = ( 1
s+kd,c

)CT
f ,p,2E f (s), and Qp,3(s) = (1 −

kd,c
s+kd,c

)Dp(s), ∀s ∈ C; completing the proof by p̃ = L−1{P̃(s)} and qp,i = L−1{Qp,i(s)},

i = 1, 2, 3, and qp =
[

qT
p,1 qT

p,2 qT
p,3

]T
.
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Finally, Theorem 1 proves that the proposed trajectory tracking feedback system
shown in Figure 2 guarantees the establishment of the control objective (3) subject to a
feasible range for kd,c > 0 as the main result of this section.

Theorem 1. The PI controller (25) with the gain (23) ensures that

lim
t→∞

p = p∗

exponentially (e.g., establishment of the control objective (3)) for any kd,c > 0 satisfying

min{ 2d̄p
kd,c

, 2d̄ϕ

kd,c
} ≈ 0.

Proof. Subtracting (52) from (4) derives the system for ϵep := e∗p − ep given by ϵ̇ep =

−λcϵep − Bqp qp, which, together with (53), gives Vp := 1
2∥ϵep∥2 +

γp,1
2 ∥qp∥2 +

γp,2
2 ∥∆f∥2 +

γp,3
2 ∥e f ∥2 with γp,i > 0, i = 1, 2, 3, that V̇p = ϵT

ep(−λ f ϵep − Bqp qp) + γp,1qT
p (−

kd,c
2 qp +

Bdp ,1∆f + Bdp ,2e f )− γp,2α∆ f ∥∆f∥2 − γp,3λ f ∥e f ∥2 + γp,1qT
p (−

kd,c
2 qp + Bdp ,3ḋpa) satisfying

V̇p ≤ −
λ f

2
∥ϵep∥2 − 1

2
(γp,1kd,c −

∥Bqp∥2

λ f
− 2)∥qp∥2

−(γp,2α∆ f −
γ2

p,1∥Bdp ,1∥2

2
)∥∆f∥2 − (γp,3λ f −

γ2
p,1∥Bdp ,2∥2

2
)∥e f ∥2,

∀t ≥ 0, ∀∥qp∥ ≥ 2d̄pa
kd,c

, with the application of Young’s inequality, concluding that

V̇p ≤ −αpVp, ∀t ≥ 0,

where the choices for γp,i > 0, i = 1, 2, 3, and kd,c > 0 as γp,1 = 1
kd,c

(
∥Bqp∥2

λ f
+ 3),

γp,2 = 1
α∆ f

(
γ2

p,1∥Bdp ,1∥2

2 + 1
2 ), γp,3 = 1

λ f
(

γ2
p,1∥Bpd ,2∥2

2 + 1
2 ), and min{ 2d̄ϕ

kd,c
, 2d̄p

kd,c
} ≈ 0 validate

this inequality and αp := min{ 1
λ f

, 1
γp,1

, 1
γp,2

, 1
γp,3

}; completing the proof.

Remark 6. As pointed out in Section 3, there are four scalar design parameters, such as kd, f , λ f
(for filter), kd,c, and λc (for controller), which can be tuned as following iterative steps:

• For the model-free filter:

1. Specify λ f > 0 for the desired system (15) (e.g., ė∗f = −λ f e∗f ).
2. Adjust kd, f > 100 for ∥e∗f − e f ∥ ≈ 0 through offline iterations (by Lemmas 2 and 4).

• For the controller:

1. Specify λc > 0 for the desired system (4) (e.g., ˙̃p∗ = −λcp̃∗).
2. Adjust kd,c > 1 for ∥p∗ − p∥ ≈ 0 through offline iterations (by Lemma 6 and Theorem 1).

This corresponds to another important result of Section 4, yielding the tuning result of the
proposed technique used in Section 5.

5. Simulations

In this section, the combination of MATLAB/Simulink and C-programming imple-
mented the proposed feedback system shown in Figure 2 to demonstrate the closed-loop
effectiveness obtained from the analysis results in Section 4. The nonlinear differential
Equations (1) and (2) emulated the system (v, ωϕ) 7→ (x, y) to describe the TMV motions
with its actuator dynamics of v̇ = kc(vre f − v) and ω̇ϕ = kc(ωϕ,re f − ωϕ), ∀t ≥ 0, (e.g.,

V(s)
Vre f (s)

=
Ωϕ(s)

Ωϕ,re f (s)
= ωc

s+ωc
, ∀s ∈ C) with a closed-loop bandwidth ωc (rad/s) by using

the ODE solver. The S-function coded by the C programming constructed the filters and
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controllers through the internal interrupt service (ISR) with 1 ms of the period. Figure 3 vi-
sualizes the feedback system implementation where pre f =

[
xre f yre f

]T , p =
[

x y
]T ,

and p̂ =
[

x̂ ŷ
]T .
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Figure 3. Feedback system implementation for simulations.

To track the reference pre f =

[
xre f
yre f

]
=

[
6 cos(2π frt)− sin(2π frt)

2 cos(2π frt) + 3 sin(2π frt)

]
, ∀t ≥ 0, with

the frequency fr Hz, representing the ellipsoidal trajectory in the Cartesian coordinate,
the proposed feedback system was tuned as kd, f = 1000 and λ f = 120 for the model-free
filter gains l f ,1 = kd, f + λ f and l f ,2 = kd, f λ f and kd,c = 5 and λc = 12 for the PI gains
kP,PZC = kd,c + λc and kI,PZC = kd,cλc. The conventional PID controller is defined as

up = kP(pre f − p) + kI

∫ t

0
(pre f − p)dτ + kD(ṗre f − ṗ),

ωϕ,re f = kP(ϕre f − ϕ) + kI

∫ t

0
(ϕre f − ϕ)dτ + kD(ϕ̇re f − ϕ̇), ∀t ≥ 0,

and was used to conduct the comparison studies, equipped with the well-tuned feedback
gains kP = 3.5, kI = 0.5, and kD = 0.5 for the best performance subject to the reference
frequency fr = 0.04 Hz and TMV parameter dcen = 0.

5.1. Trajectory Tracking Performance Evaluation Under Various Convergence Rates

This stage evaluates the trajectory tracking performance for three reference frequencies
as fr = 0.04, 0.08, and 0.12 Hz with setting dcen = 0 m for the TMV. Figure 4 presents the
closed-loop position motions driven by the proposed and PID controllers, highlighting
the consistent performance for three different reference speeds by the proposed controller,
unlike the PID controller, where the dotted line represents the reference trajectory. The
enhanced feedback system structure with the removal of the differential action obtained
this closed-loop performance improvement by guaranteeing the performance recovery
(by Theorem 1). Figures 5 and 6 compare the x and y axis components of p driven by the
proposed and PID controllers in which the proposed controller successfully matched the
output signals x and y and their references xre f and yre f despite the different operating
conditions by three reference frequencies fr = 0.04, 0.08, and 0.12, but the PID controller
failed. The corresponding linear and angular velocity responses are presented in Figures 7
and 8, which shows the stably regulated motions, compared with the PID controller.

Figure 9 visualizes the filtering error dynamics for ex = x − x̂(=

 x − x̂
y − ŷ
ϕ − ϕ̂

) exponentially

stabilized by the proposed model-free filter as the subsystem to preserve the beneficial
feedback system properties.
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Figure 4. TMV motions in Cartesian coordinate for reference frequencies fr = 0.04, 0.08, and 0.12 Hz.
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Figure 5. x axis component responses of the TMV position for reference frequencies fr = 0.04, 0.08,
and 0.12 Hz.
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Figure 6. y axis component responses of TMV position for reference frequencies fr = 0.04, 0.08, and
0.12 Hz.
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Figure 7. Linear velocity responses of TMV for the reference frequencies fr = 0.04, 0.08, and 0.12 Hz.

( ): @ 0.12Hz
r

fφω =

���������	
�������� ����	
��������

( ): @ 0.08Hzrfφω =

( ): @ 0.04Hzrfφω =

Figure 8. Yaw angular velocity responses of TMV for the reference frequencies fr = 0.04, 0.08, and
0.12 Hz.
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Figure 9. Filtering error responses for reference frequencies fr = 0.04, 0.08, and 0.12 Hz.
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5.2. Trajectory Tracking Performance Evaluation Under Various Modeling Errors

This stage demonstrates the trajectory tracking performance for three different TMV
parameters of dcen = 0, 0.3, and 0.6 m under the fixed reference frequency fr = 0.12 Hz.
Figure 10 implies that the proposed controller successfully rendered the TMV position
dynamics consistent despite the TMV parameter variations thanks to the performance
recovery proved by Theorem 1, but the PID controller failed. The corresponding x and y
axis components are depicted in Figures 11 and 12, indicating their consistent behaviors by
the proposed controller.
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���������	
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Figure 10. TMV motions in the Cartesian coordinate for different parameters dcen = 0, 0.3, and 0.6.
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Figure 11. x axis position responses of TMV for different parameters dcen = 0, 0.3, and 0.6.
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Figure 12. y axis position responses of TMV for different parameters dcen = 0, 0.3, and 0.6.

5.3. Summary of the Tracking Performance Comparison Results

This stage ends this section by summarizing the tracking performance comparison
results in Sections 5.1 and 5.2 based on the cost function for the tracking error pre f − p

defined as fcost :=
√∫ ∞

0 ∥pre f − p∥2dt. The comparison of averaged cost values in the table
of Figure 13 revealed a performance improvement of 37% by the proposed technique over
the trajectory tracking scenarios in Sections 5.1 and 5.2, which will show a significant merit
for the actual applications.
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Figure 13. Summary of tracking performance comparison results.

6. Conclusions

The proposed trajectory tracking technique was designed by forming the PI controller
equipped with the nonlinearly structured feedback gains invoking the PZC, which ro-
bustly stabilizes the tracking errors, ensuring the performance recovery property despite
the model–plant mismatches. The model-free filters for the imperfect position and yaw
angle measurements improved the accuracy of the feedback loop to preserve this beneficial
property. The realistic simulations based on MATLAB/Simulink confirmed the practical ad-
vantages of the proposed technique by demonstrating improved closed-loop performance
and robustness. In future studies, the proposed technique will be applied to the industrial
large-powered four-wheeled vehicles, considering the real-time constraints and actuator
dynamics perturbed by the uncertain loads, with an offline optimization process yielding
the best design parameters.
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