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Abstract

:

Recent studies have exposed the vulnerabilities of deep neural networks to some carefully perturbed input data. We propose a novel untargeted white box adversarial attack, the dynamic programming-based sub-pixel score method (SPSM) attack (DPSPSM), which is a variation of the traditional gradient-based white box adversarial approach that is limited by a fixed hamming distance using a dynamic programming-based structure. It is stimulated using a pixel score metric technique, the SPSM, which is introduced in this paper. In contrast to the conventional gradient-based adversarial attacks, which alter entire images almost imperceptibly, the DPSPSM is swift and offers the robustness of manipulating only a small number of input pixels. The presented algorithm quantizes the gradient update with a score generated for each pixel, incorporating contributions from each channel. The results show that the DPSPSM deceives the model with a success rate of 30.45% in the CIFAR-10 test set and 29.30% in the CIFAR-100 test set.
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1. Introduction


The ever-expanding ubiquity of machine learning (ML) has reconstructed the way technology functions, integrating its functionality with day-to-day operations. Deep learning (DL) networks are no longer restricted to traditional applications of algorithmic optimizations and infrastructure designs; rather, they have steered their way into everyday life [1] in the form of virtual assistants [2], targeted online advertisements [3,4], recommendation services [5,6,7], medical imaging [8,9,10], and natural language processing [11,12]. Their generalization and expressiveness are responsible for their success but can also be attributed to their counterintuitive properties. The inner functioning of these networks is concealed in their underlying mathematical and statistical layers and hidden from human eyes, which makes it difficult to track biases and mistakes.



Recent displays of the vulnerabilities [13,14,15,16] of some carefully constructed input data in DL models raises concerns regarding the wide applicability of these models in applications in which safety is critical. While these adversarial samples produce erroneous model outputs, they continue to appear ordinary to humans. Interestingly, several attacks [13,17,18,19,20,21] have been presented which are proficient enough to fool the models. A few of them even work without having knowledge of any underlying architecture. Also, the same set of imperceptible input alterations, without any changes, evidently affects a wide variety of models, exposing rudimentary blind spots in our understanding of the functioning of these models [22,23,24]. It is said that ML models generate a boundary of separation between several output classes and use them to yield results for any input provided, thus introducing some linearity in their large decision space [13].



1.1. Motivation


Adversarial attacks constitute a substantial aspect of security and protection, because they represent a conclusive issue in artificial intelligence and ML security. Contrary to the general belief that ML models function with non-linear operations, Goodfellow et al. [13] demonstrated that it is rather the linear behavior of these models in high-dimensional space that likely causes these adversarial opportunities to exist. Many defensive mechanisms [18,25,26,27,28,29,30] have been tested, and the models have been effective to some degree, but they can be defeated by modern, more efficient attacks.



Shamir et al. [31] presented an algorithm for adversarial generation based on the concept of a fixed hamming distance. Though it is more complex and slower than the conventional gradient-based approaches, like those in [13,17], it is a novel way to manipulate only a prefixed set of input elements. This notion is further supported by the successful performance of the one-pixel attack [32] against state-of-the-art ML models, raising questions over their superior accomplishments if they are susceptible to such minor alterations.



In the domain of image manipulation, Avidan and Shamir [33] argued that the effective resizing of images requires the reckoning of geometric constraints; in addition, the image content should be assessed and factored in this calculation as well. They proposed seam carving, which supports content-aware image resizing for both reduction and expansion.



The inquisitive behavior of deep neural networks (DNNs) against adversarial attacks, like those illustrated in [13,17,18,19,20,21], has encouraged many to harness a swift gradient-based attack approach while concurrently restricting the expanse of infused perturbations. This hypothesis is supported by the results of [13,31,32] and is further held up by the experiments conducted as part of the current work. Our aim is to generate a simple yet effective adversarial attack that requires the manipulation of a few pixels, similar to that in [31], but one that is swift, similar to that in [13].



In this work, we present a white box adversarial attack utilizing dynamic programming (DP). First, we introduce the concept of pixel value manipulations, which further lead to the formation of the sub-pixel score method, henceforth referred to as the SPSM, which is a pixel score metric. We divulge the attack associated with the score, and later, the dynamic programming-based sub-pixel score method attack, henceforth referred to as the DPSPSM, is presented, which utilizes the SPSM with DP. The current work focuses on generating perturbations for image inputs of convolutional neural networks; future studies can be conducted to transfer our findings to other models, like text-based recurrent neural networks. The DPSPSM is swift in the generation of perturbations, unlike that in [32], but it tweaks only a few pixels, as opposed to that in [13]. The proposed attack does not beat these state-of-the-art techniques in terms of its performance metrics but combines their respective advantages.




1.2. Contributions


In this paper, we propose a novel untargeted white box adversarial attack, the dynamic programming-based sub-pixel score method (DPSPSM) attack, which is a variation of the traditional gradient-based white box adversarial approach that is limited by a fixed hamming distance using a dynamic programming-based structure. The DPSPSM attack leverages dynamic programming to identify and perturb a minimal set of pixels, specifically focusing on a single vertical seam in the image. This approach significantly reduces the computational overhead compared to that of methods that require extensive iterations or modifications across the entire image. The one-pixel attack [32], for instance, employs differential evolution (DE) to identify the optimal pixel to perturb, which is computationally intensive and requires numerous iterations to converge to a solution. In contrast, the DPSPSM utilizes a gradient-based approach combined with dynamic programming, which allows for a more direct and efficient computation. Authors in this paper propose SPSM for generating a score metric correspondence of each pixel in the image, which are further used by the proposed DPSPSM attack. The attack is a gradient based untargeted white box attack constrained in the space occupied by visual perturbations.



The novelty of the DPSPSM attack lies in its strategic targeting of a single vertical seam, which, while minimally invasive visually, significantly impairs the model’s accuracy. This subtlety in alteration is crucial for understanding the vulnerabilities of DNNs to adversarial examples. The observation that humans can effortlessly recognize perturbed images, even when deep neural networks (DNNs) fail to do so, highlights a critical disparity in the visual processing mechanisms of humans and DNNs. This discrepancy not only calls into question the robustness of current DNN models but also suggests potential research directions aimed at developing models that more closely emulate human visual perception. Such advancements could significantly improve the resilience of DNNs to adversarial attacks.



The main contribution of the paper is DPSPSM, that quickly generates perturbation as opposed to [32] which is computation intensive and requires a lot of iterations. Additionally, while the FGSM [13] shows a higher success rate, it does so by modifying the entire image, which is a more detectable and less sophisticated method compared to the targeted approach of DPSPSM. This distinction is critical for developing defensive strategies against adversarial attacks, as it suggests that focusing on localized, less perceptible changes could be a more effective way to safeguard against them. The proposed attack doesn’t beat these state-of-the-art techniques of FGSM [13], One Pixel Attack [32] in their success rate but blends their distinctive virtues into a novel technique which is quick and constrained at the same time. The proposed work is of interest in adversarial space as the arguments presented and corresponding trivial alterations applied under DPSPSM are vigorous in successfully manipulating model output as described in Table 1. Furthermore, the computational efficiency of DPSPSM compared to the One Pixel Attack suggests its potential for scalability and practical application in resource-constrained environments. This facet of the study enriches the current discourse on adversarial machine learning and promotes the development of more efficient and less detectable attack methodologies. Consequently, it advances the understanding of the vulnerabilities inherent in deep neural networks (DNNs).




1.3. Organization


Rest of the paper is organized as follows. Section 2 introduces the relevant literature. Section 3 establishes the methodology of proposed work describing the SPSM and DPSPSM. Section 4 reports the observed analysis. Section 5 provides a brief overview surrounding the limitations and future prospects surrounding DPSPSM. Section 6 concludes the proposed work.





2. Related Work


2.1. Adversarial Attack


ML models and DNNs have steered their way into augmenting important practical problems related to images [34,35], videos, speech [36,37,38], voice [39,40], text [41,42] and applications such as neural network dynamics [43], and in other applications [44]. However, not only are these models susceptible and vulnerable to various adversarial attacks [13,14,16,17,32,45,46,47,48,49,50,51], but the generated adversarial examples are often robust in being pertinent to several different models [23,24]. Various defensive techniques were proposed like [18,25,26,27,28,29,30] but robustness of new attacks like [18,52] rendered them futile.




2.2. Gradient Based Adversarial Approach


Goodfellow et al. [13] introduced FGSM, a gradient based attack based on the concept of linearity in high dimensional decision space. The attack requires a forward pass on the input data to compute the gradient from each involved step and incorporates a fraction of this gradient in generating the adversarial perturbations. Gradient based attacks [13,17,18,22,25,27,53], are quick in computations as they only require a forward pass over the model but tweak all the pixels in the image. DPSPSM utilizes the gradient based swift approach but also restricts the pixels changed.




2.3. Fixed Length Disturbance Based Adversarial Approach


Su et al. generated adversarial examples using Differential Evolution (DE) by modifying only one pixel [31] avoiding the problem of perceptivity measurement and expanding on the concept of fixed length disturbance [31,54,55]. The efficacy of the attack is evidenced by the challenge in detecting the generated perturbation. However, DE is computationally intensive, necessitating numerous iterations to achieve the desired outcome. In contrast, DPSPSM incorporates the principle of fixed manipulations while also leveraging the swift behavior characteristic of gradient-based attacks.




2.4. Content Aware Image Resizing


Avidan and Shamir argued that effective resizing of images should not only cling to geometric constraints. Conversely, they presented Seam carving [33], a content-aware image resizing technique for both reduction and expansion. It signifies the application of dynamic programming in the domain of image manipulation. We use this DP approach to determine the appropriate skeletal modifications in the image for DPSPSM.




2.5. Relevance


DPSPSM aims to amalgamate the robustness and celerity of gradient based approach [13] and the efficacy of predefined hamming distance [31] utilizing the DP prospects highlighted in [33]. Though, FGSM [13] is quite successful and elementary in its computations, it still adjusts all the pixels of the input image. DPSPSM aims to manipulate only a prefixed set of pixels in the input image and successfully deceive the models. DPSPSM differs from one-pixel attack [32] as their approach is based on DE, while, DPSPSM is oriented towards using Gradient based computations utilizing DP approach mentioned in [33]. Their black box approach makes them resilient, however, the computations required in DE are immense, while the gradient based process, though white box attack, involves only a simple forward pass.



DPSPSM doesn’t challenge the current state-of-the-art attacks aforementioned, rather it aims to validate the austerity and lucidity of exercising modifications to only a limited number of pixels using gradient based approach combining the merits of these attacks.





3. Methodology


3.1. Introduction


Adversarial image generation can be conceptualized as an optimization task with constraints. We need to add perturbations to the original image pixels such that the actual image does not change significantly but the predicted class label now changes to an incorrect label.



There are 2 main approaches for performing the same:




	
Fixed L0 norm (or Hamming distance)—In this approach the total number of pixels that can be perturbed are constrained with no constraint on the strength of those perturbations.



	
Fixed LK norm—In this approach, all pixels can change with an overall constraint on the accumulated force of disturbances.








We will follow the Fixed L0 norm approach, i.e., generation with constraint on the number of pixels that are allowed to change.



Let J(x, θ, y) be the cost function that is used while training the neural net to correctly classify images, where x is the input pixel vector (corresponding to the original input image), θ is the weights of the network that we are trying to learn and y is the ground truth output label.



Once the network has been trained, the learned weights will remain fixed while we try to change the input image pixels to cause perturbations that deviate the prediction from its original value as far as possible, ergo, generate adversarial inputs. In other words, the possibility of the distorted image belonging to the same group as the original image is to be reduced. We are currently introducing an untargeted attack, so, we do not care about which prediction label is assigned to the perturbed image as long as it is different from its true class label.



This is equivalent to maximizing our original cost function, J(x, θ, y) with x as a parameter, instead of θ (which will now be kept constant), with a constraint on the number of pixels that can change in x as represented in (1).



Formally,


       m a x i m i s e   x     J   x ,   θ       s u b j e c t   t o   H   x ,   x   0     ≤ K     



(1)




where,



x0 is the original input image that we are trying to perturb.



H(x, x0) is the Hamming distance between x and x0 or the number of pixels in which they differ.



K is a predefined bound on the maximum number of pixels that we allow to perturb.




3.2. Perturbation Rule: 0–255 Approach


To achieve a clearer presentation, we begin by discussing the foundation of our perturbation method, which is based on a first-order Taylor expansion of the loss function. According to Goodfellow et al. [13], decision boundaries of models in high-dimensional space are piecewise linear, and this hypothesis is the basis for the existence of adversarial examples. Our objective cost function J(x, θ, y) can be approximated by only the first-order term in the Taylor series expansion, as shown in (2):


  J   x , θ , y   ≈ J     x   0   , θ , y   +     x −   x   0       T     ∇   x   J     x   0   , θ , y    



(2)







Since   J (   x   0   ,   θ , y )   (the original cost of prediction) is constant, in order to maximize   J ( x ,   θ , y )  , we only need to maximize       x −   x   0       T     ∇   x   J (   x   0   ,   θ , y )  , subject to the original constraint of   K   pixels. This is essentially the weighted sum of sub-pixel perturbations by sub-pixel gradients.



Our perturbation method relies on the gradient,   ∇  , of the cost,   J ( x ,   θ , y ) ,   with respect to the sub-pixels. By assuming that the perturbation method is based on a first-order Taylor expansion of the loss function, the monotonicity of the gradient with respect to the subpixel is automatically satisfied.



We use a simple gradient based perturbation approach. A sub-pixel is defined as the channel component of the pixel. So, if an RGB image is considered, each pixel has a R (Red), G (Green) and B (Blue) sub-pixel, expressing the corresponding color outlay. By changing either a sub-pixel or all the sub-pixels belonging to a pixel, we effectively change the actual pixel illumination.



The gradient,   ∇  , gives us the direction to move in   N  -dimensional space (  N   being the number of sub-pixels in input image) for steepest increase (or decrease) in cost. The sign of the gradient with respect to each input sub-pixel tells us whether that sub-pixel value should be increased or decreased in order to increase the cost of prediction.



Since we use the fixed     L   0     norm and are not constrained in the strength of perturbation for a sub-pixel, for our method, we will power it up all the way to   255  , or all down all the way to   0  . This will depend on the sign of the gradient, i.e., whether the gradient wants us to increase or decrease a particular sub-pixel value.



We use the notation,     i   c    , to refer to the sub-pixel corresponding to the     c   t h     channel with respect to the     i   t h     pixel.



We define the new value of the sub-pixel,   x (   i   c   )  , as shown in (3).


  y     i   c     =       255 ,             i f   s g n   ∇     i   c       = 1       0 ,             i f   s g n   ∇     i   c       = − 1       x     i   c     ,             i f   s g n   ∇     i   c       = 0        



(3)




where,



  y (   i   c   )   is the final value of the     i   c   t h     sub-pixel.



  x (   i   c   )   is the initial value of the     i   c   t h     sub-pixel.



  ∇ (   i   c   )   is the gradient of the     i   c   t h     sub-pixel.



  s g n ( x )   is the signum function.



The perturbation rule described in (3) will be used in DPSPSM for altering the pixel values.




3.3. Sub-Pixel Scoring Method


3.3.1. A Preliminary Score Measure for Pixel Selection


Since we can perturb at most   K   pixels in our attack, as depicted in (1), we need a strategy to assign a score to each sub-pixel which will help us in selecting the pixels optimally for DPSPSM, later.



A fairly simple yet reasonable strategy of scoring each sub-pixel,   D (   i   c   )  , is derived from our perturbation rule defined in (3) is as follows:


  D     i   c     =       255 − x     i   c     ,     i f   s g n   ∇     i   c       = 1         x     i   c     ,     i f   s g n   ∇     i   c       = − 1       0 ,     i f   s g n   ∇     i   c       = 0        



(4)




where,



  D (   i   c   )   is taken as the score for the     i   c   t h     sub-pixel.



  ∇     i   c       is the gradient for     i   c   t h     sub-pixel.



  s g n ( x )   is the signum function.



  D (   i   c   )   is a score measure which signifies the maximum permissible variation authorized for     i   c   t h     sub-pixel based on sign of the gradient,   ∇  . Intuitively, we say that the sub-pixels which can be perturbed to a greater extent according to the gradient (and thus increasing overall cost of prediction) are more important for us.




3.3.2. Improving the Score


Adding Gradient Magnitudes


The scoring technique described in (4) only takes in the sign of the gradient and the extent to which a sub-pixel can be perturbed. It was later realized that the actual value gradient can be used as a heuristic and can give more information than is obtained by just the sign of the value.



Thus, we now refine the score,   D     i   c      , of the     i   c   t h     sub-pixel in (5).


  D     i   c     =         ∇     i   c       ∗ ( 255 − x     i   c     ) ,     i f   s g n   ∇     i   c       = 1           ∇     i   c       ∗ x     i   c     ,     i f   s g n   ∇     i   c       = − 1       0 ,     i f   s g n   ∇     i   c       = 0        



(5)








Vectorising the Score


The maximum permissible perturbation value, which also served as our preliminary score measure in (4) can be combined into a single expression,   F     i   c      , for the cases when the sign of the gradient is positive or negative (but not zero) as follows:


  F     i   c     =      1 + s g n   ∇     i   c           255 − x     i   c       +   1 − s g n   ∇     i   c         x (   i   c   )   2     



(6)







We still need to take care of two things-block pixels with zero gradient from having a non-zero resulting value from this expression, and incorporate the gradient magnitude. Both of these objectives can be achieved by the multiplication of a single term   | ∇ (   i   c   ) |   i.e., the absolute value of the gradient.



Thus, we finally obtain the combined expression as (7):


  D     i   c     =   ∇     i   c       ∗ F (   i   c   )  



(7)







Which can be further expanded to (8):


  D     i   c     = | ∇     i   c     |        1 + s g n   ∇     i   c           255 − x     i   c       +   1 − s g n   ∇     i   c         x (   i   c   )   2       



(8)







This expression is nothing but simply the product of the gradient magnitude and the maximum permissible perturbation value for the     i   c   t h     sub-pixel. Yet it is significant in terms that it can be vectorized for faster calculation of the score of each sub-pixel in the input image which is available as a matrix of sub-pixels.




Combining Sub-Pixel Scores


Since all   C   sub-pixels of a pixel (  C   being the number of channels) are not independent and are ultimately tied to the same pixel, we need to ensure that they are not selected independently. This is because at the end of our attack, the final changes will be reflected only on pixels, not individual subpixels. For     i   t h     pixel, selection of either one (or all) of its   C   sub-pixels for DPSPSM, implies its own selection. Thus, it makes sense for our selection algorithm to work on pixels, rather than sub-pixels.



However, to be able to do so, we need to assign every pixel a score too, just like we did for every sub-pixel. We do this by taking the mean of all   C   sub-pixel scores for a pixel. This approach ensures that each sub-pixel contributes uniformly to the selection decision of its corresponding pixel.



Thus, for the     i   t h     pixel now, we define the score   D ( i )   as (9):


  D   i   =      ∑  c = 0   C    | ∇     i   c     |     1 + s g n   ∇     i   c           255 − x     i   c       +   1 − s g n   ∇     i   c         x (   i   c   )       2 C     



(9)




where,



  x (   i   c   )   denotes the sub-pixel corresponding to     i   c   t h     sub-pixel.



  ∇ (   i   c   )   denotes gradient of the     i   c   t h     sub-pixel.



  s g n ( x )   is the signum function.



  C   is the total number of channels.



We call the score generated using (9) as the SPSM score of     i   t h     pixel in the image. We use this SPSM score to select pixels in the proposed DPSPSM attack.



We also evaluated adversarial attack based just on the SPSM score, SPSM attack by selecting top   K   pixels in descending order of their SPSM score and then modifying these   K   pixels to their new values using the function described in (3). The success rate corresponding to the different values of   K   for SPSM attack on CIFAR 10 dataset [35] is mentioned in Table 1.   K = 30   for CIFAR 100 dataset [35] had success rate of 35%. As evident, there is a probability that the perturbations can crowd a particular patch and therefore, inhibit even the ability of humans to identify the subject in image.






3.4. Dynamic Programming Based SPSM Attack—DPSPSM


As evident from “Combining Sub-Pixel Scores”, a rudimentary attack by greedily selecting the top   K   pixels based on their SPSM score may result in perturbations being scattered throughout the image or even concentrated around a single region, leading to an image which even the humans cannot perceive correctly. A more structured and aligned approach is to provide a desirable configuration to the perturbations such that the visuals are not corrupted and the image semantics remain unaffected.



We utilize dynamic programming to generate the skeleton frame of the perturbations using an approach similar to the seam carving [33] method of content aware image resizing. A vertical seam is defined as the set of pixels that stretches from the top of the image to the bottom, moving left or right by at most one pixel or remaining along the same column while traversing from one row to the next. Thus, for every pixel, we consider at most the three neighboring pixels above it. The generated seam is a vertical seam in our experiment. However, horizontal seam can also be generated in a similar way. This seam doesn’t occupy much visual space across the provided image but is still capable of exploiting the vulnerabilities of the DL models in a semantically sound and structured format. The produced seam only captures a single pixel in each row.



The procedure for generating the seam is outlined as follows. Initially, the Sub-Pixel Score Matrix (SPSM) of the image is generated using Equation (9). Subsequently, DP is applied to determine the seam over the generated SPSM



The coordinates of     i   t h     pixel   are defined as   (   i   x   ,     i   y   )  , where     i   x     is the row of the pixel and     i   y     is the column of the pixel. We will be using   i   and   (   i   x   ,     i   y   )   interchangeably to denote the same pixel.



Therefore,


   1   ≤     i   x   ≤ H    1 ≤   i   y   ≤ W   








where,



  H   is height of image



  W   is width of the image



We now define the DP matrix,   D P ,   and Parent matrix,   P  , utilized in the DPSPSM attack.



  D P ( i )   denotes the DP score of the     i   t h     pixel. The value of   D P ( i )   is calculated using the recurrence relation mentioned in (10).


  D P   i   = D P     i   x   ,   i   y     =       D   i   ,       i f     i   x   = 1       D   i   + m a x   D P     i   x − 1   ,   i   y − 1     ,   D P     i   x − 1   ,   i   y     ,   D P     i   x − 1   ,   i   y + 1       ,   o t h e r w i s e        



(10)




where,



  D ( i )   is the SPSM score of     i   t h     pixel generated using (9).



Thus,   D P ( i )   is the sum of SPSM score of the     i   t h     pixel and maximum   D P   value of the three adjacent pixels to it in the row above it. The three adjacent pixels are those which either share an edge or a vertex with current pixel. Thus, for a pixel with row,     i   x     and column,     i   y    , the adjacent pixels will be the pixels in the row     i   x − 1     and columns     i   y − 1    ,     i   y    ,     i   y + 1    . Since for the first row, there is now row above it, we simply equate it to SPSM score.



We further define   P ( i )  , as the adjacent pixel in the row above     i   t h     row which has the maximum value of   D P   associated to it. Therefore,   P ( i )   is calculated using (11).


  P   i   =   arg   max   j    ⁡    D P   j           j   y     ∈ {   i   y − 1   ,   i   y   ,   i   y + 1   } )      



(11)







Therefore, we use (10) and (11) to generate   D P ( i )   and   P ( i )  .



After traversing all the rows, the final seam to be embraced for the perturbation is selected from the pixels of last row of the image. The pixel with the maximum   D P ( i )   is picked such that     i   x   = h e i g h t   o f   t h e   i m a g e   and each of its sub-pixels are perturbed using the approach mentioned in (3).



Now, we traverse the row above this pixel. We select the pixel,   P ( i )   of this pixel and perturb it’s sub-pixels using the same approach as mentioned in (3). Now, we replace   i   with   P ( i )  . We repeat this process till we reach the first row.



The process can be described as:




	
Select   i   such that   D P ( i )   is maximum and     i   x   = h e i g h t   o f   t h e   i m a g e  .



	
While     i   x   > 0  :




	a.

	
Perturb the sub-pixels of   i   using (3)




	b.

	
  i = P ( i )  














This way we generate a vertical seam spanning from the top of the image to its bottom. The same process can be configured to generate a horizontal seam.



Our approach minimizes the changes in pixels as argued by Shamir et al. [31], still using the gradient based approach of Goodfellow et al. [13] inspired by the dynamic programming seam methodology of Advin and Shamir [33].



The procedure for DPSPSM is illustrated in Figure 1 and Algorithm 1.



	Algorithm 1: Dynamic Programming Based SPSM Attack—DPSPSM



	Input: CIFAR 10 image dataset containing image X and labels Y, CNN VGG16 network

Output: Perturbed Images

      G e t _ S u b p i x e l _ S c o r e _ M a t r i x ( X , G ) :  

          P ← S i g n ( G )  

          N o r   m   X     ← X / 255    

          G ← n o r m a l i z e ( G )  

          S u b p i x e l _ S c o r e ← ( a b s   G   ∗     1 + P   ∗   1 − G   +   1 − P   ∗ G   ) / 2  

          S u b p i x e l _ S c o r e _ M a t r i x  

                   ← S u b p i x e l _ S c o r e   0 , : , : , 0   + S u b p i x e l _ S c o r e   0 , : , ; , 1    

                   + S u b p i x e l _ S c o r e   [ 0 , : , : , 2 ]    

          r e t u r n   S u b p i x e l _ S c o r e _ M a t r i x  

      C a l c u l a t e _ M a x _ S u b p i x e l _ S c o r e ( S S M ) :  

            X   m a t r i x   ← S S M  

          P a r e n t ← [ 0 : 0 ]  

          f o r   r o w   i n   1 …   X   m a t r i   x   s h a p e       0   :  

          f o r   c o l   i n   1 …   X   m a t r i   x   s h a p e       1   :  

          I n d e x ← a r g m a x (   X   m a t r i x   [ r o w − 1 , c o l − 1 : c o l + 2 ]  

          P a r e n t   r o w ,   c o l   ← I n d e x + c o l − 1  

            X   m a t r i x     r o w ,   c o l   + =   X   m a t r i x     r o w − 1 ,   I n d e x + c o l − 1    

          r e t u r n     X   m a t r i x   ,   P a r e n t  

        X   p e r t u r b e d   ← [ ]  

1.     f o r   i   i n   1 … N :  

2.         G ←   g r a d i e n t     V G G 16   ( X   i   ,   Y   i   )  

3.         S S M ← G e t _ S u b p i x e l _ S c o r e _ M a t r i x ( X [ i ] ,   G [ i ] )  

4.           X [ i ]   m a t r i x   ,   P a r e n t   i   ←   C a l c u l a t e _ M a x _ S u b p i x e l _ S c o r e ( S S M )    

5.         P ← s i g n ( G [ i ] )  

6.         X     i     p e r t u r b e d   ← X   i    

7.         j ← a r g m a x ( X     i     m a t r i x     − 1   )  

8.

9.         f o r   r o w   i n   X     i     s h a p e     0   … . . 1 :  

10.            X     i     p e r t u r b e d     r o w ,   j ,   0   ← 255         i f   P   r o w ,   j ,   0   = = 1   e l s e     0  

11.            X     i     p e r t u r b e d     r o w ,   j ,   1   ← 255         i f   P   r o w ,   j ,   1   = = 1   e l s e     0  

12.            X     i     p e r t u r b e d     r o w ,   j , 2   ← 255         i f P   r o w ,   j ,   2   = = 1   e l s e   0  

13.            j = P a r e n t   i   [ r o w ,   j ]  

14.   r e t u r n     X   p e r t u r b e d    








Following is the step-by-step explanation for Figure 1.



	
Step 1: Generate Sign of Gradient Matrix






The first step involves calculating the gradient of the cost function with respect to each sub-pixel in the image. The gradient indicates the direction in which the sub-pixel value should be adjusted to maximize the cost function.



	
Step 2: Generate Sub-Pixel Score Matrix






In this step, we need to generate a score matrix for each sub-pixel in the image. However, since all sub-pixels of a pixel (such as the red, green, and blue channels in an RGB image) are not independent and are ultimately tied to the same pixel, we need to ensure that they are not selected independently. This is because the final changes in our attack will be reflected on entire pixels, not just individual sub-pixels.



The score generated using (9) is called SPSM score for the i-th pixel. This SPSM score is then used to select which pixels to modify in the proposed DPSPSM



	
Step 3: Generate Seam Using Dynamic Programming






In this step, we generate a seam, which is a path of pixels from the top to the bottom of the image, using dynamic programming. The goal is to choose a seam that maximizes the sum of the sub-pixel scores along its path.



3.4.1. Seam Generation Process


We utilize dynamic programming to generate the skeleton frame of the perturbations, a vertical seam is defined as a set of pixels stretching from the top of the image to the bottom, moving left or right by at most one pixel or remaining in the same column while traversing from one row to the next. For every pixel, we consider at most the three neighboring pixels above it.



	
Initialization: For the first row, DP(i) is simply the SPSM score of the pixel since there are no rows above it.



	
Recurrence Relation: For each subsequent row, DP(i), using (10), is the sum of the SPSM score of the i-th pixel using (9) and the maximum DP value of the three adjacent pixels in the row above.



	
Parent Tracking: P(i), using (11), stores the index of the pixel in the row above that has the maximum DP value.







3.4.2. Seam Selection


After traversing all the rows, the final seam is selected from the pixels in the last row of the image. The pixel with the maximum DP(i) in the last row is chosen, and its sub-pixels are perturbed using (3). We then trace back the seam using the parent matrix P(i):




	
Start from the Bottom: Select the pixel in the last row with the highest DP(i).



	
Trace Back: Use P(i) to trace back to the top row, perturbing the sub-pixels of each selected pixel along the way.








This process ensures that the generated seam spans from the top to the bottom of the image, capturing a single pixel in each row. The same method can be adapted to generate a horizontal seam if needed. This approach minimizes visual changes while effectively exploiting the vulnerabilities of deep learning models.



	
Step 4: Make Changes to Seam Selection






Once the seam is identified, the sub-pixels along the seam are perturbed according to the calculated scores using (3).



By following these steps, the algorithm effectively generates a structured perturbation in the form of a seam that maximizes the adversarial impact while minimizing visual distortion. Randomness in the perturbations is achieved as the specific pixels to be modified are not predetermined but are dynamically selected for each image based on the algorithm. This ensures that the perturbations are tailored to each image’s unique characteristics. Additionally, the extent of pixel modification is also algorithm-dependent, allowing for adaptive perturbations that maximize the adversarial effect.



The link to the DPSPSM code is available at: https://colab.research.google.com/drive/1W1KV3gJrGewuz5SzYyD8qg3LxuqVhsyY?usp=sharing#scrollTo=0ty48n-HhNcg (accessed on 15 January 2024).



Table 1 mentions the success rate of DPSPSM attack on CIFAR 10 dataset [35]. DPSPSM has a success rate of 30.45% on CIFAR 10 dataset [35] and 29.30% on CIFAR 100 dataset [35].






4. Results


4.1. Datase


The CIFAR-10 dataset [35] consists of 60,000 32 × 32 color images in 10 classes, with 6000 images per class. There are 50,000 training images and 10,000 test images. The CIFAR-100 dataset [35] is just like the CIFAR-10, except it has 100 classes containing 600 images each. There are 500 training images and 100 testing images per class.




4.2. Results


DPSPSM belongs to white box attack category. i.e., this attack uses the internal structure and values of a network instead of considering it a black box.



The experiments were performed over virtual machine hosted using Google Colab. We conducted experiments on VGG-16 [56] model trained on CIFAR 10 [35] and CIFAR 100 [35] test dataset. VGG-16 model had accuracy of 93.80% on the original clean CIFAR 10 dataset and 70.5% on CIFAR 100 dataset. Success rate of attack is difference of this original accuracy and the accuracy obtained after subjecting the test set to various attacks. Table 1 signifies the success rate of SPSM attack, DPSPSM attack (the proposed attack), One Pixel Attack [32] and FGSM [13] over CIFAR 10 dataset [35]. On CIFAR 100 dataset [35], SPSM Attack (with K = 30) has success rate of 35% and DPSPSM attack has success rate of 29.30%. As evident from Table 1, DPSPSM performs close to the One Pixel Attack [32] but doesn’t beat it or FGSM [13], however, DPSPSM has a huge computation advantage over one pixel attack. While FGSM is modifying the entire image, DPSPSM only focuses on a single vertical seam.



Figure 2 demonstrates the adversarial samples generated using the SPSM attack with K = 10 (a) and K = 30 (b) on CIFAR 100 images. As evident, there is some probability that the perturbations can crowd a particular patch and therefore, inhibit even the ability of humans to identify the subject in image.





 





Table 1. Results of Attacks on CIFAR-10 [35] test data set.






Table 1. Results of Attacks on CIFAR-10 [35] test data set.





	Attack Name
	Success Rate (%)





	SPSM Attack (K = 10)
	10



	SPSM Attack (K = 20)
	21.5



	SPSM Attack (K = 30)
	32.5



	DPSPSM Attack (Proposed Attack)
	30.45



	One Pixel Attack [32]
	31.40



	FGSM [13]
	90.93








Figure 3 exhibits the perturbed images generated over CIFAR-10 dataset using DPSPSM. Figure 4 demonstrates the ability of the proposed attack over CIFAR-100 dataset.



It is evident from Figure 3 and Figure 4 that the alteration generated do not capture much visual space while at the same time are highly effective in deluding the models with a huge confidence. Humans can still easily perceive the perturbed images and identify the subject of image beyond a reasonable doubt. The image has perturbations visible to human eye, however, these perturbations are covering just a single pixel in a row and can be considered very similar to a Pole or fence in front of human eyes in real world. While the pole and fence, block some certitude of view space, the background and foreground subjects are still clearly identifiable by human eyes. Similarly, in the generated perturbed image, the modifications are introduced along a vertical seam that are not extensively blocking the subject’s view, rendering it easily identifiable by humans beyond a reasonable doubt, however, the DNNs have failed to successfully recognize the image subjects.



The performance results tabulated in Table 1 express the robustness of the DPSPSM attack and certainly induces interest towards adversarial properties of DNN.



The results presented in this study underscore the delicate balance between the effectiveness of adversarial attacks and their perceptibility to human observers. The DPSPSM attack, in particular, showcases a strategic approach by targeting a single vertical seam. This approach, while minimally invasive visually, significantly degrades the model’s accuracy. Such subtle alterations are crucial for understanding the vulnerabilities of deep neural networks (DNNs) to adversarial examples. The observation that humans can still easily recognize the perturbed images, despite the model’s failure, highlights a fundamental disparity in the visual processing mechanisms of DNNs and humans. This discrepancy not only challenges the robustness of current DNN models but also suggests potential research directions aimed at developing models that more closely emulate human visual perception, thereby enhancing their resilience to such attacks.





5. Discussion, Limitations and Future Work


The proposed work is significant because it ploughs and unravels a new methodology of exploiting DNNs thereby, questioning the model functioning and training practices. While FGSM [13] accurately addresses the prospect of a speedy gradient based attack; the success of one-pixel attack [32] and fixed hamming approach [31] underline the notion of limited alterations. However, the certitude of DNN’s dependence over only a few pixels is further ascertained by our conducted experiments as instead of using the superior yet compute demanding DE used in one-pixel attack [32], DPSPSM is solely based on exploiting the image gradient and its sub-pixel values. The swift DPSPSM process and the success of our experiment highlights the existence of numerous vulnerabilities in these models and emphasizes on the weakness of these elite DNNs to such a trivial attack.



While all four attacks (as listed in Table 1) aim to fool deep neural networks by making minimal perturbations, the underlying mechanisms lead to different computational efficiencies, as shown in Table 2.



The DPSPSM attack leverages dynamic programming to identify and perturb a minimal set of pixels, specifically focusing on a single vertical seam in the image. This approach significantly reduces the computational overhead compared to methods that require extensive iterations or modifications across the entire image. The One Pixel Attack, for instance, employs Differential Evolution (DE) to identify the optimal pixel to perturb, which is computationally intensive and requires numerous iterations to converge to a solution. In contrast, DPSPSM utilizes a gradient-based approach combined with dynamic programming, which allows for a more direct and efficient computation.



The One Pixel Attack, while effective in modifying only a single pixel, demands substantial computational resources due to the iterative nature of DE. Each iteration involves evaluating the impact of perturbing different pixels, which can be time-consuming, especially for high-dimensional images. DPSPSM, on the other hand, computes the Sub-Pixel Score Method (SPSM) score for each pixel and uses dynamic programming to select the optimal seam for perturbation. This method reduces the number of computations required, as it focuses on a predefined path (the seam) rather than evaluating the entire image space.



The experimental results presented in Table 1 of the paper demonstrate the success rates of various attacks on the CIFAR-10 dataset. While the One Pixel Attack achieves a success rate of 31.40%, DPSPSM achieves a comparable success rate of 30.45%. Despite the slight difference in success rates, the computational efficiency of DPSPSM is a significant advantage. The Fast Gradient Sign Method (FGSM), another gradient-based attack, modifies the entire image, resulting in a higher success rate of 90.93% but at the cost of altering all pixels, which is computationally more demanding.



The computational efficiency of DPSPSM makes it particularly suitable for scenarios where quick adversarial example generation is crucial, such as real-time applications or large-scale adversarial training. The ability to generate perturbations swiftly without compromising much on the success rate provides a balanced approach between computational cost and attack effectiveness. This efficiency also implies that DPSPSM can be scaled to larger datasets and more complex models without incurring prohibitive computational costs.



Our sole aim is to explore a new method of exploiting these models in a swift yet powerful manner. The perceptible decline in model’s accuracy supports our claim that these DNNs tap onto some undisclosed signals during their training which often doesn’t align with the general human perception leading to superior results over the trained and similar images but at the same time rendering these models helpless against the adversarial attacks.



The proposed work is limited in its application due to the characteristics of being an untargeted white box attack. Often the underlying model characteristics are unknown, and therefore, this attack would be inconsequential as it requires the gradient of pixels. Optimization techniques like Bayesian optimization [56] can instead be used, for determining the pixels to be perturbed, resolving this issue and yielding a black box attack. Another key factor that requires further improvement is the channel extremity currently employed for the modified pixels. Modifying intensity of channels for even a few pixels [32] has been evident in fooling the network with great confidence value. In DPSPSM, the channels reach the extremity depending on the sign of their calculated gradient, however, more experiments are required to understand the effect of moving along a small distance in the direction of these gradient vectors like in FGSM [13], ergo, modifying the sub-pixel to some value which may or may not be extremum. This also leads to us another significant observation. Though, the object in the image is still easily identifiable and understood clearly beyond a reasonable doubt, human eyes can detect the perturbations in the image due to the extremity of change in sub-pixel value. We plan to replace this step of powering the sub-pixels to extremum with another alternative. Instead of extremum, the pixels will be colored according to its surroundings based on some mathematical function. This way the human eye won’t be able to detect the deliberate change while the attack triumphs in fooling the models.



Our future efforts will be directed towards addressing the indicated shortcomings as well as exploring the perspective of minimizing hamming distance to the grounds of one-pixel attack [32] using simple swift gradient process. Future research could extend the DPSPSM approach to various other types of neural networks, including Recurrent Neural Networks (RNNs) and Transformer models, particularly in fields such as natural language processing (NLP) and speech recognition. Additionally, investigating the robustness of DPSPSM against different deep neural network (DNN) architectures beyond VGG-16, such as ResNet, Inception, and EfficientNet, is crucial. To enhance the effectiveness of DPSPSM, refining the Sub-Pixel Score Method (SPSM) to incorporate more sophisticated heuristics or machine learning techniques that can better predict the impact of pixel perturbations is recommended. Implementing parallel and distributed computing techniques could also significantly reduce the computational time required for generating adversarial examples. Comprehensive benchmarking of DPSPSM against other state-of-the-art adversarial attacks across various datasets and tasks should be conducted to evaluate the scalability and generalizability of DPSPSM. Furthermore, exploring hybrid approaches that integrate DPSPSM with techniques like Generative Adversarial Networks (GANs) could lead to the generation of more sophisticated and less detectable adversarial examples.




6. Conclusions


In this paper, the authors investigate a novel approach that combines gradient-based adversarial attacks with a fixed Hamming distance, utilizing dynamic programming to develop the Dynamic Programming based Sub-Pixel Score Method (DPSPSM) attack. DPSPSM is both efficient and exploits the linearity present in various decision spaces of the underlying network. While current deep learning models and training practices are effective in achieving state-of-the-art results, they also render these models vulnerable to seemingly trivial inputs. This vulnerability is evidenced by DPSPSM, which introduces minor yet impactful alterations to inputs, successfully deceiving the models. The existence of such vulnerabilities in advanced deep neural networks underscores the severity of security issues and stimulates further research into innovative defensive strategies. The swift generation process and the fundamental underlying theory of DPSPSM make it particularly stimulating. The results demonstrate that the DPSPSM attack deceives the model with a success rate of 30.45% on the CIFAR-10 test set and 29.30% on the CIFAR-100 test set.



The demonstrated effectiveness of the DPSPSM attack in exploiting minimal yet impactful perturbations underscores the need for more robust DNNs. Despite their high performance on standard benchmarks, current models exhibit vulnerabilities to carefully crafted adversarial examples, highlighting a fundamental gap in how DNNs and humans process visual information. To bridge this gap, future research should focus on developing models that better mimic human visual perception, thereby enhancing their resilience to adversarial attacks. This can be achieved by incorporating more sophisticated heuristics or machine learning techniques that better predict the impact of pixel perturbations. The DPSPSM attack not only underscores the vulnerabilities of current DNNs but also provides a pathway for developing more robust and efficient adversarial attack methods. This work contributes to the ongoing discourse on adversarial machine learning and encourages the development of innovative solutions to enhance the security and reliability of AI systems. The insights gained from this study can drive future research into creating models that perceive images more like humans, thereby enhancing their resilience to such attacks and ensuring their safe and reliable deployment in real-world applications.
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Figure 1. Flow describing the Dynamic programming based SPSM attack—DPSPSM. 
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Figure 2. Examples of perturbed CIFAR-100 images generated using the SPSM attack with K = 10 (a) and K = 30 (b) along with the predicted label and corresponding confidence. 
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Figure 3. Examples of perturbed CIFAR-10 images generated using the proposed DPSPSM attack along with the predicted label and corresponding confidence. 
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Figure 4. Examples of perturbed CIFAR-100 images generated using the proposed DPSPSM attack along with the predicted label and corresponding confidence. 
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Table 2. Comparative Analysis of Adversarial Attack Methods.
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