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Abstract: (1) Background: Language represents a crucial ability of humans, enabling
communication and collaboration. ChatGPT is an AI chatbot utilizing the GPT (Gener-
ative Pretrained Transformer) language model architecture, enabling the generation of
human-like text. The aim of the research was to assess the effectiveness of ChatGPT-3.5
and the latest version, ChatGPT-4, in responding to questions posed within the scope
of a periodontology specialization exam. (2) Methods: Two certification examinations
in periodontology, available in both English and Polish, comprising 120 multiple-choice
questions, each in a single-best-answer format. The questions were additionally assigned
to five types in accordance with the subject covered. These exams were utilized to evaluate
the performance of ChatGPT-3.5 and ChatGPT-4. Logistic regression models were used to
estimate the chances of correct answers regarding the type of question, exam session, AI
model, and difficulty index. (3) Results: The percentages of correct answers obtained by
ChatGPT-3.5 and ChatGPT-4 in the Spring 2023 session in Polish and English were 40.3%
vs. 55.5% and 45.4% vs. 68.9%, respectively. The periodontology specialty examination
test accuracy of ChatGPT-4 was significantly better than that of ChatGPT-3.5 for both
sessions (p < 0.05). For the ChatGPT-4 spring session, it was significantly more effective
in the English language (p = 0.0325) due to the lack of statistically significant differences
for ChatGPT-3.5. In the case of ChatGPT-3.5 and ChatGPT-4, incorrect responses showed
notably lower difficulty index values during the Spring 2023 session in English and Polish
(p < 0.05). (4) Conclusions: ChatGPT-4 exceeded the 60% threshold and passed the exami-
nation in the Spring 2023 session in the English version. In general, ChatGPT-4 performed
better than ChatGPT-3.5, achieving significantly better results in the Spring 2023 test in the
Polish and English versions.

Keywords: artificial intelligence; periodontology; dental education; ChatGPT; deep
learning-based language model (LLM)

1. Introduction
Language has had a profound impact on hominid evolution, brain development, and

cultural expansion. Spoken language outperforms physical gestures and enables humans to
constitute a shared perception of reality [1]. Language is believed to be one of the most vital
abilities in human beings. It enables individuals to communicate and cooperate and has an
immense potential to evolve over a lifespan [2]. Natural language processing is a scientific
discipline focused on enabling computers to comprehend human language effectively. NLP
is applicable in machine translation, summarization, text classification, and named entity
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recognition [3]. Natural language processing can be divided into two major groups: natural
language understanding and natural language generation [4]. Language modeling (LM)
is an essential aspect of natural language processing (NLP), providing a framework to
understand the contextual and statistical patterns of language. Researchers have developed
language modeling as a powerful utility to describe the probability distribution of natural
language [5]. The most recent development stage of LM is large language models (LLMs).
LLMs are large-sized pre-trained language models (PLMs), which are more effective in
solving complex tasks compared to the original PLMs [6]. The GPT (Generative Pretrained
Transformer) model was the first LLM released in 2018 [7]. Its capabilities were gener-
ating human-like text and performing tasks, such as translation and summarization [8].
Concurrently, Google Research introduced BERT. One year later, the company released
RoBERTa in cooperation with OpenAI and Facebook AI [9,10]. From 2018 until the time
of writing this publication, there have been four versions of GPT. The GPT-1 model was
trained on 117 million parameters and its learning target was unsupervised learning [11].
For the next generations of GPT, the numbers of model parameters were 1.5 billion and
175 billion, respectively, for GPT-2 and GPT-3 [12]. The number of model parameters for
GPT-4 is unpublished. The learning target for each version of GPT is different, including
multi-task learning for GPT-2, in-context learning for GPT-3, and multimodal learning for
GPT-4 [12,13].

ChatGPT is an AI chatbot that uses the architecture of the GPT language model. Inter-
action with ChatGPT is carried out through prompts, which are text inputs. The principal
feature of ChatGPT is that inputs and outputs reflect natural language, enabling users to
conduct a dialog in a conversational way. ChatGPT is a powerful tool and its utility is
being constantly discovered by companies, researchers, and millions of people worldwide.
The accessibility and multilingual features of ChatGPT provide unique opportunities in
education, including the medical sciences [14]. ChatGPT can support automated essay
analysis, language translation, personalized education, and adaptive and interactive learn-
ing [15]. ChatGPT has the potential to change the way medical education is implemented.
In a recent study, ChatGPT’s performance on the United States Medical Licensing Examina-
tion (USMLE) was tested and the achieved accuracy was 64.4% on the NBME-Free-Step
1 dataset. The result could be assessed as commensurate with the performance of a third-
year medical student [16]. German researchers evaluated if ChatGPT can pass state medical
examinations (M1 and M2—first and second state examinations) in the native language.
The percentage of correct answers for M1 was 60.01% and for M2 it was 66.7%. Based on
these results, ChatGPT was given a passing grade [17]. ChatGPT can also bring educational
benefits to fields of medicine that are incomprehensible for patients. For example, ChatGPT
was used to simplify radiology reports. The authors found that the simplified reports were
generally correct and did not present harmful content for patients [18].

AI is increasingly vital in medicine and dentistry today, offering versatile solutions
across various scenarios [19–21]. Its application spans multiple medical disciplines, such
as radiology, pathomorphology, oncology, cardiology, psychiatry, nuclear medicine, and
more [22–24]. Exploring the intricacies of the nervous system, which are inaccessible
through conventional research methods, can be achieved through computer models of
neural networks [24–26]. These in silico methods have gained extensive use, particularly in
cancer, autoimmune diseases, and neurodegenerative conditions, aiding in the discovery
of potential groundbreaking pharmaceutical treatments [27,28]. In dentistry, ChatGPT
could potentially be a source of knowledge for patients and professionals. Alsayed et al.
reviewed the quality of ChatGPT responses in the fields of oral surgery, oral pathology,
and preventive dentistry. While ChatGPT provided reliable information in preventive
dentistry, the outcome in the remaining topics was recognized to be less accurate. Re-
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searchers suggested that medical advice retrieved from ChatGPT needs to be monitored
by medical authorities [29]. After the ChatGPT release in 2022, the number of AI-assisted
dental research papers significantly increased. ChatGPT acts effectively as an assistant
in text processing, data summarization, and searching scientific information, but it lacks
critical analysis [30]. ChatGPT can enhance scientific performance but can also lead to bias
consolidation [31].

Regarding the elevated level of interest in assessing ChatGPT’s capabilities and limi-
tations, there are still branches of medicine that are insufficiently studied. One of them is
periodontology. Periodontology is a branch of dentistry focused on periodontal disease
(periodontitis), which affects approximately 3.5 billion people worldwide [32]. The com-
mon aspect of the disease makes it a vital social issue. ChatGPT is a natural candidate
to be one of the pillars of raising awareness of oral health and oral therapy. ChatGPT is
applicable in answering frequently asked questions related to periodontal disease. Alan
et al. rated that ChatGPT responses about periodontitis were “good” (according to the
DISCERN instrument); however, the performance in “treatment options” was significantly
lower. ChatGPT might be a substantial part of patient education; nevertheless, it cannot
manage in more sophisticated cases [33]. ChatGPT may be a useful option for clinicians to
accelerate the classification of periodontitis in patients. According to Eroglu et al., ChatGPT
correctly determined the parameters of periodontitis (stage, grade, and extent) in 59.5%,
50.5%, and 84.0% of cases, respectively [34].

The Specialty Certificate Examination in Periodontology combines topics from various
medical fields. The examination covers scientific, epidemiological, as well as strictly clinical
issues. The aim of this paper is to evaluate the effectiveness of ChatGPT-3.5 and the
latest version, ChatGPT-4, in answering questions derived from the Specialty Certificate
Examination in Periodontology. The results will help to identify the usefulness of ChatGPT
in supporting postgraduate education at the specialist level as well as verify the ability to
process complex multiple-choice questions.

2. Materials and Methods
2.1. Research Strategy and Questions

Polish dentists aspiring to obtain a specialist degree in periodontology are obliged to
pass the Specialty Certificate Examination (SCE). The educational institution in charge of
conducting medical exams is the Center for Medical Examinations in Poland (CEM). Since
the spring of 2023, CEM has started publishing the questions and answers 7 days after
administering the test. We selected the two latest examinations performed in the spring
and autumn of 2023. Each test consisted of 120 questions, among which there was one
question involving graphic content. The research was developed through collaborative
dialog with ChatGPT-3.5 Dec 15 Version (OpenAI Inc., San Francisco, CA, USA) and AI
ChatGPT-4 March 14 version (OpenAI Inc., San Francisco, CA, USA). We excluded the
graphic-related question from each test due to ChatGPT-3.5 limitations. Questions were
single-best-answer, multiple-choice type and provided with five possible answers. Both
tests were manually translated into English by a medical professional with no automated
solutions. The translation was peer-reviewed by a specialist in periodontology. The
medical terminology used in the translation was checked for consistency with the available
literature. The questions were divided into five types according to the topics covered:
periodontitis (type 1), regenerative and resective surgery (type 2), muco-gingival surgery
(type 3), clinical pharmacology (type 4), and oral mucosa disorders (type 5). ChatGPT-3.5
and ChatGPT-4 were asked both Polish and English versions of the tests. We performed
the study from 19 October 2023 to 7 November 2023. Considering the timeframe of the
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research, the knowledge cutoffs for ChatGPT-3.5 and ChatGPT-4 were September 2021 and
April 2023, respectively.

The general research strategy was to ask ChatGPT questions directly exported from
the public CEM database in their original form. Every question was entered into a separate
dialog box, the response was acquired, documented (including the source question), and
the conversation was deleted. Implementation of the above procedure reduced the risk
of internal, unrecognizable data interaction. In the case of a correct or false answer (valid
answer), the outcome was saved in the dedicated file. However, when equivocal answers
(invalid; more than one option or no option selected) were produced, we conducted
a second attempt involving the original query modification. The special standardized
command was added beneath the source text: ‘Provide the answer by choosing one of the
given options, A, B, C, D, or E’ to enforce the valid response. An example of second attempt
input and output is shown in Figure 1.
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The second attempt outputs were obtained, documented, and recognized as fi-
nal answers (correct or false), as shown in Figure 2. After completing the process of
obtaining questions and answers, the collected material was adequately assigned to
4 groups: Spring_ChatGPT_3.5, Spring_ChatGPT_4.0, Autumn_ChatGPT_3.5, and Au-
tumn_ChatGPT_4.0. Each group included data (version Polish and English) in the form of
screenshots arranged in a specific order: the original question (on a white background, hor-
izontal page layout) → first attempt (on a black background, vertical page layout) → second
attempt (under certain circumstances; on a black background, vertical page layout), as
shown in the Supplementary Materials.
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2.2. Statistical Analysis

All statistical calculations were performed using the statistical package Statistica (data
analysis software system) version 13 by TIBCO Software Inc.; Palo Alto, CA, USA (2017)
(http://statistica.com), accessed on 27 November 2023. Chi-square tests were applied to
examine relationships between qualitative variables, while the Mann–Whitney test was
employed to compare distributions of quantitative variables. Cohen’s Kappa coefficient
was used to assess the agreement of incorrect responses obtained in the Specialty Certificate
Examination in Periodontology between humans and ChatGPT. The coefficient ranges from
−1 to 1, with 1 indicating perfect agreement, 0 indicating agreement equivalent to chance,
and negative values suggesting agreement worse than chance. In the statistical analysis,
the item difficulty index (DI) was utilized, as follows:

DI = (A + B)/2n, (1)

http://statistica.com
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where n represents the number of examinees in each of the extreme groups (extreme groups
comprise the top 27% of performers and the bottom 27% of performers in the entire test), A
is the number of correct responses to the analyzed task in the top-performing group, and B
is the number of correct responses to the analyzed task in the bottom-performing group. In
all calculations, the level of significance was set at α = 0.05.

3. Results
3.1. ChatGPT Prompts—The First and Second Attempts

The percentages of answers obtained by ChatGPT-3.5 and ChatGPT-4 in the spring
2023 Polish session on the first attempt were 70.6% vs. 73.1%. There were no statistically
significant differences between ChatGPT versions on the first attempt (p = 0.6655). Similar
results were obtained for the autumn 2023 session, respectively, 67.2% vs. 76.5%. There
were no statistically significant differences between ChatGPT versions (p = 0.1129). Whereas
the percentages of answers obtained by ChatGPT-3.5 and ChatGPT-4 in the spring 2023 En-
glish session were 76.5% vs. 88.2%. ChatGPT-4.0 answered significantly more questions
compared to ChatGPT-3.5 (p = 0.0173). It was the opposite in the autumn session, where
the percentages of answers obtained by ChatGPT-3.5 and ChatGPT-4 were 87.4% vs. 77.3%.
ChatGPT-3.5 answered significantly more questions compared to ChatGPT-4 (p = 0.0413).

3.2. Comparison of ChatGPT-3.5 and ChatGPT-4

The percentages of correct answers obtained by ChatGPT-3.5 and ChatGPT-4 in the
spring 2023 Polish session were 40.3% vs. 55.5%. The periodontology specialty examination
test accuracy of ChatGPT-4 was significantly better than that of ChatGPT-3.5 (p = 0.0195).
Whereas the percentages of correct answers obtained by ChatGPT-3.5 and ChatGPT-4 in the
autumn 2023 Polish session were 37.0% vs. 46.2%. No statistically significant differences
were found (p = 0.1480), see Table 1. The percentages of correct answers obtained by
ChatGPT-3.5 and ChatGPT-4 in the spring 2023 English session were 45.4% vs. 68.9%. The
periodontology specialty examination test accuracy of ChatGPT-4 was significantly better
than that of ChatGPT-3.5 (p = 0.0002). Whereas the percentages of correct answers obtained
by ChatGPT-3.5 and ChatGPT-4 in the autumn 2023 English session were 44.5% vs. 57.1%.
No statistically significant differences were found (p = 0.0518), with the results yielding
borderline statistical significance in Table 1.

Table 1. Comparison of ChatGPT-3.5 and ChatGPT-4 performance on the periodontology specialty
examination test in English and Polish.

Specialty Certificate Exam Session ChatGPT-3.5
(n = 119)

ChatGPT-4
(n = 119) p-Value *

Polish
Spring 2023 48 (40.3%) 66 (55.5%) 0.0195

Autumn 2023 44 (37.0%) 55 (46.2%) 0.1480

English Spring 2023 54 (45.4%) 82 (68.9%) 0.0002
Autumn 2023 53 (44.5%) 68 (57.1%) 0.0518

* Chi-square.

The percentages of correct answers on the first and second attempts obtained by
ChatGPT-3.5 and ChatGPT-4 in the spring 2023 Polish session were 44.1% vs. 69.0% and
31.4% vs. 18.8%. The periodontology specialty examination test accuracy of ChatGPT-4
on the first attempt was significantly better than that of ChatGPT-3.5 (p = 0.0010). It was
the opposite on the second attempt, with ChatGPT-3.5 performing better than ChatGPT-4,
but it was not statistically significant (p = 0.2336). The percentages of correct answers on
the first and second attempts obtained by ChatGPT-3.5 and ChatGPT-4 in the autumn
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2023 Polish session were 37.5% vs. 57.1% and 35.9% vs. 10.7%. The periodontology
specialty examination test accuracy of ChatGPT-4 on the first attempt was significantly
better than that of ChatGPT-3.5 (p = 0.0103). It was the opposite on the second attempt,
with ChatGPT-3.5 performing better than ChatGPT-4, and it was statistically significant
(p = 0.0195). See Tables 2 and 3.

Table 2. Comparison of ChatGPT-3.5 and ChatGPT-4 performance on the periodontology specialty
examination test in English and Polish on the first attempt.

Specialty Certificate Exam Session ChatGPT-3.5 ChatGPT-4 p-Value *

Polish

n = 84 n = 87
Spring 2023 37 (44.1%) 60 (69.0%) 0.0010

n = 80 n = 91 0.0103
Autumn 2023 30 (37.5%) 52 (57.1%)

English

n = 91 n = 105
Spring 2023 46 (50.6%) 77 (73.3%) 0.0010

n = 104 n = 92
Autumn 2023 50 (48.1%) 62 (67.4%) 0.0064

* Chi-square.

Table 3. Comparison of ChatGPT-3.5 and ChatGPT-4 performance on the periodontology specialty
examination test in English and Polish on the second attempt.

Specialty Certificate Exam Session ChatGPT-3.5 ChatGPT-4 p-Value *

Polish

n = 35 n = 32
Spring 2023 11 (31.4%) 6 (18.8%) 0.2336

n = 39 n = 28
Autumn 2023 14 (35.9%) 3 (10.7%) 0.0195

English

n = 28 n = 14
Spring 2023 8 (28.6%) 5 (35.7%) 0.6369

n = 15 n = 27
Autumn 2023 3 (20.0%) 6 (22.2%) 0.8664

* Chi-square.

The percentages of correct answers on the first and second attempts obtained by
ChatGPT-3.5 and ChatGPT-4 in the spring 2023 English session were 50.6% vs. 73.3% and
28.6% vs. 35.7%. The periodontology specialty examination test accuracy of ChatGPT-4
on the first attempt was significantly better than that of ChatGPT-3.5 (p = 0.0010), and
there were no statistically significant differences between ChatGPT versions on the second
attempt in the first and second attempts (p = 0.6369). The percentages of correct answers
on the first and second attempts obtained by ChatGPT-3.5 and ChatGPT-4 in the autumn
2023 English session were 48.1% vs. 67.4% and 20.0% vs. 22.2%. The periodontology
specialty examination test accuracy of ChatGPT-4 on the first attempt was significantly
better than that of ChatGPT-3.5 (p = 0.0064), and there were no statistically significant
differences between ChatGPT versions on the second attempt in the first and second
attempts (p = 0.8664). See Tables 2 and 3.

3.3. Comparison of Examination Languages—Polish and English

The percentages of correct answers obtained by ChatGPT-3.5 in the spring and autumn
2023 sessions in the Polish and English versions were 40.3% vs. 45.4% and 37.0% vs. 44.5%.
There were no statistically significant differences between the language used (p > 0.05).
The percentages of correct answers obtained by ChatGPT-4 in the spring and autumn
2023 sessions in the Polish and English versions were 55.5% vs. 68.9% and 46.2% vs. 57.1%.
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For the ChatGPT-4 spring session, it was significantly more effective in the English language
(p = 0.0325). There were no statistically significant differences between the language used
for the autumn 2023 session (p = 0.0918) Table 4.

Table 4. Performance of ChatGPT-3.5 and ChatGPT-4 depending on the language used.

ChatGPT Session Polish
(n = 119)

English
(n = 119) p-Value *

ChatGPT-3.5
Spring 2023 48 (40.3%) 54 (45.4%) 0.4319

Autumn 2023 44 (37.0%) 53 (44.5%) 0.2351

ChatGPT-4
Spring 2023 66 (55.5%) 82 (68.9%) 0.0325

Autumn 2023 55 (46.2%) 68 (57.1%) 0.0918
* Chi-square.

3.4. Performance of ChatGPT-3.5 and ChatGPT-4 Based on the Difficulty Index of Questions

The median (Q1–Q3) values of the difficulty index of questions in the spring 2023 Pol-
ish test for incorrect and correct answers obtained by ChatGPT-3.5 were 0.75 (0.75–1.00)
vs. 1.00 (0.75–1.00), and for ChatGPT-4 they were 0.75 (0.50–1.00) vs. 1.00 (0.75–1.00).
Incorrect answers were characterized by significantly lower values of the difficulty index
for both versions of ChatGPT (p < 0.05). Similar results were obtained for ChatGPT-4 in the
Autumn 2023 Polish test (p < 0.05). However, statistical significance was not observed for
ChatGPT-3.5 in the Autumn 2023 Polish test (p > 0.05). See Table 5.

Table 5. Performance of ChatGPT-3.5 and ChatGPT-4 based on the difficulty index of questions in
Polish test.

Group Incorrect Answers Correct Answers p-Value *

ChatGPT-3.5 Spring 2023 n = 71 n = 48
mean (SD) 0.79 (0.22) 0.86 (0.21)

range (min–max) 0.25–1.00 0.25–1.00
median (Q1–Q3) 0.75 (0.75–1.00) 1.00 (0.75–1.00) 0.0477

ChatGPT-4 Spring 2023 n = 53 n = 66
mean (SD) 0.75 (0.25) 0.87 (0.17)

range (min–max) 0.25–1.00 0.50–1.00
median (Q1–Q3) 0.75 (0.50–1.00) 1.00 (0.75–1.00) 0.0125

ChatGPT-3.5 Autumn 2023 n = 75 n = 44
mean (SD) 0.73 (0.27) 0.76 (0.29)

range (min–max) 0.00–1.00 0.00–1.00
median (Q1–Q3) 0.83 (0.50–1.00) 0.83 (0.67–1.00) 0.5308

ChatGPT-4 Autumn 2023 n = 64 n = 55
mean (SD) 0.71 (0.27) 0.79 (0.28)

range (min–max) 0.00–1.00 0.00–1.00
median (Q1–Q3) 0.83 (0.50–1.00) 0.83 (0.67–1.00) 0.0414

* U Mann–Whitney, SD—Standard Deviation, Q1—Lower quartile, Q3—Upper quartile.

For sessions in English, incorrect answers were characterized by significantly lower
values of the difficulty index in the Spring 2023 and Autumn 2023 sessions for both
versions of ChatGPT except for ChatGPT-3.5 in the Autumn 2023 session, where statistical
significance was not observed. See Table 6.
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Table 6. Performance of ChatGPT-3.5 and ChatGPT-4 based on the difficulty index of questions in the
English test.

Group Incorrect Answers Correct Answers p-Value *

ChatGPT-3.5 Spring 2023 n = 65 n = 54
mean (SD) 0.78 (0.24) 0.87 (0.17)

range (min–max) 0.25–1.00 0.50–1.00
median (Q1–Q3) 0.75 (0.75–1.00) 1.00 (0.75–1.00) 0.0487

ChatGPT-4 Spring 2023 n = 37 n = 82
mean (SD) 0.72 (0.23) 0.86 (0.20)

range (min–max) 0.25–1.00 0.25–1.00
median (Q1–Q3) 0.75 (0.50–1.00) 1.00 (0.75–1.00) 0.0009

ChatGPT-3.5 Autumn 2023 n = 66 n = 53
mean (SD) 0.73 (0.27) 0.76 (0.29)

range (min–max) 0.00–1.00 0.00–1.00
median (Q1–Q3) 0.83 (0.50–1.00) 0.83 (0.67–1.00) 0.2867

ChatGPT-4 Autumn 2023 n = 51 n = 68
mean (SD) 0.68 (0.29) 0.80 (0.25)

range (min–max) 0.00–1.00 0.00–1.00
median (Q1–Q3) 0.67 (0.50–1.00) 0.83 (0.67–1.00) 0.0213

* U Mann–Whitney, SD—Standard Deviation, Q1—Lower quartile, Q3—Upper quartile.

3.5. Assessment of the Agreement of Incorrect Responses in the Periodontology Specialty Certificate
Examination for Dentists and ChatGPT-3.5/ChatGPT-4

The Cohen’s Kappa coefficients were 0.38 for ChatGPT-3.5 and 0.41 for ChatGPT-4,
which can be interpreted as minimal agreement in the Polish Spring 2023 session. The
confidence intervals were overlapping, and the difference in effect estimates between the
two Cohen’s Kappa coefficients was statistically insignificant. We obtained similar results
for the remaining configurations of ChatGPT versions, exam sessions, and languages. See
Table 7.

Table 7. Cohen’s Kappa coefficients for incorrect responses of dentists and ChatGPT-3.5/ChatGPT-4.

Specialty Certificate Exams Session ChatGPT-3.5
Cohen’s Kappa [95% CI *]

ChatGPT-4
Cohen’s Kappa [95% CI]

Polish
Spring 2023 0.38 [0.24, 0.52] 0.41 [0.22, 0.60]

Autumn 2023 0.55 [0.41, 0.70] 0.51 [0.33, 0.69]

English Spring 2023 0.53 [0.38, 0.68] 0.51 [0.30, 0.72]
Autumn 2023 0.49 [0.34, 0.64] 0.38 [0.19, 0.58]

* CI—Confidence interval.

3.6. Comparison of Examination Languages, Polish and English, by Question Type

The percentages of correct answers obtained by ChatGPT-3.5 in the spring 2023 ses-
sions in the Polish and English versions by question type 1 were 44.2% vs. 48.8%; for type
2 they were 6.7% vs. 6.7%; for type 3 they were 50.0% vs. 66.7%; for type 4 they were
38.5% vs. 61.5%; and for type 5 they were 47.6% vs. 47.6%. There were no statistically
significant differences between the language used (p > 0.05). The percentages of correct
answers obtained by ChatGPT-3.5 in the autumn 2023 sessions in the Polish and English
versions by question type 1 were 37.3% vs. 39.2%; for type 2 they were 14.3% vs. 14.3%;
for type 3 they were 14.3% vs. 28.6%; for type 4 they were 75.0% vs. 75.0%; and for type 5
they were 44.2% vs. 60.5%. There were no statistically significant differences between the
language used (p > 0.05). The percentages of correct answers obtained by ChatGPT-4 in
the spring 2023 sessions in the Polish and English versions by question type 1 were 53.5%
vs. 69.8%; for type 2 they were 33.3% vs. 53.3%; for type 3 they were 50.0% vs. 50.0%; for



AI 2025, 6, 3 10 of 19

type 4 they were 84.6% vs. 84.6%; and for type 5 they were 57.1% vs. 71.4%. There were no
statistically significant differences between the language used (p > 0.05). The percentages
of correct answers obtained by ChatGPT-4 in the autumn 2023 sessions in the Polish and
English versions by question type 1 were 39.2% vs. 49.0%; for type 2 they were 21.4% vs.
42.9%; for type 3 they were 14.3% vs. 14.3%; for type 4 they were 100.0% vs. 75.0%; and
for type 5 they were 62.8% vs. 76.7%. There were no statistically significant differences
between the language used (p > 0.05). See Figure 3.
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3.7. Comparison of ChatGPT-3.5 and ChatGPT-4 by Question Type

The percentages of correct answers obtained by ChatGPT-3.5 and ChatGPT-4 in the
spring 2023 Polish session by question type 1 were 44.2% vs. 53.5%; for type 2 they were
6.7% vs. 33.3%; for type 3 they were 50.0% vs. 50.0%; for type 4 they were 38.5% vs. 84.6%;
and for type 5 they were 47.6% vs. 57.1%. No statistically significant differences were found
(p > 0.05) except for question type 4, where the periodontology specialty examination test
accuracy of ChatGPT-4 was significantly better than that of ChatGPT-3.5 (p = 0.0156). The
percentages of correct answers obtained by ChatGPT-3.5 and ChatGPT-4 in the autumn
2023 Polish session by question type 1 were 37.3% vs. 39.2%; for type 2 they were 14.3% vs.
21.4%; for type 3 they were 14.3% vs. 14.3%; for type 4 they were 75.0% vs. 100.0%; and for
type 5 they were 44.2% vs. 62.8%. There were no statistically significant differences between
type of ChatGPT (p > 0.05). The percentages of correct answers obtained by ChatGPT-3.5
and ChatGPT-4 in the spring 2023 English session by question type 1 were 48.8% vs. 69.8%,
and the periodontology specialty examination test accuracy of ChatGPT-4 was significantly
better than that of ChatGPT-3.5 (p = 0.0482). The percentages of correct answers by question
type 2 were 6.7% vs. 53.3%, and the periodontology specialty examination test accuracy of
ChatGPT-4 was significantly better than that of ChatGPT-3.5 (p = 0.0053). The percentages
of correct answers obtained by ChatGPT-3.5 and ChatGPT-4 in the spring 2023 English
session by question type 3 were 66.7% vs. 50.0%, and for type 4 they were 61.5% vs.
84.6%; no statistically significant differences were found (p > 0.05). The percentages of
correct answers by question type 5 were 47.6% vs. 71.4%, and the periodontology specialty
examination test accuracy of ChatGPT-4 was significantly better than that of ChatGPT-3.5;
p = 0.0262). The percentages of correct answers obtained by ChatGPT-3.5 and ChatGPT-4
in the autumn 2023 English session by question type 1 were 39.2% vs. 49.0%; for type 2
they were 14.3% vs. 42.9%; for type 3 they were 28.6% vs. 14.3%; for type 4 they were 75.0%



AI 2025, 6, 3 11 of 19

vs. 75.0%; and for type 5 they were 60.5% vs. 76.7%. No statistically significant differences
were found (p > 0.05). See Figure 4.
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3.8. Application of Logistic Regression in Performance of Conversational AI Models in Decision
Making for Clinical Periodontology

The logistic regression models (univariate and multivariate) derived from the results
are presented in Table 8. A negative relationship existed between type 2 questions, AI
Model ChatGPT-3.5, and the chances of correct answers, while a positive relationship
existed between type 4 and 5 questions, AI Model ChatGPT-4, difficulty index, and the
chances of correct answers for the univariate logistic regression model. Whereas in the
multivariate logistic regression model, a negative relationship existed between type 2
questions, AI Model ChatGPT-3.5, and the chances of correct answers, while a positive
relationship existed between type 4 and 5 questions, AI Model ChatGPT-4, difficulty index,
and the chances of correct answers. Logistic regression used the following equation for the
Polish version:

correct answer = −1.69 + (−1.24) × type 2 + 1.09 × type 4 + 0.44 × type 5 + (−0.54) × chatGPT-3.5 + 0.54 ×
chatGPT-4 + 1.40 × difficulty index,

(2)

Table 8. Results of logistic regression with odds ratio of independent variable (Polish version).

Variable Univariate Multivariate

OR (95% CI) p-Value OR (95% CI) p-Value

Type of question
1 0.90 (0.62–1.30) 0.5556
2 0.25 (0.13–0.50) 0.0001 0.29 (0.14–0.60) 0.0008
3 0.53 (0.23–1.25) 0.1461
4 2.77 (1.32–5.83) 0.0071 2.98 (1.35–6.58) 0.0068
5 1.67 (1.15–2.44) 0.0076 1.55 (1.02–2.34) 0.0397

Session
Autumn 0.78 (0.54–1.11) 0.1671
Spring 1.29 (0.90–1.85) 0.1671

AI Model
ChatGPT-3.5 0.61 (0.42–0.88) 0.0077 0.58 (0.40–0.86) 0.0057
ChatGPT-4 1.64 (1.14–2.36) 0.0077 1.71 (1.17–2.51) 0.0057

Difficulty index 3.57 (1.66–7.69) 0.0011 4.07 (1.86–8.92) 0.0005
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Based on the first regression coefficient (Equation (2)), we expected the log of the
chances of correct answers to go down by 1.24 for type 2questions and to go up by 1.09 for
type 4 questions. We expected the log of the chances of correct answers to go up by 0.44 for
type 5 questions and to go down by 0.54 for the type of AI Model—ChatGPT-3.5. Whereas
we expected the log of the chances of correct answers to go up by 0.54 for the type of AI
Model—ChatGPT-4 and by 1.40 for every unit increase in difficulty index.

The logistic regression models (univariate and multivariate) derived from the results of
the English version are presented in Table 9. A negative relationship existed between type
2 questions, AI Model ChatGPT-3.5, and the chances of correct answers, while a positive
relationship existed between type 4 and 5 questions, AI Model ChatGPT-4, difficulty index,
and the chances of correct answers for the univariate logistic regression model. Whereas in
the multivariate logistic regression model, a negative relationship existed between type
2 questions, AI Model ChatGPT-3.5, and the chances of correct answers, while a positive
relationship existed between type 4 and 5 questions, AI Model ChatGPT-4, difficulty index,
and the chances of correct answers. Logistic regression used the following equation for the
English version:

correct answer = −0.92 + (−1.03) × type 2 + 1.09 × type 4 + 0.22 × type 5 + (−0.81) × chatGPT-3.5 + 0.81 ×
chatGPT-4 + 1.72 × difficulty index,

(3)

Table 9. Results of logistic regression with odds ratio of independent variable (English version).

Variable Univariate Multivariate

OR (95% CI) p-Value OR (95% CI) p-Value

Type of question
1 0.82 (0.57–1.19) 0.3007
2 0.31 (0.17–0.56) 0.0001 0.36 (0.19–0.68) 0.0018
3 0.51 (0.23–1.16) 0.1077
4 2.51 (1.15–5.51) 0.0212 2.97 (1.27–6.92) 0.0118
5 1.91 (0.30–2.80) 0.0010 1.82 (1.19–2.80) 0.0063

Session
Autumn 0.78 (0.54–1.11) 0.1680
Spring 1.29 (0.90–1.85) 0.1680

AI Model
ChatGPT-3.5 0.48 (0.33–0.69) 0.0001 0.44 (0.30–0.65) <0.0001
ChatGPT-4 2.09 (1.45–3.01) 0.0001 1.82 (1.19–2.80) <0.0001

Difficulty index 4.59 (2.16–9.76) 0.0001 5.58
(2.53–12.27) <0.0001

Based on the first regression coefficient (Equation (2)), expected the log of the chances
of correct answers to go down by 1.03 for type 2 questions and to go up by 1.09 for type
4 questions. We expected the log of the chances of correct answers to go up by 0.22 for
type 5 questions and to go down by 0.81 for the type of AI Model—chatGPT-3.5. Whereas
we expected the log of the chances of correct answers to go up by 0.81 for the type of AI
Model—ChatGPT-4 and by 1.72 for every unit increase in difficulty index.

4. Discussion
In our study, we found that ChatGPT-3.5 and ChatGPT-4 sometimes provided equiv-

ocal answers (invalid-inconsistent with the principle of selecting a single answer). The
two-step method of obtaining answers was introduced: the first attempt and the second
attempt. The second attempt was conducted with a specifically modified question and was
focused on the group of invalid outputs. We evaluated the percentage of questions that were
valid (the rate of questions successfully obtained in the first—and so the final—attempt). In
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the Polish version of the Spring 2023 and Autumn 2023 sessions, no statistical significance
was observed between ChatGPT editions. In the English version, however, ChatGPT-4 had
a significantly higher rate of obtained answers in the Spring 2023 session, while ChatGPT-
3.5 answered significantly more queries in the Autumn 2023 session. The diverse number
of received answers in the English version among ChatGPT-3.5 and ChatGPT-4 could be
related to their different architectures, language proficiency, and knowledge base.

The passing threshold for the Specialty Certificate Examination in Periodontology is
60% of correct answers. ChatGPT-4 scored 68.9% of correct answers in the English version
of the Spring 2023 test; thus, it passed the examination. In any other case, the prerequisite
for passing was not obtained. Considering the ChatGPT edition, the percentage of correct
answers obtained by ChatGPT-4 was higher than that obtained by ChatGPT-3.5 in every
session—Spring 2023 and Autumn 2023, both in the Polish and English versions. However,
a statistically significant difference was observed only in the Spring 2023 session, in both
the Polish and English versions. Considering the type of question, ChatGPT-4 performed
significantly better than ChatGPT-3.5 for question types 1, 2, and 5 (Spring 2023, English
version) and question type 4 (Spring 2023, Polish version). There were no significant
differences for the Autumn 2023 session, both in the English and Polish versions. Based on
these results, we can conclude that ChatGPT-4 performs slightly better in periodontology
exams than ChatGPT-3.5 not only in English but also in the Polish language. Similar trends,
but substantially greater, have been observed by Polish scientists in nephrology specialty
exams. ChatGPT-3.5 and ChatGPT-4 were asked 1560 single-answer questions. ChatGPT-
4.0 reached 69.5% of correct answers, which was equivalent to passing 11 out of 13 tests.
In addition, ChatGPT-4.0 has performed better than humans on average. The accuracy
of ChatGPT-3.5 was significantly lower and did not exceed 45.7% of correct answers [35].
Other studies showed that ChatGPT-4 could noticeably outperform its older edition in
other fields of medicine. Ali et al. demonstrated the capabilities of ChatGPT 4.0 in the
American Board of Neurological Surgery Self-Assessment Examination 1 (500 questions
in single-best-answer, multiple-choice format) compared to those of ChatGPT-3.5 and
question bank users. The results were 83.4%, 73.4%, and 72.8%, respectively. ChatGPT-4
reported the highest rate of correct answers and its performance was significantly better
than the others [36]. Lahat et al. compared the efficiency of ChatGPT-4 and ChatGPT-3.5
in responding to clinical questions in emergency medicine, internal medicine, and ethics.
The AI outputs were evaluated by eight medical professionals regarding accuracy, clarity,
utility, comprehensiveness, and relevance. ChatGPT-4 performed better than ChatGPT-3.5
in each category. The highest percentage of right answers was noted for ethics. ChatGPT-4
presents a promising outlook for physicians in facilitating clinical work [37].

Regarding the correct answer subdivision in the first and the second attempts,
ChatGPT-4 performance in the first attempt was significantly better than ChatGPT-3.5
performance in every session, both in the Polish and English versions. Conversely, in the
second attempt, the results were more heterogenous. ChatGPT-3.5 performed better than
ChatGPT-4 in the Spring 2023 and Autumn 2023 sessions in the Polish version (statistical
significance only in Autumn 2023 session). ChatGPT-4 had a higher rate of correct answers
in the Spring 2023 and Autumn 2023 sessions in English (no statistical significance).

Considering the language criterion, the percentage of correct answers was higher for
the English language in the Spring 2023 and Autumn 2023 sessions, for both ChatGPT-3.5
and ChatGPT-4 (statistical significance only for ChatGPT-4 in the Spring 2023 session).
The higher rate of correct answers obtained in the English version of the tests shows that
ChatGPT cooperates more effectively in the English language, but its built-in translation
capabilities potentially reduce language-related obstacles. However, among the five types
of questions, there were no statistically significant differences in the rates of correct answers
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in English and Polish (for both ChatGPT-3.5 and ChatGPT-4 in both sessions). Khorshidi et.
al., in their study, assessed the ChatGPT-4 performance in the Iranian Residency Entrance
Examination. ChatGPT-4 was asked questions in Persian (native language) and in English,
French, and Spanish (questions were translated by ChatGPT-4). The percentage of correct
answers was 161 (out of 198) for Persian and 167, 162, and 166 for English, French, and
Spanish, respectively. No statistical differences between languages were observed [38]. An-
other study showed a different tendency. The ChatGPT-3.5 performance in the Taiwanese
Pharmacist Licensing Examination was evaluated regarding the Chinese and English lan-
guage. The English test scores were greater than the Chinese test scores in all subjects, with
statistical significance in clinical pharmacy, dispensing pharmacy, and therapeutics [39].
According to Ando et al., ChatGPT encountered difficulties with medical questions in
Japanese. Bilingual experts appraised that outputs in English presented significantly higher
quality in communication and quality [40]. Liu et al. conducted a meta-analysis of 45 stud-
ies on the efficiency of ChatGPT in medical licensing exams. Scientists discovered that
ChatGPT-3.5 performed better when the questions were translated to English. This correla-
tion was not applicable to ChatGPT-4.0 [41]. Diversified results among the studies could
be the effect of specific language features, distinctive terms that vary depending on the
context, or structural nuances in questions. The factors that have an impact on performance
in different languages could be also ChatGPT-related—more features are added by human
trainers (possibly largest representation of English-speaking users) and the constantly
increasing range of publicly available data (last update to ChatGPT-4 was released in April
2023, but the next update is highly predictable).

For the Polish version of the Spring 2023 session, the difficulty index (range between
0.0 and 1.0; the higher the value, the easier the question) of incorrect answers was sig-
nificantly lower than that of the correct ones for ChatGPT-3.5 and ChatGPT-4. For the
Polish version of the Autumn 2023 session for ChatGPT-4, similar results were obtained (no
statistical significance for ChatGPT-3.5). The observable tendencies of the difficulty index
of incorrect answers for the English version of the Spring 2023 and Autumn 2023 sessions
corresponded to the ones for the Polish version. Hence, these results proved that ChatGPT-
3.5 and ChatGPT-4 encountered difficulties in challenging questions in periodontology,
regardless of the language version. In the literature, there are more examples of ChatGPT
performance correlation with difficulty levels. Lewandowski et al. tested the ChatGPT
knowledge level in the Specialty Certificate Examination in Dermatology. They found
that the parameter of incorrect ChatGPT-4 and ChatGPT-3.5 answers was significantly
correlated with a lower difficulty index [42]. In a study in which ChatGPT performed a ra-
diology board-style examination (including 150 multiple-choice questions), the researchers
found that the performance was better on clinical management questions and lower-order
questions but ChatGPT encountered difficulties with higher-order thinking questions, such
as application of concepts, classification, imaging findings, and calculation [43]. Li, in his
letter to the editor, suggested that ChatGPT performance was insufficient in more complex
clinical issues, such as adjuvant chemotherapy regimens for stage II colon cancer [44].

We assessed the agreement of incorrect responses for dentists and for ChatGPT-3.5 and
ChatGPT-4. The lowest value of Cohen’s Kappa coefficient was observed for ChatGPT-3.5
in the Spring 2023 session, Polish version, and for ChatGPT-4 in the Autumn 2023 session,
English version (both could be interpreted as minimal agreement). The highest value
was recorded for ChatGPT-3.5 in the Autumn 2023 session, Polish version (parameter
could be interpreted as moderate agreement). The data showed that physicians answered
incorrectly to questions other than the ones that ChatGPT answered. Periodontology
specialist education is highly standardized, based on the specialty program developed by
Center for Medical Examinations in Poland (CEM). Certain scientific literature is designated
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as the knowledge base for physicians. These data are not necessarily available for ChatGPT
to access, which could be the reason for the value of agreement of incorrect answers.

ChatGPT could be considered as a statistical engine that evaluates the patterns and
extrapolates the most likely conversational responses; it needs an immense amount of
data, in contrast to a human mind, which works efficiently with a small information
volume [45]. It undergoes a process of constant learning from human-generated data and,
because of that, its outputs are more related to human perception than to entirely rational
representatives and could mirror equal cognitive biases [46]. Artificial hallucinations could
occur as a combination of true and fabricated data. In fields where integrity and credibility
are essential (e.g., scientific papers), the deployment of ChatGPT raises concerns [47].
However, ChatGPT’s performance repeatedly demonstrates resistance to unproven claims
and statements. Sallam et al. conducted a descriptive study to evaluate if ChatGPT could
be a reasonable source of information in terms of COVID-19 vaccine conspiracies [48]. They
found that ChatGPT declined theories about COVID-19 vaccine conspiracies and provided
impartial responses about compulsory vaccination [48]. Deiana et al. suggested the AI
tools may be useful in healthcare fields, but with no reliable medical support, there is a
notable risk of deceptive responses [49].

In the field of periodontology, there is still an insufficient number of scientific publi-
cations regarding the use of ChatGPT in medical examinations, making it impossible to
compare our results with those of other authors. Nevertheless, Babayiğit et al. evaluated the
usability of ChatGPT in patient information on periodontology. They requested ChatGPT
to create 10 most frequently asked questions by patients on seven issues (tooth sensitivity,
gingival recessions, periodontal diseases, peri-implant diseases, halitosis, dental implants,
and periodontal surgery), then the questions were submitted to ChatGPT. The responses
were rated in terms of accuracy (0—Likert scale) and completeness (0—scale). The authors
obtained a median accuracy score of 6 for all responses and a completeness score of 2 (the
mean values for accuracy and completeness were 5.50 ± 0.23 and 2.34 ± 0.24, respectively).
The highest accuracy score was observed for peri-implant diseases and the lowest was
observed for gingival recession. The highest completeness score was obtained for gingival
recession and the lowest was obtained for dental implants [50]. The results showed that
ChatGPT has the potential to familiarize patients with complex medical issues and raise
awareness of origins and therapy of periodontal disease. Li conducted a study comparing
the accuracy of periodontal surgery answers given by dental students and ChatGPT. The
examination consisted of 25 multiple-choice questions. Students gave correct answers
to an average of 21.51 questions. For ChatGPT 3.5 and ChatGPT 4.0, the results were
14 and 20 correct questions, respectively. The results indicated that ChatGPT generally
performed worse; however, the difference between students and the latest version was
minor [51]. As data volumes increase in the future, ChatGPT will potentially outperform
human responders.

The syntactic structure of the input can be both a limitation and an opportunity for
the efficient use of ChatGPT. It was observed in the scope of 45 studies that ChatGPT-3.5
was more effective in processing short-text queries than long-text queries. In addition,
ChatGPT accuracy was higher for image-based multiple-choice questions than for open-
ended questions [41]. An important criterion for evaluating studies involving ChatGPT
is how the prompt is constructed. Prompt engineering is a new field of AI aimed at
optimizing and increasing the efficiency of LLM outputs by creating specific instructions.
The quality of output can be increased by following certain recommendations, including
contextualizing the topics covered, setting boundary conditions, specifying certain goals,
requesting specific information, and asking to play a role [52].
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Despite the indisputable usefulness of ChatGPT, it is hardly possible to predict the
entire impact of LLMs in data creation, medical education, and clinical practice. Various
ethical concerns are raised about AI-generated data. Gao et al. proved that scientific
abstracts produced by ChatGPT were in 32% of cases classified as original by human
responders. In 14% of cases, the original works were recognized as AI generated. ChatGPT
formed credible content that was predominantly synthetic [53]. In the future, society and
public institutions may find it difficult to distinguish between human-generated and LLM-
generated content. Verification of learning outcomes among medical students may be the
next challenge in the AI era. Written essays may be partially and even entirely developed
by LLMs and become undetected by plagiarism software. Eggmann et al. showed that
dental knowledge is mainly verified by practical classes, oral examinations, and multiple-
choice exams rather than essays [54]. However, our study indicates that ChatGPT can
pass a multi-choice test in a highly specialized field of dentistry. Sustained supervision in
medical education and testing is advised. Broad application of ChatGPT may contribute
to a reduction in employment in healthcare and research institutions, especially among
poorly qualified workers [55].

5. Limitations
We found significant limitations in our study. The number of questions obtained

by ChatGPT-3.5 and ChatGPT-4 equaled 238 (119 for the Spring 2023 test and 119 for
the Autumn 2023 test; 2 graphic questions excluded) and could be considered small. We
used the editions of ChatGPT-3.5 and ChatGPT-4 that had their last database updates
in September 2021 and April 2023, respectively. In terms of continuous development of
ChatGPT, it is possible that on the day of this paper publication, a new version of ChatGPT
will be released. Additionally, the source material translation from Polish to English could
impact the research.

6. Conclusions
There is a high probability that ChatGPT will change the way medical knowledge is

acquired and will make it more accessible to all people. The main findings of this paper are:

1. ChatGPT-4 can pass the Specialty Certificate Examination in Periodontology.
2. ChatGPT-4 significantly outperforms its older version in answering periodontology-

related queries.
3. ChatGPT-3.5 and ChatGPT-4 operate more efficiently in English than in Polish.
4. ChatGPT sometimes provides invalid answers.
5. ChatGPT encounters difficulties with different questions than dentists.
6. The efficiency of ChatGPT is lower for more difficult queries.

The results show how ChatGPT is evolving and shed light on new opportunities
in medical education. Dental students and physicians struggling with acquiring certain
knowledge may benefit from individualized courses of study. Nevertheless, regarding the
higher effectiveness of ChatGPT in English, non-native speakers may be more vulnerable
to inaccurate outputs. The significant rate of incorrect and invalid answers suggests
that ChatGPT cannot be an independent source of medical knowledge for the medical
community. ChatGPT should be seen as one of the support tools in the process of acquiring
knowledge from specialized literature and from academics. In clinical practice, ChatGPT
should be used as a data processing tool rather than a source of knowledge. The risk of
hallucinations and fabricated information is unacceptable in healthcare, so the supervision
of medical professionals is mandatory. Further development in ChatGPT’s implementation
in the medical sciences is needed, particularly in periodontology.
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21. Ossowska, A.; Kusiak, A.; Świetlik, D. Progression of Selected Parameters of the Clinical Profile of Patients with Periodontitis
Using Kohonen’s Self-Organizing Maps. J. Pers. Med. 2023, 13, 346. [CrossRef]

22. Decuyper, M.; Maebe, J.; Van Holen, R.; Vandenberghe, S. Artificial intelligence with deep learning in nuclear medicine and
radiology. EJNMMI Phys. 2021, 8, 81. [CrossRef] [PubMed] [PubMed Central]

23. Papachristou, K.; Panagiotidis, E.; Makridou, A.; Kalathas, T.; Masganis, V.; Paschali, A.; Aliberti, M.; Chatzipavlidou, V. Artificial
intelligence in Nuclear Medicine Physics and Imaging. Hell. J. Nucl. Med. 2023, 26, 57–65. [CrossRef] [PubMed]
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28. Świetlik, D.; Kusiak, A.; Krasny, M.; Białowąs, J. The Computer Simulation of Therapy with the NMDA Antagonist in Excitotoxic
Neurodegeneration in an Alzheimer’s Disease-like Pathology. J. Clin. Med. 2022, 11, 1858. [CrossRef]

29. Alsayed, A.A.; Aldajani, M.B.; Aljohani, M.H.; Alamri, H.; Alwadi, M.A.; Alshammari, B.Z.; Alshammari, F.R. Assessing the
Quality of AI Information from ChatGPT Regarding Oral Surgery, Preventive Dentistry, and Oral Cancer: An Exploration Study.
Saudi Dent. J. 2024, 36, 1483–1489. [CrossRef]

30. Fatani, B. ChatGPT for Future Medical and Dental Research. Cureus 2023, 15, e37285. [CrossRef]
31. Uribe, S.E.; Maldupa, I. Estimating the Use of ChatGPT in Dental Research Publications. J. Dent. 2024, 149, 105275. [CrossRef]
32. Janakiram, C.; Dye, B.A. A Public Health Approach for Prevention of Periodontal Disease. Periodontology 2000 2020, 84, 202–214.

[CrossRef]
33. Alan, R.; Alan, B.M.; Alan, R.; Alan, B.M. Utilizing ChatGPT-4 for Providing Information on Periodontal Disease to Patients: A

DISCERN Quality Analysis. Cureus 2023, 15, e46213. [CrossRef]
34. Tastan Eroglu, Z.; Babayigit, O.; Ozkan Sen, D.; Ucan Yarkac, F. Performance of ChatGPT in Classifying Periodontitis According

to the 2018 Classification of Periodontal Diseases. Clin. Oral Investig. 2024, 28, 407. [CrossRef]
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