
Citation: Soldera, M.;

Teutoburg-Weiss, S.; Schröder, N.;

Voisiat, B.; Lasagni, A.F. Compact

Optical System Based on

Scatterometry for Off-Line and

Real-Time Monitoring of Surface

Micropatterning Processes. Optics

2023, 4, 198–213. https://doi.org/

10.3390/opt4010014

Academic Editors: Fazio Eugenio and

Feruz Ganikhanov

Received: 11 November 2022

Revised: 6 January 2023

Accepted: 23 February 2023

Published: 24 February 2023

Copyright: © 2023 by the authors.

Licensee MDPI, Basel, Switzerland.

This article is an open access article

distributed under the terms and

conditions of the Creative Commons

Attribution (CC BY) license (https://

creativecommons.org/licenses/by/

4.0/).

Article

Compact Optical System Based on Scatterometry for Off-Line
and Real-Time Monitoring of Surface
Micropatterning Processes
Marcos Soldera 1,* , Sascha Teutoburg-Weiss 1, Nikolai Schröder 1, Bogdan Voisiat 1

and Andrés Fabián Lasagni 1,2

1 Institut für Fertigungstechnik, Technische Universität Dresden, George-Bähr-Str. 3c, 01069 Dresden, Germany
2 Fraunhofer-Institut für Werkstoff- und Strahltechnik IWS, Winterbergstr. 28, 01277 Dresden, Germany
* Correspondence: marcos.soldera@tu-dresden.de

Abstract: In this study, a scatterometry-based monitoring system designed for tracking the quality
and reproducibility of laser-textured surfaces in industrial environments was validated in off-line
and real-time modes. To this end, a stainless steel plate was structured by direct laser interference
patterning (DLIP) following a set of conditions with artificial patterning errors. Namely, fluctuations
of the DLIP process parameters such as laser fluence, spatial period, and focus position are introduced,
and also, two patterning strategies are implemented, whereby pulses are deliberately not fired at both
deterministic and random positions. The detection limits of the system were determined by recording
the intensities of the zero, first, and second diffraction order using a charge-coupled device (CCD)
camera. As supported by topographical measurements, the system can accurately calculate spatial
periods with a resolution of at least 100 nm. In addition, focus shifts of 70 µm from the optimum
focus position can be detected, and missing patterned lines with a minimum width of 28 µm can
be identified. The validation of this compact characterization unit represents a step forward for its
implementation as an in-line monitoring tool for industrial laser-based micropatterning.

Keywords: laser texturing; scatterometry; direct laser interference patterning; in-line monitoring;
microfabrication; diffraction gratings

1. Introduction

Laser-based manufacturing methods offer an attractive combination of traits such as
a high degree of flexibility, processability of a wide range of materials, high throughput,
and direct processing without the need for masks, photoresists, or post treatments [1,2].
Surface functionalization by modifying the material’s topography using laser ablation,
i.e., melting, has become very popular in the scientific community [3–5]. Several laser
micro/nanotexturing techniques have been developed in the last decades for this purpose,
such as direct laser writing (DLW) [6], laser-induced periodic surface structuring (LIPSS) [7],
and direct laser interference patterning (DLIP) [8]. The latter method is based on the overlap
of two or more laser beams onto the sample surface to produce an interference pattern,
whereby the material can be ablated or melted at the maxima positions, leaving a repetitive
topography on the surface. The geometry of the resulting texture can be easily controlled
by the number of interfering beams, their polarization, and their azimuthal and elevation
angles [9,10]. Furthermore, the texture’s spatial period can be fine-tuned by adjusting the
overlapping angle between the beams and the used wavelength [11]. The DLIP technique
stands out for its unique combination of flexibility, high throughput, and resolution down
to the sub-micron scale [8]. However, to bring DLIP to large-scale manufacturing, an
effective process monitoring scheme needs to be developed to ensure high-quality and
reproducible microtextures.
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Several approaches based on different physical mechanisms have been implemented
to monitor laser-based surface texturing. For instance, the heat emitted as electromagnetic
radiation by the treated surface during the laser processing can be characterized using
infrared (IR) cameras. In this direction, Tran and co-workers estimated the deposited
thermal energy using ultra-short pulses on silicon and steel by IR imaging. Their image
analysis revealed that approximately two-thirds of the laser energy was transformed into
heat, which is a significant amount that needs to be considered for optimizing the process
efficiency [12,13]. Furthermore, IR cameras were used to monitor the heat accumulation
in a DLIP process and to establish a correlation between the camera signal and surface
texture quality [14,15]. In addition, the radiation emitted in the visible and near-infrared
spectra can be recorded using photodiodes and analyzed to monitor process variables such
as laser power or pulse repetition rate [16]. Another strategy to keep track of the process
stability is analyzing the acoustic signals produced during the laser ablation. In this regard,
Stauter et al. measured and modeled the shock wave produced during the ablation of
ceramic materials and linked the ablation rate to the signal detected by a microphone [17].
In another work, the acoustic signal captured during a DLIP treatment was used not only
to detect fluctuations in the focus position but also to estimate deviations in the produced
spatial period of the topography [18].

The pattern formed on a screen by light reflected from a structured surface can be used
as a “fingerprint” of the texture if certain conditions are met. For instance, by illuminating
a microstructured surface with a coherent and monochromatic light source, the produced
speckle pattern can be collected with a charge-coupled device (CCD) camera and analyzed
to calculate the arithmetical mean roughness (Ra) of the surface [19]. In a similar approach,
imaging systems to capture the diffraction patterns reflected from periodic or quasi-periodic
surface textures have been developed and extensively studied. In this method, commonly
known as scatterometry, the captured images are compared to analytical or numerical
models to extract useful information from the surface, such as texture shape, spatial
periods, structure height, or texture uniformity. There is a plethora of available modeling
techniques for complementing the experimental data, for instance, rigorous couple-wave
analysis (RCWA) [20,21], Fourier modal method (FMM) [22,23], finite-difference time-
domain (FDTD) [24,25], or finite element method (FEM) [26,27], all of which are numerical
rigorous models. Simpler yet effective analytical models based on Fourier optics or even
the well-known grating equation can also be used for benchmarking the experimental
data [28,29]. Scatterometry was successfully used to characterize LIPSS on stainless steel
and to detect fluctuations in the spatial periods of LIPSS when the fluence and angle of
incidence were varied [30]. In a recent work done by our group, a compact imaging system
that can be easily integrated as an in-line monitoring unit was presented and used to record
the diffraction patterns from DLIP-treated samples. The images were analyzed, accurately
yielding the spatial period and providing information on texture homogeneity [15,31,32].
However, there are still several aspects of the method that need to be further tested to
validate it as a reliable and practical monitoring system for DLIP texturing. Therefore, this
study sought to investigate the detection limits of the method upon introducing patterning
errors on the sample surface, to evaluate the acquired images when DLIP parameters are
varied, and to extract useful information upon fluctuations in the process parameters.

2. Materials and Methods

An electro-polished stainless steel plate with a size of 100 × 100 mm2, a thickness of
1 mm, and an initial roughness (Ra) of 52 nm (according to DIN-ISO 25178 norm) was used
for the DLIP structuring experiments.

The steel surface was structured with a DLIP system, as shown schematically in
Figure 1a, equipped with a ps-pulsed solid-state laser (neoLASE, Hannover, Germany) and
emitting a maximum average power of 7.5 W at a wavelength λ = 532 nm. The pulse length
of the system is fixed at 70 ps, the maximum pulse energy at the sample was 30 µJ at a
10 kHz repetition rate, and the spot diameter was 50 µm. As displayed in Figure 1a, the
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DLIP optics (Fraunhofer IWS, Dresden, Germany) splits the incoming beam from the laser
source into four sub-beams, which are then parallelized by a prism and focused on the
sample by a converging lens. For the experiments performed in this work, two beams were
blocked, while the remaining two beams were overlapped, resulting in a 1D interference
pattern. The spatial period Λ can be easily adjusted by changing the overlapping angle
between the two beams 2α according to Equation (1) [11]:

Λ =
λ

2 sinα
. (1)
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Figure 1. Schematic setup of the (a) DLIP station used to pattern line-like structures on the stainless
steel plate and (b) optical system employed to monitor the texture morphology of the different samples.

In the used system, the overlapping angle was controlled by moving the prism relative
to the converging lens [33].

Five different experiments were designed in order to test the capability of the monitor-
ing unit to detect errors during the DLIP process. In each of these experiments, either a
single DLIP parameter was varied, or some pulses were not fired during the structuring se-
quence to leave unstructured or partially structured areas with different geometries on the
sample. For benchmarking the results, a reference texture was produced at a laser fluence
of 0.75 J/cm2, a pulse-to-pulse feed of 7.0 µm, a hatch distance of 15.0 µm, a repetition rate
of 10 kHz, and an overlapping angle 2α = 10.2◦, yielding a nominal spatial period of 3.0 µm.
A total of seven samples was produced on the steel plate, and in each sample, different
parameters or different strategies were applied to induce artificial errors or fluctuations in
the process (see schematics in Figure 2 and Table 1 for details). The five set of experiments
are described as follows.
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Figure 2. Schematics of the patterned steel plate (100 × 100 mm2) with the seven samples (A–G). In
each sample, a different laser parameter was varied, or some areas were deliberately left unstructured
by avoiding firing pulses at given positions (see Table 1 and text for details). The red color points at
unstructured or partially structured areas.

Table 1. DLIP parameters for the fabrication of the structured samples.

Sample A Sample B Sample C Sample D Sample E Sample F Sample G

Field # Spatial
Period (µm)

Focus
Deviation

(mm)

Fluence
(J/cm2)

Unpatterned
Line Width

(µm)

Unpatterned
Squares Edge

(µm)

Unpatterned
Line Width

(µm)

Unpatterned
Squares Edge

(µm)

Error
prob. (%)

Error
prob. (%)

1 1.3 0.31 0.751 35 35 7 7 0 0
2 1.4 0.15 0.741 70 70 14 9.9 10 10
3 1.5 0.07 0.728 140 140 28 19.8 20 20
4 1.7 0.03 0.708 210 210 42 29.7 30 30
5 1.8 0.01 0.682 280 280 56 39.6 40 40
6 2.0 0 0.657 350 350 70 49.5 50 50
7 2.3 −0.01 0.632 420 490 84 59.4 60 60
8 2.5 −0.03 0.535 490 560 98 69.3 70 70
9 2.9 −0.07 0.481 560 630 126 79.2 80 80

10 3.1 −0.15 0.362 630 - 140 89.1 90 90
11 3.3 −0.31 0.216 - - 154 99.0 95 95
12 - - 0.031 - - - 108.9 97.5 97.5

The first factor under study was the spatial period of the line-like texture, which was
modified by changing the overlapping angle of the beams. A total of 11 fields with an area
of 7 × 7 mm2 was structured with calculated spatial periods ranging from 1.3 to 3.3 µm
(sample A in Table 1). The minimum spatial period of 1.3 µm was selected because this is
the minimum spatial period that the monitoring system can detect according to previous
simulations [31], whereas the maximum used period is imposed by the limitation of the
current DLIP setup.

In sample B, the focus position was changed from −310 to 310 µm relative to the
optimum focus position used in the reference texture (positive values mean a closer distance
to the DLIP optics). Additionally, 11 fields with a size of 7 × 7 mm2 were produced with
varying focus shifts.

In sample C, the impact of fluence variations in the topography and measured signals
was investigated by changing the fluence from 0.03 to 0.75 J/cm2. In this case, 12 fields
with an area of 7 × 7 mm2 were structured.

In the fourth set of experiments, corresponding to samples D and E, some areas were
deliberately left unstructured by programming the laser controller to avoid firing pulses
at given positions. Namely, in samples D and E, two patterning geometries were applied:



Optics 2023, 4 202

(i) in the top half of both samples, complete horizontal gaps were left unstructured with
increasing gap widths from top to bottom (see Figure 2), and (ii) in the bottom half section,
square-shaped areas were left untreated, also with increasing size from the top to bottom
(see Figure 2). The difference between samples D and E is that in sample E, the gaps and
squares have significantly smaller dimensions (see Table 1).

Finally, in the fifth set of experiments, the laser was prevented from firing single pulses
at discrete random positions. In sample F, a pulse-to-pulse feed of 7 µm and hatch distance
of 15 µm was maintained as in the previous samples, and in each of the 12 structured fields,
each with a size of 7 × 7 mm2, the probability of missing pulses increases linearly from
top to bottom (see Table 1). In turn, sample G was patterned with a different strategy;
namely, the pulse-to-pulse feed and hatch distance were set equal to the spot size, i.e.,
50 µm, to avoid overlap between adjacent pulses. In addition, at each position, 10 pulses
were applied. As in sample F, the probability of missing spots was increased from the top
structured field to the one at the bottom (see Table 1). Although the probability of missing
pulses in samples F and G is equivalent, these samples were processed with different
structuring strategies that are commonly used in DLIP. The monitoring capabilities as a
function of each strategy were thus tested.

The topography of the structured samples was characterized by optical confocal
microscopy (Sensofar S Neox, Barcelona, Spain) using a 150× objective providing a lateral
and vertical resolution of 140 nm and 1 nm, respectively.

The monitoring system is based on the principle of diffraction, whereby light reflecting
from a periodic micropatterned surface is split into multiple diffraction angles, i.e., modes,
according to the well-known grating equation [28]. By collecting the resulting diffraction
pattern characteristic of the surface under study, valuable information can be extracted from
the intensity, shape, and position of the diffraction orders. The used monitoring system
is schematically shown in Figure 1b and consists of a low-power laser diode (532 nm), a
CCD camera to capture the diffraction pattern, polarization optics to adjust the intensity of
light arriving at the sample and camera, and a set of lenses for collecting the light from the
surface and focusing it on the camera sensor. The measured spot diameter at the sample
surface was approximately 1 mm, resulting in several tens of thousands of DLIP-produced
microstructures that are illuminated at the same time. In this way, well-defined diffraction
modes can be collected with the optical system. A detailed description of the device
can be found elsewhere [31]. For recording the surface diffraction patterns, the samples
were moved under the monitoring system with a hexapod stage (Aerotech HEX500-350
HL, Pittsburgh, PA, USA). The samples were measured (i) off-line, in which videos were
recorded, and afterwards, they were analyzed to extract data, and (ii) in real-time, where
data were extracted frame after frame from the captured images. Before measuring each
sample, the laser spot of the monitoring system was positioned at the top-most edge,
i.e., y = 0 (as defined in Figure 2). Then, the sample was moved along the y-direction at
a constant speed until reaching the bottom edge of the sample, while the CCD camera
recorded a video with the measured diffraction pattern. The CCD camera was connected
via USB port to a laptop (Intel core i5-5257U, 8 GB RAM, running on Microsoft Windows
10, Redmond, WA, USA). Finally, each frame of the video was analyzed to extract useful
information from the laser-patterned samples and, particularly, to detect the errors during
the laser process. To this end, the images were first converted to grayscale pixels and
then to binary white/black images by thresholding them at a level of 65 in the grayscale.
Afterward, the images were dilated to detect the contour of the different orders, and finally,
the area of each order was calculated using Green’s theorem. The images were processed
with self-programmed codes based on OpenCV library [34]. The measurements were
repeated three times. For the off-line experiments, the axis speed was set at 5 mm/s, while
the camera frame rate was 79 fps. In the case of the real-time evaluation, the axis speed and
frame rate were varied.
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3. Results and Discussion
3.1. Morphology of Structured Surfaces and Associated Diffraction Patterns

Figures 3 and 4 show selected confocal microscopy images of different samples with
the corresponding image captured off-line with the monitoring system to visualize the
impact of the introduced errors in the final topography and collected diffraction patterns.
The reference texture, shown in Figure 3a, features a homogeneous line-like texture with a
mean structure height of 212 nm and a calculated spatial period of 3.0 µm derived from
a Fourier analysis of the topography. The CCD image features in total seven diffraction
orders, as labeled in the image. Figure 3b,c correspond to the structured fields with spatial
periods of 1.3 µm and 3.2 µm, respectively, on sample A. Here, it can be seen in the CCD
images that the diffraction peaks are significantly shifted. In the case of Λ = 1.3 µm, only the
first-order modes are visible, and they have shifted away from the center. On the contrary,
in the pattern corresponding to Λ = 3.2 µm, the diffraction orders are closer to the center.
The topography images of Figure 3d–f were taken from sample B, which was structured at
different focus positions zf (d: zf = +300 µm, e: zf = +30 µm, f: zf = −300 µm). For the case
of a slight focus shift of 30 µm, significant changes in neither the topography nor in the
CCD image relative to the reference texture (Figure 3a) were observed. However, for the
maximum and minimum focus shifts studied in this work, a noticeable increase and then
decrease, respectively, in the spatial period was observed when analyzing the topography.
These fluctuations in the spatial period as function of the focus position were also observed
as a shift of the diffraction peaks positions in the CCD images and will be analyzed in the
next section. The third row of Figure 3 shows results corresponding to sample C, in which
the laser fluence was varied (g: 0.75 J/cm2, h: 0.63 J/cm2, i: 0.22 J/cm2). The topography
images reveal a decrease in the structure height as the fluence decreases; however, the
diffraction patterns in the CCD images do not show a significant variation.

Figure 4 displays some examples of samples D, E, F, and G, in which areas were left
unstructured, or some pulses were not fired at random positions. In the fields shown in
Figure 4a,b, stripes from sample E were intentionally left unpatterned, with a width of
42 µm and 98 µm, respectively. The CCD images show, in both cases, the complete set
of characteristic diffraction peaks with a higher spreading of the intensities, mainly in
the horizontal direction, compared to the reference texture. In the case of Figure 4b, the
zero order has a higher intensity than in the CCD image of Figure 4a. Similarly, in the
topographies of Figure 4c (sample E) and 4d (sample D), square areas with edge lengths of
19.8 µm and 210 µm, respectively, were not structured. The patterns in the CCD images are
similar, although for the sample with larger flat squares (Figure 4d), the intensity of the zero
order is significantly higher than in the case for the smaller square (Figure 4c). In Figure 4e,f,
the topographies of sample F with an error probability of 20% and 95%, respectively, are
presented. On the surface with the highest error probability, i.e., less effectively structured
area, the high-order modes are less intense, whereas the zero-order intensity is higher. In
the bottom row of Figure 4, the resulting textures on sample G patterned with an error
probability of 20% (Figure 4g) and 80% (Figure 4h) are displayed. In this case, the CCD
image of Figure 4g shows a higher intensity of the higher orders than for the case shown in
Figure 4h although the intensity of the zero order is higher for the diffraction pattern in
Figure 4h.



Optics 2023, 4 204Optics 2023, 3, FOR PEER REVIEW 7 
 

 
Figure 3. Selected topography images from samples A–C and their corresponding diffraction pat-
terns captured with the monitoring system. The first row shows patterned fields of sample A with 
varying spatial periods of (a) 3.0 µm (reference texture), (b) 1.4 µm, and (c) 3.2 µm. In the second 
row, different fields belonging to sample B are shown, which were structured at different focus 
positions with respect to the reference texture: (d) 300 µm, (e) 30 µm, and (f) −300 µm. The third row 
shows fields corresponding to sample C, in which the fluence was varied: (g) 0.75 J/cm2, (h) 0.63 
J/cm2, and (i) 0.22 J/cm2. 

Figure 4 displays some examples of samples D, E, F, and G, in which areas were left 
unstructured, or some pulses were not fired at random positions. In the fields shown in 
Figure 4a,b, stripes from sample E were intentionally left unpatterned, with a width of 42 
µm and 98 µm, respectively. The CCD images show, in both cases, the complete set of 
characteristic diffraction peaks with a higher spreading of the intensities, mainly in the 
horizontal direction, compared to the reference texture. In the case of Figure 4b, the zero 
order has a higher intensity than in the CCD image of Figure 4a. Similarly, in the topog-
raphies of Figure 4c (sample E) and 4d (sample D), square areas with edge lengths of 19.8 
µm and 210 µm, respectively, were not structured. The patterns in the CCD images are 
similar, although for the sample with larger flat squares (Figure 4d), the intensity of the 
zero order is significantly higher than in the case for the smaller square (Figure 4c). In 
Figure 4e,f, the topographies of sample F with an error probability of 20% and 95%, re-
spectively, are presented. On the surface with the highest error probability, i.e., less effec-
tively structured area, the high-order modes are less intense, whereas the zero-order in-
tensity is higher. In the bottom row of Figure 4, the resulting textures on sample G pat-
terned with an error probability of 20% (Figure 4g) and 80% (Figure 4h) are displayed. In 
this case, the CCD image of Figure 4g shows a higher intensity of the higher orders than 
for the case shown in Figure 4h although the intensity of the zero order is higher for the 
diffraction pattern in Figure 4h. 

Figure 3. Selected topography images from samples A–C and their corresponding diffraction patterns
captured with the monitoring system. The first row shows patterned fields of sample A with varying
spatial periods of (a) 3.0 µm (reference texture), (b) 1.4 µm, and (c) 3.2 µm. In the second row, different
fields belonging to sample B are shown, which were structured at different focus positions with
respect to the reference texture: (d) 300 µm, (e) 30 µm, and (f) −300 µm. The third row shows fields
corresponding to sample C, in which the fluence was varied: (g) 0.75 J/cm2, (h) 0.63 J/cm2, and
(i) 0.22 J/cm2.

3.2. Off-Line Evaluation

The first DLIP parameter that was tested with the monitoring system was the texture
spatial period, which can be directly correlated to the position of the diffraction orders
in the CCD images according to the grating equation. In previous work, ray-tracing
simulations were performed to establish the equivalency between the spatial period and
the distance from the center of the CCD sensor [31]. In the present study, the above-
mentioned equivalency was used, and to avoid offsets, a calibration was performed by
measuring the topography of the reference texture with confocal microscopy.

The line in Figure 5 represents the extracted spatial period from the CCD images of
sample A as a function of the position y. The average spatial period taken from topograph-
ical measurements was determined as well, showing a very good match between both
methods with a relative error below 2.5% (Figure 5, red symbols). The numbering labels
at the top of Figure 5 correspond to the field number in the sample. The source of error
for the accurate determination of the spatial period is a combination of optical aberrations
from the lenses, the projection of the orders onto the flat CCD sensor, stray light, internal
reflections, and electrical noise. All of this results in diffuse and distorted diffraction orders
in the collected images (see, for example, the CCD images in Figures 3 and 4).
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Figure 4. Selected topography images from samples D–G and their corresponding diffraction patterns
captured with the monitoring system. In the first row, unpatterned stripes with line widths of
(a) 42 µm and (b) 98 µm are displayed. The second row shows examples of untreated squares with
edge lengths of (c) 19.8 µm and (d) 210 µm. In the third and fourth rows fields, different probabilities
of skipping pulses are shown: (e) 20% and (f) 95% correspond to sample F, whereas (g) 20% and
(h) 80% belong to sample G.

During a DLIP process, it is critical not only to ensure that the surface under treatment
lies within the interference volume outlined by the overlapping beams but also that the
focus position, i.e., working distance between the converging lens of the DLIP optics
and surface, is constant for optimum texture quality and reproducibility. Depending on
the laser beam characteristics, variations of 100–200 µm in the focus distance can yield
fluctuations of the spatial period of a few hundred nanometers, ultimately deteriorating
the texture uniformity. To test whether the monitoring system is able to detect changes
in the topography upon deviations of the focus position, sample B was structured with
11 fields with varying focus distances (see Table 1 for details). Note that field number
6 corresponds to the reference structure fabricated at the optimum focus position. As
observed in Figure 3d–f, shifts in the focus positions can induce changes in the spatial
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period. Therefore, in Figure 6, the extracted period from the analyzed CCD images as a
function of position y in the sample is shown (black line). As indicated, field number 6,
which corresponds to the reference texture, has a spatial period of 3.0 µm. As the working
distance is decreased (fields 1–5; see top labels in Figure 6), the period increased, whereas
the opposite is true when the DLIP optics is displaced away from the sample (fields 7–11).
It can be observed that for fields number 3 and 9, a deviation in the spatial period of
approximately 100 nm and −100 nm, respectively, was measured, implying that the system
can detect variations in the focus position of at least ±70 µm from the optimum.
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The change in the spatial period as a function of the focus position can be mod-
eled using Equation (2) if the laser quality factor M2 and beam divergence angle Θ are
known [35]:

Λ =
λ

2 sin
(

arctan
(

z0
z f +z0

tan(α)
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where zf is the deviation from the optimum focus position (zf > 0 if the working distance is
reduced), and z0 = λM2/πΘ2. Assuming a quality factor M2 = 1.3, as provided by the manu-
facturer, the divergence can be fitted with the data shown in Figure 6, yielding Θ = 8 mrad.
Therefore, the method allows not only to detect fluctuations of the focus positions but also
a methodology to extract the divergence (or quality factor if the divergence is given) of the
beam from the measured data.

The laser power might also fluctuate during the processing of a surface, which can
modify the ablation rate and thus produce deeper or shallower textures with degraded
overall uniformity, as observed in Figure 3g–i. As shown in Table 1, in sample C 12 fields
with varying laser fluence were produced. Figure 7 shows the mean structure depth (sym-
bols) obtained from the confocal microscopy images sorted with the number of fields (top
labels in Figure 7). It can thus be observed that for this process, when the fluence lies in the
range 0.66–0.75 J/cm2 (fields 1–6), the structure depth oscillates around 220 nm ± 30 nm.
However, when the fluence drops below 0.66 J/cm2, the depth decreases as well. Figure 7
shows that the intensities of the first and second diffraction orders as a function of the
position y in the sample are essentially oscillating around a constant value for fields 1–8.
For the zero-order intensity, the signal is constant up to the position corresponding to the
field number 9 (with a fluence of 0.48 J/cm2), where its intensity starts to increase. For fields
number 11 and 12, which have a very low structure depth of 48 nm and 21 nm, respectively,
the first and second orders showed a clear decrease in the signal, accompanied by a steep
increase in the zero-order intensity. The overall observed behavior of the diffraction orders
as function of the structure depth seems not to correspond with the trends expected from
the classical equations for the diffraction efficiency of sinusoidal diffraction gratings [28].
In addition, the measured intensities cannot be unequivocally correlated to the structure
depths, let alone to the laser fluence. These results suggest that the algorithm implemented
to detect the intensities of the diffraction orders based on calculating the area circumscribed
by binary pixels associated with each order is not effective for this purpose. An improved
version of the algorithm based on calculating the grayscale values of the pixels associated
with each order is currently under evaluation.
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Next, the monitoring system’s ability to detect missing lines, squares, or even individ-
ual spots was evaluated. To this end, the diffraction patterns corresponding to samples
D–G were collected with the CCD camera, and the intensity of the diffraction peaks was
quantified. As described in Table 1, samples D and E were fabricated using a patterning
strategy that intentionally leaves line- and square-shaped untreated areas on the surface.
The main difference between these samples is that in sample E, the unpatterned areas had
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smaller dimensions (see Table 1). Figure 8a,b show the intensity signals of the diffraction
peaks corresponding to samples D and E, respectively. In both cases, the signal belonging
to the zero diffraction order is characterized by a train of pulses with varying intensities.
Whereas in sample E, some sharp valleys in the intensity of the first and hardly second
diffraction orders are evident, for sample D, the intensities of the higher orders are noisy
and oscillate around constant values. The pulses in the signal for the zero-order intensity
and the valleys for the high-orders signals can be directly correlated to the presence of
the unstructured and flat areas, which increase the specular reflection (zero-order peak)
towards the CCD camera. As seen in the signal for sample D (Figure 8a), the first ten
pulses correspond to the linear unstructured gaps, whereas the following nine pulses can
be associated with the nine unpatterned squares. However, the signal for the zero order
collected for sample E presents nine pulses with increasing intensity followed by a second
train of pulses consisting of eight pulses. Therefore, the system was not able to detect the
line gaps with widths of 7 µm and 14 µm or the squared areas with edge lengths of 30 µm
and below, imposing a detectability limit for the system.
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Finally, the textured samples in which a random distribution of missing spots was
deliberately allowed were also characterized by the monitoring system. Figure 9 shows the
signals corresponding to the zero, first, and second orders of sample F (a) and sample G (b).
In sample F, the signals of all the diffraction orders increase as the amount of introduced
errors increases (increasing position y) up to the position at 45 mm, corresponding to
field number 7, where the signals reach their maxima. This counter-intuitive behavior can
be explained by the fact that as the error probability increases, the texture homogeneity
degrades, making the diffraction peaks broader (see Figure 4e). Because the algorithm
converts the calculated area of the diffraction peaks into the intensities in Figure 9, less-
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defined and broader peaks tended to cause higher reconstructed intensities. When the
number of missing pulses was high enough, a condition which, in these experiments, was
reached for field number 9, the texture became so inhomogeneous that the diffraction
efficiency began to decrease. Therefore, from the fields 9 to 12, the signals of the first and
second order decreased significantly, whereas the zero-order intensity increased.
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In the chosen patterning strategy for sample G, the overlapping of adjacent pulses
was excluded. The resulting average structure depth was 203 nm, i.e., 63% lower than in
the reference texture. The diffraction orders signals corresponding to this sample, shown
in Figure 9b, presented a clear trend: while the intensity of the zero order increased
almost linearly with the increasing number of missing structured spots, the higher orders’
intensity decreased accordingly. This behavior can be simply attributed to the fact that
the less structured area the sample has, the lower the overall diffraction efficiency of the
illuminated area will be. It is worth mentioning that in contrast to sample F, in sample G,
the area of flat unstructured surface increases linearly with the error probability.

With the information derived from the monitoring results, different scenarios corre-
sponding to specific structuring processes can be devised, where the presented approach
can be useful. As the variations of fluence could not be successfully monitored with the
current system, an additional sensor, e.g., a beam-splitter combined with a photodiode,
could be integrated to monitor this variable. As a first possible scenario, a DLIP process
with a constant user-defined spatial period and overlapping pulses strategy was analyzed.
The signal of the spatial period can thus accurately provide the real spatial period of the
textures, and variations thereof can be interpreted as fluctuations in the focus position, as
was the case of sample B and shown in Figure 6. Increasing intensities of all the diffraction
orders can be ascribed to the broadening of the diffraction peaks. According to the results of
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Figure 9a, it can be assumed that a considerable amount of discrete and randomly located
pulses were not fired. If the amount of missing pulses is considerably high, the intensity of
the first and second orders would be low. Furthermore, if sharp peaks are detected in the
zero-order signal, then it can be assumed that unstructured areas are present.

A second scenario could be created in which the pulses are fired adjacent to one
another (no overlap). The rest of the conditions would remain equal, as in the first example.
Here, an increase in the zero-order intensity accompanied by a decrease in the other orders
would imply unstructured spots due to missing pulses, as displayed in Figure 9b.

Finally, a third hypothetical process would be DLIP patterning of surfaces with dif-
ferent spatial periods to achieve complex topographies for decorative applications, for
instance, ref. [36]. In such case, the determination of the user-defined spatial periods
can be accurately supervised by the algorithm, and fluctuations around the set values
can be detected. Depending on the used strategy (overlapping or adjacent pulses), the
signal intensities of the diffraction orders can reveal the presence of texture defects, as
described above.

3.3. Real-Time Evaluation

The monitoring system was also evaluated in real-time; i.e., the algorithm was modi-
fied to generate the resulting data, while the sample was scanned under the monitoring
unit. The axis speed was set at 5 mm/s, 10 mm/s, and 20 mm/s, whereas the camera
frame rate was adjusted to a value of 50 fps, implying a spatial step size of 100 µm, 200 µm,
and 400 µm, respectively, between frames. It is worth mentioning that 50 fps is the max-
imum value achievable at the selected field of view (1256 × 550 pixels). On the other
hand, the algorithm reduces the camera frame rate if it needs more time to perform the
calculation depending on the complexity of the processed image, which increases the
spatial step size accordingly. Figure 10 shows the spatial period extracted from sample
A for the three speeds labeled in the plot (symbols), superimposed with the previously
off-line measured spatial period (black line). It can be observed that as the axis speed is
increased, the measured spatial period is sampled with fewer datapoints. Although a few
data outliers can be detected, the measurements in real time match very well those from
the off-line characterization.
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Finally, to test the resolution of the real-time monitoring system, the sample E was
measured at three different axis speeds, namely 5, 10, and 20 mm/s. The measured intensity
of the zero diffraction order as function of the sample position is shown in Figure 11. Notice
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that the light intensity of the laser diode was reduced with the polarizer to obtain fewer
illuminated pixels in the captured images and speed up the calculation. From the figure,
it can be seen that eight unpatterned gaps and six unpatterned squares were detected.
Thus, the detection limit can be set at 42 µm for unstructured gaps and 60 µm for missing
patterned squares. Recalling the measurement shown in Figure 8b, with the off-line
procedure, nine missing lines and eight missing squares could be detected, and therefore,
the real-time monitoring yielded a reduced detection resolution. It can be observed that the
employed sampling rate for the highest used speed of 20 mm/s provides just one datapoint
per missing line or square. This suggests that for the used approach and settings, further
increasing the axis speed would imply an insufficient spatial resolution and an increased
probability of skipping structuring defects. The real-time experiments, as those shown in
Figures 10 and 11, were performed three times, and similar characteristics and identical
detection limits were obtained.
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4. Conclusions

In summary, the presented set of experiments was successfully employed to test
and validate a compact monitoring system useful for tracking the reproducibility of laser-
microtexturing processes in both off-line and real-time operation. The method allowed for
an accurate estimation of the patterned spatial period in a minimum range from 1.3 µm to
3.3 µm and with a precision of at least 100 nm. Focus shifts can be identified by tracking
the positions of the first-order diffraction peaks, yielding a sensitivity of approximately
70 µm in the focus position. Missing lines during the laser texturing can be identified
off-line as long as they have a width of at least 28 µm; however, in real-time monitoring, the
detectivity limit was increased to 42 µm. It is suggested that a higher sensitivity to detect
texture height variations can be obtained if the intensity of the peaks is calculated from the
integral of the grayscale values instead of using the contour area. An algorithm that uses
this approach is currently under evaluation.
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