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Abstract: Time synchronization is an important technology in synchronous communica-
tion systems to ensure the accuracy of data transmission. Precise time synchronization
allows the receiver to correctly interpret the signal at the correct moment. However, as
communication rates increase and application scenarios diversify, pulse signal reception
quality is often affected by factors such as noise interference and clock stability. In order to
address these challenges, we propose a pulse signal recovery method utilizing the least
squares algorithm to complete time compensation. By fitting and optimizing the received
signal, we can obtain estimated values that closely approximate the actual time, thereby
achieving enhanced precision in time synchronization. The results demonstrate that this
method effectively reduces estimation errors, improving the system’s time synchronization
accuracy to the ns level. This method not only provides an effective solution for enhanc-
ing time synchronization precision but also lays the foundation for time synchronization
performance in the future.

Keywords: time synchronization; synchronous communication system; time compensation;
least squares algorithm

1. Introduction

In applications such as Global Positioning Systems (GPSs), navigation systems [1-3],
sensitive detection [4-6], and fundamental physics experiments [7-10], precise time syn-
chronization between remote stations is critical. Traditional time synchronization meth-
ods have primarily relied on satellite systems [11-19], which have seen performance
improvements with advancements in atomic clock technology in recent years. However,
high-performance atomic clocks come with prohibitive costs, making them unsuitable for
widespread deployment and portable applications. Additionally, the signal transmission
paths in satellite-based systems are susceptible to various environmental factors, including
multipath effects in the atmosphere, as well as delays and jitter introduced by the tropo-
sphere and ionosphere. In contrast, fiber-optic links offer significant advantages for time
transfer [20-28], including low attenuation, wide bandwidth, and resistance to electromag-
netic interference. These properties position fiber optics as a promising alternative medium
for long-distance time transmission, providing high stability and reliability. Consequently,
time synchronization over fiber-optic networks has garnered extensive research attention,
leading to substantial advancements in the field. Researchers are actively exploring inno-
vative techniques to leverage the unique characteristics of fiber optics, aiming to enhance
synchronization accuracy and system robustness.
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Accurate time synchronization over a wired channel is not only a prerequisite for
ensuring that the two nodes send and receive data correctly. Despite the evolution of time
synchronization technology, there are still many challenges in practical applications. First,
malicious attacks, especially from eavesdroppers, can seriously affect the integrity of time
synchronization by falsifying time signals or interfering with normal time transmission [29].
This type of attack can cause the recipient to be unable to obtain accurate data at a critical
time, leading to a series of serious consequences. For example, in the financial trading
system, the time deviation may lead to the wrong transaction order, which will cause
economic losses. In power and energy management systems, inaccurate time synchroniza-
tion may lead to scheduling errors and affect the stability and security of power supply.
Second, the system’s hardware inconsistencies and changes in environmental factors can
also have a negative impact on time synchronization. These external interference sources
not only introduce time deviation, but also increase the vulnerability of the system in a
highly dynamic environment, especially in scenarios such as modern mobile synchronous
communication; any small time error may lead to the wrong interpretation and processing
of data, and even cause the overall failure of the system. In particular, in a high-speed syn-
chronous communication system, the precision of the clock directly impacts the quality of
data transmission [30-34]. Any slight clock jitter, even minute deviations, can lead to errors
in the sampling time. Since data sampling is typically performed at fixed time intervals, if
the clock experiences jitter, the sampling points will shift, causing discrepancies between
the received data and the actual transmitted data. This sampling time error not only results
in data deviations but may also lead to misjudgments or packet losses in subsequent pro-
cessing stages, significantly affecting the overall performance and reliability of the system.
In high-speed synchronous communication systems, where data transmission rates are
extremely high, even small changes in clock precision can accumulate over multiple data
cycles, causing errors to gradually amplify, ultimately affecting the stability of the entire
communication link. Therefore, accurate clock synchronization and jitter control, especially
in high-data-rate environments, are crucial for ensuring the efficient operation of the system
and the accuracy of data transmission. Therefore, an effective time compensation method
is necessary to improve the synchronization accuracy and stability of the realistic system.

In classical coherent optical communication, clock recovery algorithms have been
extensively studied. Traditional clock recovery algorithms include the Mueller-Muller
algorithm [35], the Godard algorithm [36], the early-late gate algorithm [37], and the
Gardner algorithm [38]. Among these, the Mueller-Muller algorithm and the Godard
algorithm have the advantage of requiring a relatively low ADC sampling rate, which
requires only one sample per symbol rate. This reduces the hardware burden associated
with high sampling rates. However, both algorithms are highly sensitive to the carrier
phase and require additional carrier recovery steps in practical applications, which increases
the complexity of digital signal processing at the receiver. The early-late gate algorithm,
while less sensitive to the carrier phase, requires three samples per symbol period. This
imposes higher demands on the ADC’s sampling rate, significantly increasing hardware
complexity in high-speed communications. The Gardner algorithm, on the other hand, only
requires two samples per symbol rate, making it advantageous in terms of sampling rate
requirements. However, it relies on processing multiple sampling points and calculating
second derivatives, which adds computational complexity. As such, these algorithms all
have certain limitations.

To address the limitations of traditional clock recovery methods in complex envi-
ronments, we propose a clock compensation algorithm based on the least squares [39]
method. This algorithm calibrates the received pulse signals directly and performs fitting to
obtain more accurate sampling values, effectively compensating for time drift. It avoids the
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high complexity of carrier recovery and the high sampling requirements inherent in tradi-
tional methods. Compared with conventional algorithms, the least squares-based method
offers significant advantages: it simplifies the computation process, reduces hardware
requirements, and maintains high computational efficiency even in scenarios involving
large data volumes. Additionally, the least squares algorithm excels in flexibility, requiring
no additional signal preprocessing steps, making it better suited to diverse application
needs. By directly calibrating and optimizing the received pulse signals, our algorithm not
only improves the accuracy of clock recovery but also significantly reduces computational
complexity. Specifically, this paper simulates a time delay attack based on the actual syn-
chronous communication process. Then, the data affected by time deviation is processed
through the least squares algorithm. By comparing the difference between the actual re-
ceived data and the fitted data, our method is able to identify and compensate for the time
delay introduced by external interference. The results show that we can compensate and
improve the time synchronization accuracy at the #s level. In contrast, the Gardner algo-
rithm, a widely used clock recovery method, was also applied under the same conditions
for comparison. Although Gardner can achieve time accuracy improvements in certain
cases, its performance is generally inferior to that of the LS method. The results clearly
indicate that the LS-based method outperforms Gardner in both accuracy and robustness,
offering superior compensation for time deviations. This innovative approach not only
significantly improves the accuracy of time synchronization but also enhances the system’s
overall reliability, ensuring the reliable reception of data across a wide range of applica-
tion scenarios. These findings provide a new solution for advancing high-performance
synchronous communication systems.

The rest of this paper is organized as follows. In Section 2, we introduce a practical
optical communication system, the problem of time synchronization, and our proposed
solution to this problem. In Section 3, we complete the simulation process based on the ac-
tual experiment, and compare the classical clock recovery algorithm and the compensation
effect of least squares. Finally, we draw the conclusion in Section 4.

2. Problems and Method

In this section, we first describe the phenomenon of the frequency drift between the
sender’s and receiver’s clocks. Then, we propose a method to solve the phenomenon.

2.1. Problems

Herein, the actual optical structure of the theoretical simulation is shown in Figure 1. At
the sender’s end, the laser is first injected into the modulator to complete the corresponding
modulation, where the modulated electrical signal is generated by the arbitrary waveform
generator (AWG). It is worth noting that due to the influence of the actual environment
and other factors on the operating point of the modulator, the bias controller can be used to
dynamically control the bias of the in-phase/quadrature (IQ) modulator, so as to obtain a
stable output of the modulated signal.

After being transmitted over a classical channel of optical fiber, the signal is received
by the receiver. In the receiver, the signal pulses interfere stably with the local oscillator that
is produced by the same laser as the sender through the BS, after which both the outputs
are followed by a variable optical attenuator for intensity match and fed into the balanced
homodyne detector (BHD). After detection, the output signal of the BHD will be collected
by the oscilloscope. In practice, the AWG and the oscilloscope were triggered by the same
synchronous source to achieve clock synchronization at the transmitter and receiver.
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Figure 1. Actual optical structure of theoretical simulation. AWG: arbitrary waveform generator,
BS: beam splitter, VOA: variable optical attenuator, BHD: balanced homodyne detector.

However, in practice, although the sender’s and receiver’s clocks have completed
time synchronization, there may still be a relative drift in frequency. On the one hand, this
relative drift comes from the frequency jitter of the two clocks, which is a hot topic in the
field of digital communications. As we all know, crystal-controlled clock oscillators are the
core of digital communication systems. The frequency instability of the crystal control clock
is equivalent to adding an unintentional modulation to the signal due to noise generated
by the active devices in the oscillator and buffer stage, crystal noise, and noise conducted
by the power supply to the oscillator. On the other hand, external malicious attacks can
also cause this phenomenon to occur. In particular, delay attacks from eavesdroppers
can seriously affect the integrity of time synchronization by falsifying time signals or
interfering with normal time transmission, resulting in the receiver being unable to obtain
accurate data at critical moments. As shown in Figure 2, we can intuitively observe the
time deviation caused by time jitter. Additionally, it is evident that once a time deviation
occurs, the actual sampled data will also be affected, making it impossible to sample the
data at the correct time.

-
=
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Figure 2. The description of sampling with clock drift in time varying between sender’s and receiver’s
clocks (lower) and without clock drift (upper).

2.2. The Least Squares Algorithm

According to the above, in order to obtain the correct sampling value, make up for
the time deviation caused by external factors, and improve the accuracy and robustness of
the actual time synchronization, we propose a method to solve the phenomenon by the
least squares (LS) algorithm. The LS algorithm is an optimization technique in statistics
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and mathematics, widely used in data fitting and parameter estimation. It was initially
proposed in the 19th century for the field of astronomy to address the problem of estimating
unknown celestial orbits from measured data. The core idea is to find the optimal model
parameters by minimizing the sum of squared errors between the observed data and the
theoretical model. It is mainly used to fit curves or lines to estimate the trend or relationship
of unknown data based on known data points. It is applicable to both linear and nonlinear
models and ensures statistical significance and computational stability by minimizing the
sum of squared residuals. The process of LS is shown in Figure 3.

Input I

v

> Determine Model I

\ 4

Update Model Establish Loss Function I

v

Calculate Fitting Residualsl

v

Get Optimal Parameters I

v

Output I

Figure 3. The process of least squares.

The first step is to acquire data. First, collect observational or experimental data for
fitting to form a set of sample points, such as (x1, 1), (X2,¥2), ..., (Xn, ¥n), where x; and y;
represents the observed value of the independent variable and the corresponding observed
value of the dependent variable, respectively. Then, perform simple preprocessing on the
collected data, such as removing or correcting outliers and eliminating noise, to ensure the
quality of the acquired data. Preprocessing helps improve the final model fitting effect.

The second step is to determine the model. Specifically, the appropriate model is
selected according to the characteristics of the data. LS generally includes a linear model
and nonlinear model. A linear first-order model can generally be expressed as follows:

y=ax+b (@)

Furthermore, taking the commonly used polynomial model as an example, a nonlinear
model can generally be expressed as follows:
y= Anx™ + a4 A ax +ag 2)

It is worth noting that the order of the model is constantly optimized based on the
data results.
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The third step is to establish the loss function. In order to measure the effect of model
fitting, the deviation between the observed data and the model prediction is usually defined
as a loss function. It can be expressed by

L=Y [(vi— f(xi;an an-1,...,a0)] 3)
i=1

where L represents the loss function, y; represents the acquired data, and f(x;; an, an_1, - - .,a0)
represents the output of the model. Subsequently, the corresponding parameters are solved
based on the loss function. In order to minimize the difference between the predicted value
and the observed value, we need to take the partial derivative of each parameter and set it
to zero. Therefore, the following equations can be expressed by

oL L "
Ey -2 Z[f(xi;ﬂn,ﬂn_1,---,ﬂo)] * X}
fIn i=1
oL L
=2 p 1. n-l
aan—] izzl[f(xlr An, An—1, /ﬂo)] * xl
(4)
JL 1
— =-2 i IR P i
8111 izzl[f(xlr An,0n—1, /QO)] * Xj
oL L
= 2 Y Uf (xi;an, an-1, - .., a0)]
fIn i=1

The fourth step is to calculate the fitting residuals, which represent the difference
between the actual data and the fitted model, to evaluate the accuracy of the fitting. Here,
the evaluation metric we use is the Mean Square Error (MSE).

Finally, the above process is repeated many times, and the optimal output is obtained
by constantly updating the model.

3. Simulation and Results

According to the above experimental structure, we carried out the following simula-
tion. First, a random pulse signal with a frequency of 5 MHz and a duty cycle of 20% is
generated, and its waveform is shown in Figure 4a. To replicate the transmission process
in a realistic manner, we incorporate several key factors that commonly affect fiber-optic
communication channels. First, typical signal losses are introduced into the fiber channel.
These losses are modeled using the actual fiber attenuation coefficient, where the power
reduction over distance is represented mathematically by an exponential attenuation func-
tion. This accounts for the inherent loss in optical power as the signal propagates through
the fiber. In addition to signal attenuation, we simulate time delays and phase jitter caused
by environmental influences. Specifically, randomly distributed delays are introduced
to emulate the impact of ambient temperature fluctuations, mechanical vibrations, and
other external perturbations on the signal propagation speed. These delays are randomly
drawn from a pre-defined distribution that captures the variability observed in real-world
scenarios. Phase jitter, representing rapid, small deviations in the phase of the signal due
to similar environmental factors, is also incorporated to simulate its adverse effects on
synchronization and signal integrity. By introducing these impairments, the simulation
environment closely resembles actual operating conditions. The combination of optical loss,
random delays, and phase jitter creates a comprehensive scenario that allows us to evaluate
the effectiveness of the proposed pulse signal recovery method under practical constraints.
This detailed setup ensures that the simulation results provide meaningful insights into
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the performance of the system in real-world deployments. Figure 4b shows the waveform
of the ideal received signal with delay. At the receiving end, we use the sampling rate of
1 Gsa/s to sample the received signal, and the sampled waveform is shown in Figure 4c,
from which can clearly see the attenuation and noise caused by channel transmission.

i
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Figure 4. (a) The waveform of the initial signal. (b) The waveform of the ideal received signal with
delay. (c) The waveform of the actual received signal with noise.

For the collected signals, we applied the LS process shown in Figure 3. By computing
the fitted curve from the model and evaluating the fitting error against the predefined MSE
threshold of 10—, we iteratively updated the model. Through this process, a fourth-order
polynomial LS was selected, yielding the optimal parameters for the current model. The
comparison of different waveforms after fitting is shown in the Figure 5. Among them,
the blue solid line represents the initial signal sent, the orange solid line represents the
ideal received signal, the yellow solid line indicates the signal received by external factors
with delay, the purple solid line indicates the signal actually received with noise, and the
final green solid line indicates the signal after LS processing. In order to make a more
intuitive comparison, we have specially inserted an enlarged image of one of the pulses
in the diagram. It can be seen that the waveform after LS is closer to the orange solid line
than the actual received signal, which is the ideal received signal. It can be seen from this
that LS has a good performance in terms of time compensation.

I
Initial signal
Ideal received signal
Ideal received signal with delay
Actual received signal with noise
Actual received signal with noise after fitting
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Figure 5. Comparison of different signal waveforms.

In addition to LS, the Gardner time recovery algorithm is also employed as a bench-
mark for comparison. Gardner’s algorithm [38] is a widely adopted method in synchronous
communication systems, particularly for its simplicity and efficiency. The core idea of Gard-
ner’s method lies in estimating the timing offset by identifying the zero-crossings of the
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derivative of the received signal, with the goal of minimizing the timing error. This is
achieved through a feedback loop that continuously adjusts the clock phase to align with
the incoming signal. Despite its advantages in terms of computational simplicity, Gardner’s
algorithm is highly sensitive to noise and may struggle with complex distortions in the
received signal.

To further analyze the effectiveness of LS processing, we compared it with the Gard-
ner time recovery algorithm. The specific evaluation method is as follows: after the LS
processing, we obtain the function expression of each pulse signal. At the same time, we
find the maximum value of the actual received signal with noise in the same period. We
record its sampling position and value as (X1, Ymax). We put the value into the function
and compute a new sampling position x,. Because our sampling rate is 1 Gsa/s, the
time interval between each sampling point is 1ns, so the corresponding improved time
synchronization accuracy is (x; — x1)ns. The improved accuracy of the whole received
signal through LS is shown in Figure 6. Similarly, for the Gardner algorithm, before and
after clock recovery, we also obtain different sampling values. The method for calculating
the improved time precision for these different sampling values is the same as for LS. The
improved accuracy of the whole received signal through the Gardner algorithm is also
shown in Figure 6. It can be clearly seen that through LS processing, according to the
calculation method proposed before, each pulse has improved the time accuracy at the ns
level compared with the original. It can be clearly seen that, while both the LS and Gardner
methods contribute to time recovery, LS demonstrates superior adaptability and robustness.
According to the calculation method proposed before, LS has improved the time accuracy
at the ns level compared with the original. Although Gardner can sometimes improve time
precision to the nanosecond level, the overall precision enhancement is significantly lower
than that achieved by LS. Moreover, in some cases, the improvement achieved by Gardner
is even at the us microsecond level.

10 : T T
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o Gardner algorithm O
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m
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Figure 6. The description of the time accuracy that can be improved after the LS and
Gardner algorithms.
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4. Conclusions and Discussion

In this paper, we propose a new feasible method to complete time compensation
to improve the accuracy and robustness of time synchronization. Based on the actual
experiment process, we analyzed that in theory even under the guarantee of accurate
time synchronization, once the deviation of the time synchronization system was caused
by external factors, the final data would not be accurate. Therefore, we propose a novel
time compensation method based on LS to address the above challenges. By fitting the
received data, the method can estimate the ideal time value effectively, and then realizes
the accurate prediction of synchronization state. Specifically, this paper simulates the
whole process. By comparing the difference between the actual received data and the
data after LS processing, the results show that we can compensate for this part of the
deviation and improve the time synchronization accuracy at the ns level. In comparison,
the Gardner algorithm, a traditional clock recovery method, was also tested under the
same conditions. While Gardner showed improvements in time accuracy in some cases, its
performance was generally less effective, with time compensation sometimes limited to the
us level. This difference highlights the superiority of the LS-based method in achieving
higher precision and handling severe interference scenarios. Based on the improved
time synchronization accuracy, it can directly support the higher running data rate in the
synchronous communication system. Specifically, by compensating for nanosecond time
deviations, the system can handle narrower pulses, which is essential to support higher
frequency communications. In high-speed systems, even small time synchronization errors
can lead to significant sampling errors, as is evident from our analysis. This method has
the accuracy of nanoseconds and is convenient for the operation of a GHz synchronous
communication system. However, the exact increase in data rate depends on several
factors, such as modulation scheme, signal quality, channel conditions, and detection
capabilities. These factors can be explored in future studies to quantify the precise impact
on the operational data rate.

In conclusion, this innovative LS-based method not only significantly enhances the
accuracy and robustness of time synchronization but also provides a feasible solution
for ensuring reliable data reception in various application scenarios. By outperforming
traditional methods like Gardner, the proposed approach offers a promising pathway
for advancing high-performance synchronous communication systems and high-speed
communication systems.
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