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Abstract

:

The prediction of the equilibrium and metastable morphologies during the solidification of Ni-based superalloys on the mesoscopic scale can be performed using phase-field modeling. In the present paper, we apply the phase-field model to simulate the evolution of solidification microstructures depending on undercooling in a quasi-binary approximation. The results of modeling are compared with experimental data obtained on samples of the alloy Inconel 718 (IN718) processed using the electromagnetic leviatation (EML) technique. The final microstructure, concentration profiles of niobium, and the interface-velocity–undercooling relationship predicted by the phase field modeling are in good agreement with the experimental findings. The simulated microstructures and concentration fields can be used as inputs for the simulation of the precipitation of secondary phases.
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1. Introduction


Ni-based superalloys are important due to their mechanical properties, especially due to their high mechanical strength and high creep resistance at elevated temperatures [1]. As a particular case of Ni-based superalloys, Inconel 718 (IN718) is studied for microsegregation and primary crystal microstructure [2]. High mechanical strength obtained after proper heat treatment of IN718 is due to solution hardening by Cr, Mo, and Nb, as well as age hardening. The high creep resistance of this alloy is due to the sluggish diffusion of alloying elements and the hindered motion of dislocations in the presence of a high density of chemically ordered and coherent   γ ′  -precipitates. IN718 has a typical polycrystalline microstructure (unlike advanced single-crystal-type superalloys). Offering good machineability and hard workability, which are two crucial processing routes achieved through casting, heat treatment, and creep-tests, rapid solidification behavior and microstructure formation in various additive manufacturing (AM) technologies [3] require its thorough study.



Experimental and modeling studies have made it possible to purposefully obtain a predictable microstructure of the alloy. In particular, the microstructure of IN718 was analysed by phase field model [4,5,6,7,8,9,10,11]. This modeling technique has been applied to the solidification of IN718 in additive manufacturing [4,7,8,9], directional solidification [10,11], and laser treatment of various samples [6]. In many cases, the phase field model has been coupled with CALPHAD-based methods [12] and shows pronounced chemical segregation of IN718 elements within the dendrite stems [4,7]. Taking multicomponent extension to IN718 [5] into account, Guillemot et al. [13] advanced the phase field modeling methodology and obtained results for the region of so-called quasi-rapid solidification (the terminology of Pinomaa and Provatas [14]).



The main goal of the present study is to reach quantitative consistency between experimental data and theoretical modeling results for the primary solidification of IN718. The results of the present study are related to




	
Concentration profiles through dendrite arms spacing;



	
Dendrite arms spacing in the dendritic structure;



	
Quantitative estimation of dendrite growth kinetics for samples solidified from different undercoolings.








In the present work, experimental results are compared with the verification of theoretical predictions for samples processed using the electromagnetic levitation (EML) technique and in modeling using the phase field model (PFM) of dendritic solidification.




2. Modeling


In the present work, we use a nominal content of IN718 given in Table 1. Because the equilibrium high-temperature phase is the Ni-based face-centered cubic (FCC)  γ -phase, the only relevant phase transformation, which is studied numerically in the present work, is the solidification of liquid-to-FCC  γ -phase. From experimental data described in our common experimental paper [15], we used concentration profiles to characterize chemical microsegregation, average distances between dendritic main stems, and dendrite growth velocity for different values of undercooling.



In more specific explanations of our experimental results and techniques, we should mention that the electromagnetic levitation (EML) facility is a specially designed apparatus to study the melting, solidification, crystallization, and phase transitions of materials without the influence of the container and gravity, which provide the possibility for a deeper understanding of fundamental behavior of materials and lead to technological advances in various fields [16,17]. In order to capture the movement of the growth front during the recalescence event, a high-speed camera is positioned at the observation window. At the same time, an infrared pyrometer is employed to record the temperature history for undercooling calculation after calibration [18,19]. The solidified microstructure of samples was analyzed using scanning electron microscopy (SEM) in the back-scattering mode. The line intercept method was then utilized to measure both primary and secondary dendrite arm spacing. The focused ion beam (FIB) has been applied in the space between the secondary dendrite arm spacings (inside the chosen so-called “dendrite cell”) to prepare lamellae for further investigation by scanning transmission electron microscopy (STEM). The chemical microsegregation profiles have been analyzed using STEM in combination with energy-dispersive X-ray spectroscopy (EDX).



2.1. Phase Field Model


Phase field modeling of the IN718 solidification was provided using a model developed by Echebarria et al. [20,21], whose asymptotic analysis was originally derived to emulate the classical sharp interface kinetics of solidification at the solid–liquid interface. The model and its asymptotic analysis were later reformulated by Pinomaa and Provatas [14] to incorporate a chemical potential jump across the interface, from which emerge velocity-dependent corrections for the solute partition coefficient   k ( V )   and the undercooling at the interface; this makes it possible to emulate the kinetics of the continuous growth model (CGM) [22,23] derived. This becomes relevant for the proper description of the microstructure formation during rapid solidification, where solute trapping across the interface affects cellular growth modes and solute variation, which in turn dominate metal AM structures [12,24]. In the limit of slower solidification rates, the phase field model interface kinetics naturally map back onto the classical equilibrium sharp-interface model description. This is used in the present work.



The IN718 solidification is simulated by a phase field model as a dilute solution of the pseudobinary Ni–Nb alloy’s approximation. Only the diffusion of Nb is considered, and other alloying elements (Fe and Cr) act as passive elements that solely affect the material parameters and properties, such as the liquidus slope, the partition coefficient, the Gibbs free energies of phases, and the solid–liquid interface energy for the Ni–Nb pseudobinary alloy. A similar approach was used in a number of previous works [7,9,11] and proved to be satisfactory. In particular, for Fe–Cr melt (Fe and Cr are chemical components of IN718), the separation of the liquid phase using binodal or spinodal decomposition possibly existing in the deeply undercooled melt is neglected in the present work.



According to previous works [25,26,27,28], Nb is segregated into the liquid after the primary  γ -phase nucleation and controls the originating of the strengthening phase, which is formed as the secondary   γ ″  -phase. Therefore, the focus of this work is on the segregation of Nb in the IN718 superalloy since its distribution significantly influences the phase formation and mechanical properties. Despite the fact that other alloying elements, especially Ti and Mo, may influence the originating and forming   γ ″   phase, we neglect their influence on the dendritic structure in our modeling. Indeed, the diffusion coefficient of Mo is essentially smaller than Nb at the primary solidification temperature range [29]. Moreover, the chemical segregation coefficient (partitioning coefficient   k e  ) is essentially bigger for Mo than the segregation coefficient of Nb in Ni [30]. The values of the diffusion and segregation coefficients of Ti are close to those for Nb [31]; however, most of the Ti is consumed in the liquid alloy due to the formation of small TiN nitrides, but its initial content in the alloy is much smaller than the amount of Nb, so the tendency of Nb to segregate the liquid phase is much stronger than that of Ti [30]. Therefore, in our simulation, we neglect the Ti and Mo transport and their inhomogeneity in the first approximation of our calculations. We consider the solidification to be driven by an equilibrated external temperature field. The assumption of instantaneous thermal equilibration during the proceeding solidification is legitimated if the temperature field does not change due to the fact that the latent heat released during the phase transition is instantly distributed over the entire area. The reason for this is that the diffusion coefficient of chemical elements is typically a few orders of magnitude slower than the diffusion of heat. Thus, the conditions for the isothermal crystallization can be satisfied. As a final simplification, we also assume that convection does not affect the solidification.



We shall compute the evolution of the Nb concentration c and the order parameter  ϕ , which denotes the phase field defining whether the material is liquid (  ϕ = − 1  ) or solid (  ϕ = 1  ). Using the prescribed assumptions, the evolution equations that were proposed in [14,20] for two-dimensional formulation used in 2D numerical simulations are set as follows:


     τ   ∂ ϕ   ∂ t   =     ∇ ·  W   ( n )  2  ∇ ϕ +  ∂  ∂ x      | ∇ ϕ |  2  W  ( n )    ∂ W ( n )   ∂    ∂ ϕ   ∂ x       +  ∂  ∂ y      | ∇ ϕ |  2  W  ( n )    ∂ W ( n )   ∂    ∂ ϕ   ∂ y                 + ϕ −  ϕ 3  −  λ  1 −  k e      ( 1 −  ϕ 2  )  2    e u  − 1 −    T l  − T    |  m l e  |   c l 0     ,     



(1)






       ∂ c   ∂ t   =     ∇ ·   D L  c q  ( ϕ )  ∇ u +  a t   W 0   ( 1 −  k e  )   e u    ∂ ϕ   ∂ t     ∇ ϕ   | ∇ ϕ |    ,     



(2)






   e u  =  c  c  e q    ,   c  e q   =   1 +  k e  −  ( 1 −  k e  )  h  ( ϕ )   2  ,  



(3)






  h  ( ϕ )  = ϕ ,  q  ( ϕ )  =  1  c  e q       1 − ϕ  2  +   1 + ϕ  2    D S   D L    ,  



(4)






  a  ( n )  =  1 − 3  ϵ c    1 +   4  ϵ c    1 − 3  ϵ c     (  n x 4  +  n y 4  )   ,  



(5)




where   τ ( n )   is the anisotropic interface attachment time scale   τ  ( n )  =  τ 0   a 2   ( n )   ;   W ( n )   is the anisotropic interface width   W  ( n )  =  W 0  a  ( n )   ;   n = −   ∇ ϕ   | ∇ ϕ |     is the unit normal to the interface;   a ( n )   is the dimensionless anisotropy function, whose explicit form is represented in Equation (5);  λ  is the coupling constant; T is the temperature;   T l   is the liquidus temperature;   m e l   is the equilibrium liquidus line slope;   D L   and   D S   are the liquid and solid diffusion coefficients, respectively;   c o l   is the nominal Nb composition; and    a t  = 1 /  2  2     is the antitrapping coefficient. The relation of physical parameters used in Equations (1)–(5) are summarized in the following paragraphs and in Table 2, where details of computational solutions and numerical grid spacing are represented.



For the quantitative analysis of the model, the thin interface limit of the above phase field model is performed by using the well-established parameter relationships derived in Refs. [20,21,32]. Specifically, the parameters   W ( n )  ,   τ ( n )  , and  λ  are related to the solutal capillary length   d o   and kinetic coefficient  β  according to the following equations:


   d o   ( n )  =  a 1    W ( n )  λ  ,  β  ( n )  =  a 1     τ ( n )   λ W ( n )   −  a 1   a 2    W ( n )   D L    ,  



(6)




where   a 1   and   a 2   are the constants from the asymptotic analysis that depend on the chosen interpolation functions. For   h ( ϕ )   and   q ( ϕ )  , given by Equation (4), they are


   a 1  = 0.8839 ;   a 2  = 0.6867 .  



(7)







The capillary length   d o   and kinetic coefficient  β  are anisotropic. Since the FCC phase has cubic crystal lattice, the anisotropy can be expressed [32,33] as


   d o   ( n )  =  d o  s o l    1 − 3  ϵ c  + 4  ϵ c    n x 4  +  n y 4     



(8)






  β  ( n )  =  β 0   1 + 3  ϵ k  − 4  ϵ k    n x 4  +  n y 4     



(9)




where   d o  s o l    is the magnitude of the anisotropic capillary length    d o   ( n )    and   ϵ c   is the capillary anisotropy strength. Analogously,   β 0   is the magnitude of the anisotropic kinetic coefficient   β ( n )   and   ϵ k   is the kinetic anisotropy strength.



The phase field simulations have been carried out with explicit Euler forward time stepping, with the time step size set to 0.7 of the linear stability limit for the concentration diffusion equation. That is, it satisfies the stability conditions of the finite difference scheme [34], and the estimation of the time step value can be carried out similarly to [32]. The order parameter evolution given by Equation (1) was modeled using the finite difference method, and the concentration diffusion Equation (2) was solved using the finite volume method.



Simulations of the above phase field equations were carried out using an adaptive mesh refinement (AMR) algorithm originally developed for phase-field modeling by Provatas et al. [35] and later developed for multiple-order parameter phase-field models by Greenwood et al. [36]. In AMR, the mesh is dynamically adapted to be refined around spatial locations defined by large gradients of order parameters. In this way, most of the computational cost arises near interfaces while the cost of computing at nodes in the bulk regions is significantly diminished. This greatly reduces simulation time as well as memory requirements. In this work, the smallest allowed grid spacing has been chosen to be   0.6   of the interface width, with   Δ x = 0.6  W 0   . Following Equations (6) and (7), such a choice of numeric grid is smaller than the capillary length scale:   Δ x ≈ 0.01  d 0   .



Periodic boundary conditions were used for the phase field variable  ϕ  and the concentration field c. The simulations were carried out under constant dimensionless undercoolings   Δ =    T l  − T    |  m l e  |   c l 0     . Additionally, the value of capillary length was calculated as    d o  s o l   = Γ /   ( 1 −  k e  )   |  m l e  |   c l 0     using material properties from Table 2.
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Table 2. Phase-field model parameters for pseudobinary Ni–Nb approximation of IN718.
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	Parameters
	Phase Field Model
	Ref.





	Equilibrium partition coefficient,   k e  
	   0.58   
	present work



	Equilibrium liquidus slope,   m l e  
	  − 10.5   K/wt%
	[37]



	Melting point of pure Ni,   T m  
	1728 K
	present work



	Alloy concentration,   c l o  
	5 wt%
	present work



	Gibbs–Thomson coefficient,  Γ 
	  3.55 ·  10  − 7     K· m
	[38]



	Adiabatic temperature of solidification,   T Q  
	  259.72   K
	present work



	Liquid diffusion coefficient,   D L  
	  3 ·  10  − 9     m2/s
	[39]



	Solid diffusion coefficient,   D S  
	  1 ·  10  − 13     m2/s
	[39]



	Kinetic growth coefficient,  β 
	  0.024   s/m
	present work



	Capillary anisotropy strength,   ϵ c  
	   0.012   
	present work



	Kinetic anisotropy strength,   ϵ k  
	   0.012   
	present work



	Interface width,   W 0  
	0.6  μ m
	present work









2.2. Tests


To determine the convergence of the simulation results to the experimental data, special tests of the used model (1)–(8) were carried out. The size of the computational domain and the number of perturbations on the flat front have been varied, which should grow deeper into the undercooled melt faster, forming crystalline cells and dendrites in primary solidification. In these tests, the possibility of obtaining quantitative simulation results has been established for the growth velocity and distance between the branches of primary dendrites (almost) independently of the size of the computational domain and the number of initial perturbations on the initially established planar front of solidification.



Table 3 shows the results of computation of the microstructure simulated with different number of the initial crystalline seeds at the planar solidification front with their evolution within the square domain of 614  μ m × 614  μ m. At the final stage of modeling a distance  Λ  between dendrite arms has been measured with its average values shown in Figure 1 by solid squares and indicated as “PFM mean”. It can be seen that the computed  Λ  has the same experimentally measured tendency to be increased with the decrease of undercooling.




2.3. Simulation Procedures


The simulation starts with three circular solids equidistant from each other on the left border of an elongated system. As these seeds grow, two field variables are tracked: the phase field  ϕ , and the Nb concentration c. During dendritic solidification, the solute is distributed between the solid and liquid phases; this distribution usually corresponds to equilibrium values of concentrations at low velocities, However, at medium and high velocities, the redistribution of dissolved substances may not be complete; accordingly, the compositions of dissolved substances at the interface may not correspond to the equilibrium values.



Simulations were performed until the stage of the constant growth velocity. It should be noted that we approximated the alloy IN718 to be a binary Ni-5wt.%Nb in this study, and the corresponding quasi-binary phase diagram has nearly constant liquidus slope   m l e   as well as partition coefficient   k e  . The possible formation of    Ni 3  Nb   in the intercellular regions or   γ ′  -phase formation is not treated in this paper. The materials parameters of the dilute Ni–Nb alloy are listed in Table 2.



In Figure 2 we present the simulated patterns for the lowest undercooling   Δ T = 13   K at different time steps. Nb concentration varies significantly both in the liquid ahead of the tips and between the dendrite arms. Nb is being forced out into the liquid by the growing pattern, and thus the interdendritic regions become enriched.



It can also be seen from the low undercooling simulation that Nb-rich droplets appear. Over time, these circular droplets become highly enriched by alloying components and could transform into a secondary phase. The concentration profiles through dendritic cells (including secondary dendrite arms and interdedritic spacing—see Figure 3a) at the last time step of computations are presented in Section 3.1.



The final patterns obtained for the analysis of the dendrite arm spacing, concentration, and velocities in their comparison with EML experiments are presented in Figure 4. In order to quantitatively analyze simulation results, the average distance between the tips of neighboring  γ -phase dendrite arms has been measured. The obtained values of the distance are presented in Figure 1 and described in Section 3.2 devoted to the dendrite arm spacing.



Finally, the dendrite growth kinetics is estimated by the simulating results of the phase field modeling. These results are compared with the experimental results on dendritic growth velocity obtained in the solidifying samples processed using the EML technique [15].





3. Results and Discussion


3.1. Dendrite Microstructure and Concentration Profiles


The modeled dendrite microstructure grown at various undercooling values is shown in Figure 4. It can be seen qualitatively that the microstructure becomes more dense with the increase in undercooling. This tendency shows the transition to a planar interface if the interface velocity approaches absolute chemical stability velocity [40,41].



Quantitatively, the change in the dendrite microstructure is characterized by the change in the dendrite arm spacing and the concentration profiles of Nb within the region near the tip, including a dendrite branch and a part of the interdendritic space (for undercooling   Δ T   = 13 K and 80 K) or within the “dendritic cell,” which includes two secondary branches of the dendrite and an interdendritic space (for undercooling   Δ T = 35   K in Figure 4). The areas for analysis were chosen in such a way that their position corresponded to the chemical analysis carried out experimentally [15], and the calculated dendrite arm spacing is shown in Figure 2c.



As expected, the computed profiles effectively reproduce the tendency in concentration change within every dendrite cell. Moreover, it has been found that experimental and computed profiles almost give an equilibrium segregation coefficient:    k  c a l c   = 0.58 ≈  k  e x p   = 0.58 =  k e   , where the segregation coefficients are given by the   k  c a l c   , the calculation from the results of phase-field modeling;   k  e x p   , the experimental measurements; and   k e  , the value obtained from the phase diagram Ni-Nb. This is shown in Figure 3b–d for values of undercooling   Δ T =   13, 35, and 80 K, respectively. Figure 3b shows only part of the concentration curve, which is located near the dendrite branch and the interdendritic space, obtained in a similar location as was chosen in the experiment. Assuming that at lower undercooling, the solidification path is close enough to the low-kinetic process, the distribution of Nb can be close to the equilibrium value in both the experiment and the calculations. However, the deviation of the interdendritic spacing obtained in the experiment and in the calculation can be caused by the influence of the computational domain and the number of nuclei, as mentioned earlier in Section 2.2. The quantitative difference in these profiles is related to the different spatial scales in modeling and experimentally (spatially, two-dimensional modeling and three-dimensional experimental statements), as well as in pseudobinary approximation of phase field simulations (in comparison with chemically multi-component IN718 alloy). It is possible that the phase-field simulations slightly deviate from experimental profiles due to the relatively large interface width assumed in computations, which can lead to a departure from experimentally measured concentration profiles.




3.2. Dendrite Arm Spacing


The average dendrite arm spacing  Λ  of the simulated crystalline patterns was estimated by counting the number of cells appearing in the direction perpendicular to the longitudinal growth trend shown graphically in Figure 2c. The measurements of dendrite arm spacing  Λ  were made when the dendrite tips reached 2/3 of the computational domain.



The computed  Λ  as a function of undercooling   Δ T   is presented in Figure 1, as marked by filled circles and entitled “Phase field model”. The dendrite arm spacing, as expected, shows a tendency to decrease  Λ  as the undercooling   Δ T   increases. Considering the model assumptions and the known errors in experimental measurements, one can observe that the calculated  Λ  is in good agreement with the experimental data and in consistency with the tests’ PFM mean.



As can also be seen from Section 2.2, the calculation domain and number of perturbations at the planar solidification front may significantly influence the growth of the calculated structure. The deviation of the result obtained for undercooling   Δ T = 13   K in the experiment from calculated values can be connected with the difference in the size of the calculation domain and the size of the real droplet. This problem especially, established at small undercooling requiring significant computational time and resources, should be thoroughly studied in future work.




3.3. Dendritic Growth Velocity


As can be seen in Figure 5, the phase field model satisfactorily describes experimental data up to undercooling   Δ T = 80   K. This is the regime of quasi-equilibrium dendritic growth in which the solute trapping did not essentially come into action [42]. This experimental fact is demonstrated by the concentration profiles shown in Figure 3b–d and supported by present computations of Nb distribution through the dendrite cells. Such consistency of experimental data and computational results allow us to conclude the following:




	-

	
The present model (1)–(8) adequately describes experiments without essential solute trapping,




	-

	
Based on the Ni–Nb mixture, a quasi-binary approximation to model chemical composition and crystal growth velocity in IN718 can be a reasonable approach for predicting the microstructure upon primary solidification of IN718 in diffusion-limited regime.











4. Conclusions


The phase-field model was used to simulate and analyze the patterns formed during the solidification of Inconel 718 (IN718) under different values of undercooling consistent with the solute diffusion-limited growth of dendritic crystals. The predictions of the model were made in the quasi-binary approximation of IN718 assuming the solidification of Ni–Nb alloy.



Dendrite arm spacing was estimated for the steady state regime of crystal growth in which the spacing decreases with increasing undercooling from 20  μ m at   Δ T =  13 K to 10  μ m at   Δ T =  80 K. The obtained phase field results correspond well to the experimental data (Figure 3 and may indicate the increase in the primary  γ -phase and the decrease in the    γ ″   -phase with the increase in the initial undercooling of the primary microstructure in IN718.



Nb concentrations of the dendrite cells were compared with the experimental results (Figure 3b–d). It was shown that in the range of undercooling of   Δ T =  13–80 K, the pattern formation can be predicted with an equilibrium partition coefficient. In addition, the relationship “dendrite growth velocity-undercooling” calculated using the phase-field model shows agreement at the same range of undercooling.



The simulated microstructures and the concentration fields can be used as inputs for further simulations; for example, of subsequent heat treatment. Notably, secondary phase formations between the cells may arise because the Nb-rich droplets are expected to transform into Laves phases or   γ ″   phases during the following stages of solidification in IN718. The modeling of such a phase formation is planned as a further development of the phase field model in its chemically multi-component statement with application to nickel-based superalloys.
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Figure 1. Dendrite arm spacing  Λ  that was measured as an average distance between peaks of dendrite arms as it is shown in Figure 2c. Triangles show values that were obtained using metallographic measurements in samples processed by EML. Rounds show results of PFM modeling for three initial perturbations on the planar front evolving in the computational domain ≈ 200  μ m × 1600  μ m. Black squares show calculated mean values from the test simulation obtained on the basis of PFM modeling in the computational domain 614  μ m × 614  μ m for 1.3 and 9 perturbations at the initial planar solidification front (see Table 3). 
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Figure 2. Pattern formation with undercooling   Δ T   = 13 K at different time steps (a)—0 ms, (b)—0.32 ms, and (c)—0.64 ms. The computational domain has a size of ≈200  μ m × 1600  μ m2. The distance  Λ  presents the characteristic size between dedritic arms compared with the experiment (see Figure 1). 
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Figure 3. Experimentally measured and computed profiles of Nb concentration across the dendrite cells for different values of undercooling: (a) schematic illustration of the concentration profile along the dashed line drawn through the secondary dendrite arms within the final microstructure; (b)   Δ T = 13   K; (c)   Δ T = 35   K; (d)   Δ T = 80   K. The maximum Nb-concentration belongs to the interdendritic spacing. The Minima of Nb-concentration profiles lie within the dendrite arms. 
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Figure 4. Final patterns for different undercoolings (a)   Δ T = 13   K; (b)   Δ T = 35   K and (c)   Δ T = 80   K. The computational domain has a size of ≈200  μ m × 1600  μ m. 
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Figure 5. Interface velocity V for different values of undercooling measured experimentally in solidifying samples processed in the EML facility. 






Figure 5. Interface velocity V for different values of undercooling measured experimentally in solidifying samples processed in the EML facility.



[image: Modelling 04 00018 g005]







[image: Table] 





Table 1. Inconel 718 composition in wt.%.
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	Element
	   Ni   
	   Cr   
	   Nb   
	   Mo   
	   Ti   
	   Fe   





	Sample concentration
	53–53.02
	19.4
	5.16–5.22
	2.92–2.94
	0.95
	   b a l a n c e   



	Used in this work 1
	55
	20
	5
	0
	0
	   b a l a n c e   







1 This choice for element concentrations is due to the fact that it makes it possible to simulate solidification in the temperature range close enough to real values.
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Table 3. Microstructure evolution with undercooling   Δ T = 10   K for 1, 3 and 9 seeds. Computational domain has a size of 614  μ m × 614  μ m.
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	Number

of Seeds
	Initial State
	Intermediate State
	Final State





	1 seed
	[image: Modelling 04 00018 i001]
	[image: Modelling 04 00018 i002]
	[image: Modelling 04 00018 i003]



	3 seeds
	[image: Modelling 04 00018 i004]
	[image: Modelling 04 00018 i005]
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	9 seeds
	[image: Modelling 04 00018 i007]
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