telecom

Article

Studying the Impact of Different TCP DoS Attacks on the
Parameters of VoIP Streams

Ivan Nedyalkov

check for
updates

Citation: Nedyalkov, I. Studying the
Impact of Different TCP DoS Attacks
on the Parameters of VoIP Streams.
Telecom 2024, 5, 556-587. https://
doi.org/10.3390/ telecom5030029

Academic Editor: Maurizio Pizzonia

Received: 25 May 2024
Revised: 30 June 2024
Accepted: 3 July 2024
Published: 8 July 2024

Copyright: © 2024 by the author.
Licensee MDPI, Basel, Switzerland.
This article is an open access article
distributed under the terms and
conditions of the Creative Commons
Attribution (CC BY) license (https://
creativecommons.org/licenses /by /
4.0/).

Faculty of Engineering, South-West University “Neofit Rilski”, 2700 Blagoevgrad, Bulgaria; i.nedqlkov@swu.bg

Abstract: In today’s digital world, no one and nothing is safe from potential cyberattacks. There
is also no 100% protection from such attacks. Therefore, it is advisable to carry out various studies
related to the effects of the different cyberattacks on the performance of the specific devices under
attack. In this work, a study was carried out to determine how individual TCP DoS attacks affect the
parameters of VoIP (Voice over IP) voice and video streams. For the purpose of this work, a model
of a simple IP network has been created using the GNS3 IP network-modeling platform. The VoIP
platform used was Asterisk Free PBX. Tools from Kali Linux were used to implement the individual
TCP DoS attacks; IP-network-monitoring tools and round-trip-delay-measurement tools were also
used. The proposed study is applicable to multiple VoIP platforms wherein voice and video traffic
are passed/processed by the VoIP server. From the obtained results, it was found that Asterisk Free
PBX is very well secured against TCP DoS attacks, which do not affect the platform performance
or the parameters of the voice and video streams. The values of the observed parameters, such as
jitter, packet loss, round-trip delay, etc., are very far from the maximum allowable values. We also
observed a low load on the CPU and RAM of the system during the whole study.

Keywords: Asterisk Free PBX; DoS attacks; GNS3; jitter; modeling of IP networks; network monitor-
ing; packet loss; VoIP; voice streams; video streams

1. Introduction

DoS (Denial of Service) attacks are becoming more frequent. These attacks are probably
the easiest type of attack to carry out. Any device that has an embedded web server (runs
requests) can be affected by a DoS attack as long as it has network functionality—it can
connect to IP networks or the Internet. These devices can be various power electronic
devices, IoT (Internet of Things) devices, cyberphysical systems, etc. An attack may cause
very serious problems and consequences; take, for example, an attack on a power electronic
device that is used by a telecommunications operator to remotely control the power supply
(PDU—Power-Distribution Unit) of various communication devices (such as routers or
switches). The remote switching on/off (hard restart) of the devices, in case of a detected
problem with the operator’s communication network, would not be possible if the device
were to be affected by a DoS attack. As a result of the attack and the inability to remotely
reboot the communication device, the telecom operator will begin to suffer losses and
customer dissatisfaction will build due to problems with the network caused by an attacked
PDU device. Of course, there are different methods and techniques to protect against this
type of attack, such as the following;:

Network segmentation by creating VLANSs and using hardware firewalls;
Load balancing—distributing traffic across multiple servers;
Blocking traffic from known or suspected IP addresses that have been linked to DoS
attacks in the past or present;

e Limiting the speed of the traffic, which can prevent a DoS attack from overloading
the server;
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e  Using Content Delivery Networks (CDNs)—this distributes the content of the website
across multiple locations; thus, a DoS attack could not bring down the entire site.

The consideration of these methods and techniques of protection is not the subject
of this work. The aim is to observe what happens to an attacked device during a DoS
attack and how the attack affects the performance of the device. It is interesting to perform
research aimed at monitoring what happens to the attacked device during a DoS attack in
order to study the results of these attacks in more detail [1-12].

The question everyone would ask is how to implement such a study. Of course, the
best option is to create an experimental IP network and to run various tests with DoS attacks
on different devices on the network and observe what happens. An even better option
is to use a working network wherein the device under study is connected and attacked.
However, here, there would be two main problems: first, there is a danger that the attack
could get “out of control”, i.e., affect other working devices, and, secondly, no one would
allow such a study on a working network. Therefore, the most convenient way to carry
out such studies is through modeling or by using IP network-modeling platforms [13-30].
Through the use of IP network-modeling platforms, several problems are solved:

e It solves the problem wherein the expensive physical network devices needed for
experimental networks are not available;

e  The modelled experimental network is completely closed. Thus, studies of different
attacks will be 100% controllable and there is no danger of the attacks going outside
the controlled area.

What is the need for such a study? First, it is interesting to observe if and how different
TCP DoS attacks change or influence the parameters of VoIP voice and video streams in
some way while the VoIP server is being attacked. Additionally, the study will test whether
the studied VoIP server provides any protection from DoS attacks. A question arises as to
the importance of studying a VoIP server under DoS attack, as voice traffic is exchanged
directly between the IP telephones (software or physical) and is not passed /processed by
the VoIP server. This is the case, but there are VoIP servers wherein the voice and video
traffic are passed/processed by the VoIP server. This study is about those VoIP servers,
wherein the voice and video traffic are passed/processed by the server.

In this work, a simple model consisting of an IP network composed of several users, a
VoIP server, and an attacker located in an external network has been created. The GNS3
IP network-modeling platform, Asterisk Free PBX, Kali Linux and network-monitoring
tools have been used for the purpose of the study. Asterisk Free PBX is one of the VoIP
servers described above, wherein voice and video traffic are passed/processed by the
server. The research was carried out in two parts. Initially, only voice traffic was exchanged
between subscribers in the network, and in the second part, video traffic was exchanged
between two subscribers. During all the conversations (voice and video calls), Kali Linux
continuously attacked Asterisk with various TCP DoS attacks. Finally, an analysis of the
obtained results was carried out.

This article has the following structure: Section 2—Related work; Section 3—Modeling
platform, tools and research methodology; Section 4—Results and discussion; and
Section 5—Conclusions.

2. Related Work

In [31], the authors propose their mechanism for protecting SIP (Session Initiation
Protocol) from attacks, which aims to detect vulnerabilities in lesser-known features of the
protocol. For the purpose of the study, the authors used a virtual machine equipped with
Trixbox, an Asterisk-based IP-PBX system that served as the attack target, and softphones.
Asterisk was affected by SIP-DRDoS (Distributed Reflection Denial-of-Service) attacks;
thus, the authors verified the effectiveness of their protection mechanism. These attacks
bypassed any defenses such as firewalls, IDS/IPS (Intrusion Detection system /Intrusion
Protection System), control lists, etc. As a result of the attack, the CPU was overloaded
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multiple times. The proposed protection mechanism reduced the CPU load and the impact
of the attack on the system.

In [32], the authors propose a new protocol for SIP security—secure SIP (S-SIP). The
proposed protocol was based on a thorough literature review performed by the authors,
which examines different ways to secure the SIP protocol. For the purpose of the research
and to prove the feasibility of the developed protocol, the authors created an experimental
network in which they carried out various experiments. The results show that the proposed
protocol offered more security capabilities and imposed a lower computational load.

In [33], the authors propose a method for DDoS-attack (Distributed Denial of Service
attack) detection based on the Deep Packet Inspection (DPI) method for packet analysis (a
kind of an intrusion-detection system). Through this method, certain information (attack
signatures) was extracted from the packets. Using this information, new rules were applied
to detect VoIP DDoS attacks. For the purpose of the study, the authors used Asterisk
FREE PBX. The experimental studies confirmed that the use of the IDS system prevented
DDosS attacks.

In [34], the authors review different methods for detecting DoS and DDoS attacks
applied to SIP and classify them based on different factors. Furthermore, the authors
explore the strengths and weaknesses of these methods. Finally, the authors provide a
discussion of how to improve the reviewed methods and propose future research directions
to build more effective solutions for detecting DoS and DDoS attacks.

In [35], the authors propose the use of a deep-learning model based on Recurrent
Neural Networks (RNNs) to detect low- and high-intensity DDoS attacks. To prove the
feasibility of the proposed method, the authors used real traffic traces (SIP messages) that
were “injected” with malicious messages. Based on the obtained results, it was proved that
the proposed method had high detection accuracy and low detection times.

In [36], the authors provide an in-depth review of the most-used IDS/IPS systems,
with a corresponding analysis for each system considered. From the analysis carried out
by the authors, it was found that eDAIT and the e-GAP performed the best out of all the
reviewed models.

In [37], the authors developed a Support Vector Machine (SVM) learning algorithm
for detection and prevention, which was used to detect DoS attacks. To validate the
applicability of the algorithm, the authors used IP-PBX real-time traffic datasets. The
obtained results, such as high detection rate, low execution times to classify the attack, low
rates of false negatives, and other findings proved the applicability of the algorithm.

In [38], the author again proposes the use of deep-learning and entropy techniques to
detect DDoS attacks in SIP-based systems. The proposed algorithm was a combination of
deep-learning convolutional neural networks and a stacked bidirectional long short-term
memory network. To validate the applicability of the algorithm, the author used a dataset
of different types and intensities of DDoS flooding attacks. The proposed algorithm proved
its feasibility by achieving high detection rates and low attack-detection times.

In [39], the authors extensively review various technologies and methods for early
warning of a DoS attack on a VoIP network intended to protect the users/administrators of
the attacked VoIP network from a DoS attack. Additionally, the authors discuss various
vulnerabilities in VoIP networks and tests to detect those vulnerabilities.

In [40], the authors consider caller-ID (caller-identification) spoofing attacks because
through these attacks, an attacker can very easily access important information transmitted
over SIP. Due to the fact that these attacks can take place only in a closed system (VoIP
network only), they are not a subject of research and therefore, solutions to deal with these
attacks are few. Therefore, the authors propose Blockchain-Based Caller-ID Authentication
(BBCA), their blockchain-based defense mechanism, to prevent these attacks.

In [41], the authors propose the use of machine learning as a replacement for rule-
based systems to detect DoS attacks. For the purpose of the study, the authors created
an experimental setup in which both useful traffic and traffic caused by a DoS attack
was exchanged. Through this setup, the authors investigated the effectiveness of certain
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machine-learning methods for classifying traffic (useful or dangerous traffic) based on the
extracted information.

In [42], the authors propose a new type of SIP-based attack—Distributed Reflection
Denial-of-Service (DRDoS). The purpose of this new attack was to expose the little-known
capabilities of the SIP protocol. Additionally, the authors developed a simulator for these
attacks, called Mr. SIP, which was used to generate the attack. The attack developed by the
authors increased the CPU load of the attacked VoIP server dramatically, by up to 100%.
Furthermore, due to the structure of the newly created attack, it could not be recognized as
an attack, so it could not be filtered by firewalls, IDS/IPS systems, traffic-anomaly-detection
systems, etc. The authors propose a defense mechanism for their attack that reduced the
increase in CPU load during the attack from up to 100% without the protection mechanism
to up to 18%.

In [43], the authors consider Distributed Denial of Service (DDoS) threats, specifically
INVITE flooding attacks. To detect these attacks in time, the authors propose the use
of a GRU-based Intrusion-Detection System (IDS). This GRU-based Intrusion-Detection
System (IDS) was based on recurring neural networks, which process the SIP traffic in real
time and efficiently identify attack patterns in the traffic. The ability of the developed IDS
to capture temporary dependencies increased the accuracy with which it classified and
detected attack behaviors.

In [44], the authors provide a thorough review of methods to secure VoIP platforms.
The result of their study was that the existing ways to secure such systems are mainly
focused on securing the network layer, while there are not enough measures aimed at
securing SIP-based real-time VoIP communication at the application level. The goal set by
the authors was to improve the security of the communication in VoIP systems by studying
key technologies for detecting network attacks targeting SIP-based calls.

In [45], the authors propose the use of an IDS system they developed that verifies
the content of the SIP messages in the processed traffic. The rule definition was applied
to intrusion detection, sending fake SIP denial-of-service messages, and flooding with
incorrect packets. The data collection to verify the developed IDS system was carried out
in two stages; in the first stage, the VoIP system was not attacked, and in the second stage,
it was attacked. The tests showed that, when using the k-nearest neighbors, the developed
IDS system had the highest detection accuracy, at 99.8%.

In [46], the authors propose the use of a novel framework called “Call Me Maybe”,
which uses a combination of delay measurement and dynamic protocol switching to prevent
DoS attacks in a VoIP system. The authors’ proposal is to switch (change) the transport
protocol for voice traffic from User Datagram Protocol (UDP) to TCP (Transmission Control
Protocol) when the system is subjected to DoS attacks. Validation of the applicability of the
proposed framework was accomplished through an established simulation model.

As can be seen from the reviewed works of other authors, as well as from studies
not presented in this work, authors mainly propose methods, techniques, or algorithms
to detect DoS/DDoS attacks or propose a mechanism to protect against such attacks or
improve the protection of the SIP protocol. However, no study has been done on the impact
of the DoS attack itself on the quality of the voice and video streams during an attack on a
VoIP server through which VoIP streams are processed/exchanged.

3. Modeling Platform, Tools, and Research Methodology Used
3.1. Modeling Platform Used

The IP network-modeling platform used was GNS3 [47]. This platform has many
capabilities, such as working with virtual machines; working with disk images of operating
systems of real network devices; integration with various tools for monitoring the traffic in
the modeled network; the ability to create models of IP networks with arbitrary sizes and
numbers of devices, and many other features. The platform is completely free and is used
by many of the world’s leading network-equipment manufacturers and ICT (Information
and Communications Technology) companies. The main requirement when using this
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platform is that the computational capabilities of the workstation on which the networks
will be modelled should be as high as possible. For this work, a dual-processor workstation
with two 18-core processors or a total of 72 logical processors and 192 GB of RAM was used.

3.2. Tools Used
The tools used were as follows:

e  Kali Linux (2024.2): this operating system and the multitude of different built-in tools
were used for various tests/studies related to determining the level of network security
and vulnerability testing [48];

e  Wireshark (version 4.0.7): this network protocol analyzer can “capture” all exchanged
packets between network devices in an IP network [49]. Due to its integration with
GNS3, all nodes in the modeled network can be monitored through Wireshark. This
tool “captured” all packets that were exchanged between Asterisk and the users;

o  Colasoft Capsa Free (version 11.1): this network analyzer was used to monitor the
traffic by displaying information about generated traffic, number of TCP packets,
traffic generated by certain protocols, and other traffic-related factors [50];

e  Colasoft Ping Tool (version 2.0): a tool that can be used to measure in real time the
value of the round-trip delay [51]. The results of the measurement can be used to make
graphs to show how the round-trip delay changed over a given period of time.

3.3. Research Methodology

As mentioned above, the study is divided into two parts.

In the first part, only voice traffic is exchanged between the virtual users in the
modeled network. The virtual users are implemented using the hypervisor program
VMware Workstation Pro 17 [52]. The Windows 10 [53] operating system was installed
on these virtual machines. To be able to build VoIP connections between individual
Asterisk subscribers, Linphone software for desktop [54] was installed on each of the virtual
operating systems. The conversations were grouped into four parts of approximately ten
minutes per conversation. During each of the conversations, Kali Linux attacked the
Asterisk Free PBX with different TCP DoS attacks: first with TCP SYN flooding; then with
TCP ACK flooding; then with TCP RST flooding, and finally with a TCP FIN flooding
attack. The size of the packets was set to 900 bytes. This is the maximum packet size that
the modeled network devices in the network can process. The inability to process more
traffic is due to limitations in the used disk images made by the manufacturers. The packets
were sent approximately every 10 us.

In the second part of the study, only video calls were exchanged between two sub-
scribers (because I have only two webcams). The video calls were grouped into four parts
of about 10 min per video call. During each of the calls, Kali Linux attacked the Asterisk
Free PBX with different TCP DoS attacks: first with TCP SYN flooding; then with TCP ACK
flooding; then with TCP RST flooding, and finally with a TCP FIN flooding attack.

The monitoring was performed using Wireshark, which integrates with GNS3. This
functionality makes it possible to observe absolutely all possible links in the modelled
network. For the purpose of the study, only the link between Asterisk_Free_PBX and
Switch2 was monitored. Only this link was chosen for monitoring because the traffic
that is generated by Kali Linux (the various TCP DoS attacks), as well as the voice/video
traffic that is exchanged between individual users on the network, passes through this
link. As mentioned above, on Asterisk Free PBX, the voice and video traffic pass through
the VoIP server, not just between individual subscribers. Because Wireshark was used
in both studies, all packets that were exchanged between Asterisk, the virtual users, and
the Kali Linux were captured. Once the study was completed, the Wireshark function for
studying RTP streams was used to analyze the voice and video streams. Using this function
of Wireshark, the observed parameters were analyzed and the impacts of various TCP DoS
attacks were evaluated. The parameters observed were jitter values and packet loss.
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During all the calls (voice and video), the round-trip delay (RTD) between each of the
virtual users and Asterisk was continuously measured. The purpose of this measurement
was to observe what happened to the connection between individual subscribers and
Asterisk when the VoIP server was subjected to individual TCP DoS attacks—whether the
connection broke down or the delay became too huge to be measured, etc.

Using the free Colasoft Capsa software, it was possible to monitor the traffic coming
in/out of the Asterisk Free PBX network interface in the modelled network. The parameters
monitored were the number of individual types of TCP packet and the amount of traffic
processed by Asterisk. Monitoring the values of the individual types of TCP packet made it
very easy to detect the occurrence of a TCP DoS attack, the occurrence of a successful TCP
session, and other events related to this study. The amount of traffic processed showed
the total traffic (voice/video traffic as well as TCP DoS flooding) that the VoIP server had
processed. This information was used as a visual representation of how much information
Asterisk had to process.

4. Results and Discussion

It should be mentioned that the presented research examines the impact of standard
TCP DoS attacks on the performance of Asterisk Free PBX. The attacked device was Asterisk
itself, which was considered as a network device, i.e., the VoIP server itself was attacked,
not specific elements of it, as in scenarios other authors have examined in their work and
research. The VoIP server was subjected to “standard/ordinary” DoS attacks without
modification to the contents of the attack packets, as in scenarios some of the authors

have examined in the other works mentioned above. Figure 1 presents the topology of the
modeled IP network.

Kali_Linux

VM_1

vm o &

R1
vM_2 ~ g1/0

g g2/0
/

. 1 i
\ez , e3 switch2 | e Asterisk_Free_PBX
Switch1 p—> = —_— :-.:
e4 e0 €2
el
vM_3 / e0

i

1
w0

Figure 1. Topology of the modeled network.

The experimental network was composed of two switches (Switchl and Switch2). EO
to E4 are the ports of the switches to which the VMs, Asterisk and router (R1) are connected.
g/1/0 and g2/0 are the router ports to Kali Linux and Switch2 are connected. R1 is an
emulated disk image of an operating system of a real router through which a connection to
other networks was simulated. Four users (VM_1, VM_2, VM_3, and VM_4) represented
four virtual machines with software phones installed on them. The virtual machines were
created using hypervisor software. The IP PBX under study was an Asterisk Free PBX,
which was also installed on a virtual machine using hypervisor software. The built-in
firewall was enabled in the Asterisk settings. Kali Linux was deployed on some other,
external network. Kali Linux itself was also installed on a virtual machine.
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4.1. Results for Only Voice Streams

Figure 2 represents the number of different TCP packets sent during normal operation.
The x-axis represents time, and the y-axis represents the number of TCP packets. As can be
seen from the graphs in normal operation mode, when the system was not under attack,
there were only a few TCP packets; the presented result is for when the Asterisk settings
were accessed through a browser and the page was loaded. There was a successful TCP
session. Prove of this statement is the presence of TCP FIN packets, which were sent when
the TCP session was closed from one of the two sides.

-@- TCP SYN Sent -@- TCP SYNACK Sent

Global - TCP FIN Sent (Count)

© = N W s o»

Global - TCP RST Sent (Count)

-@- TCPFIN Sent

L7
-
© = N W s o»

-@- TCP RST Sent

Figure 2. Number of different TCP packets sent during normal operation.

Figure 3 provides the summarized results of the voice traffic exchanged in both
directions between VM_4 (10.10.10.2) and VM_3 (10.10.10.6). As can be seen from the
results, the traffic was passed through and processed by Asterisk (10.10.10.5). For all
subsequent similar figures, the designations are: SSRC—indicates the synchronizing
source. Max Delta is the difference between the arrival of one packet and the arrival of
the previous packet; Max jitter is the maximum measured jitter for the entire duration
of the call; Mean jitter is the average value of the jitter for the entire duration of the call;
Max skew is the maximum distortion; RTP packets is the number of RTP packets; Lost
is the percentage of lost packets out of the total number of packets; Seq error indicates
errors in TCP/UDP sessions; Start at indicates at which moment the corresponding studied
voice/video stream starts; Duration is the duration of the studied voice/video stream;
Clock drift shows what the deviation from the clock frequency is; Freq Drift shows what
the deviation from the sample rate is. In this article, only max jitter, mean jitter and
packet lost will be monitored. Figure 3a shows the summarized results for the voice stream
exchanged between VM_4 and Asterisk, and Figure 3b shows the summarized results for
the voice stream exchanged between VM_3 and Asterisk. In terms of the mean jitter, both
streams were within the norm, where the maximum allowed value is 30 ms [55,56]. The
maximum jitter values were also within the norm. No packet losses were observed.
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10.10.10,2:17078 —
10.10.10.5:18134

Reverse Forward Reverse

10.10.10.5:18134 — 10.10.10.5:10676 — 10.10.10.6:7078 —

10.10.10.2:17078 10,10,10.6:7078 10.10,10.5: 10676
S5RC Oxe0302dcc SSRC 0x5ba153ab SSRC 0x 54928994 SSRC Oxfdedb222
Max Delta 72.37ms @ 279 Max Delta 52.39ms @ 443 Max Delta 68.87ms @ 233 MaxDelta 53.91ms @ 441
Max Jitter 5.84ms Max Jitter 6.74ms Max Jitter 7.02ms Max Jitkter &.27ms
Mean Jitter 1.57 ms Mean Jitter 0.95ms Mean Jitkter 1.74ms Mean Jitter 0.70 ms
Max Skew -32.13ms Max Skew -32.03ms Max Skew -34.12ms Max Skew -39.06 ms
RTP Packets 27959 RTP Packets 23028 RTP Packets 27369 RTP Packets 23029
Expected 27959 Expected 23028 Expected 27959 Expected 23029
Lost 0(0.00 %) Lost 0 (0,00 %) Lost 0 {0.00 =%) Lost 0 (0.00 %)
Seq Errs 0 Seq Errs i} Seq Errs 0 Seq Errs 1}
Start at 28.803000s @ 176 Start at 27.629798 s @ 46 Start at 28.804110 5 @ 178 Start at 27.628795 5 @ 45
Duration 559.34s Duration 560.54 s Duration 559.34s Duration 560.56 s
Clock Drift S ms Clock Drift -0 ms Clock Drift  -9ms Clock Drift -0ms
FreqDrift 8000 Hz (-0.00 %) FreqDrift 8000Hz (-0.00 %) FreqDrift 3000Hz (-0.00 %) FreqDrift 8000 Hz {-0.00 %)
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Figure 3. Summarized results for the main parameters of the voice stream between VM_3 and the
Asterisk (a) and between VM_4 and the Asterisk (b) during normal operation mode.

Figure 4a shows the variation in the jitter for the voice stream between VM_4 and
Asterisk in both directions during the whole conversation time. Figure 4b shows the
variation in the jitter for the voice stream between VM_3 and Asterisk in both directions.
The x-axis (Arrival time) represents time, and the y-axis (value ms) represents the value
of the jitter in ms. As can be seen from the graph, the values were very far from the
maximum allowable levels. Parenthetically, it should be noted that in this type of simulation
study, when real-time audio/video streams are studied, the computing capabilities of the
workstation used for network modeling are of great importance. Computing capabilities
affect the values of the jitter and the delay. If the computing capabilities are low, the jitter
and the delay values increase. This finding is a result of many years of working with GNS3
and the use of different kinds of workstations for network modeling.
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Figure 4. Instantaneous values of the jitter for the voice stream between VM_4 and Asterisk (a) and
between VM_3 and Asterisk (b) during normal operation mode.

4.1.1. Results from the TCP SYN Attack

During this attack, Asterisk was flooded with TCP SYN packets [57]. Figure 5 repre-
sents the number of different TCP packets. As can be seen from the graphs, the number of
TCP SYN and the TCPSYNACK packets have increased many times, which is normal for
this attack. Asterisk responds to the TCP requests with TCP SYNACK, even generating
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TCP RST packets to terminate the problematic session. However, terminating the session
was impossible. Asterisk is accessed through a browser. The proof for this statement is the
presence of TCP FIN packets, which means that there was a successful TCP session that
was terminated.

Global - TCP SYN Sent, TCP SYNACK Sent (Count)

5,000
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Figure 5. Number of different TCP packets sent during the TCP SYN attack.

Figure 6 presents the summarized results for the voice traffic that was exchanged
in both directions between VM_4 and VM_3 during the attack. Figure 6a shows the
summarized results for the voice stream that was exchanged between VM_4 and Asterisk,
and Figure 6b shows the summarized results for the voice stream that was exchanged
between VM_3 and Asterisk. An increase in the maximum jitter value due to the attack
was observed. The average jitter values in both streams were elevated but were within the
norm. There were no packet losses.
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10.10.10.5:17362 — 10.10.10.2:17078 — 10.10.10.6:7078 — 10.10.10.5:18836 —

10.10.10.2:17078 10.10.10.5: 17362 10.10.10.5: 18836 10.10.10.6:7078

SSRC 0x103729dc SSRC 0xf3d8es6d SSRC 0xd2b9944b SSRC 0x65734348

Max Delta 155.71ms @ 64588 Max Delta 1985.74ms @ 50091 Max Delta 140.76 ms @ 64570 Max Delta 1973.28 ms @ 50092

Max Jitter 12.81ms Max Jitter 49.70 ms Max Jitter 12.17ms Max Jitter 45.81ms

Mean Jitter 1.19ms Mean Jitter 1.30ms Mean Jitter 0.87ms Mean Jitter 1.53ms

Max Skew -134.58 ms Max Skew -472.48 ms Max Skew -121.20 ms Max Skew -472.46 ms

RTP Packets 55891 RTP Packets 20650 RTP Packets 55892 RTP Packets 20650

Expected 55891 Expected 20650 Expected 55892 Expected 20650

Lost 0(0.00 %) Lost 0 (0.00 %) Lost 0 (0.00 %) Lost 0 (0.00 %)

Seq Errs 0 Seq Errs 0 Seq Errs 0 Seq Errs 0

Startat  663.168213s @ 18486 Startat  668.434223s @ 18525 Startat  668.167224s @ 18485 Startat  668.435222s @ 18526

Duration 1117.80s Duration  415.33s Duration 1117.82s Duration  415.33s

Clock Drift 0ms Clock Drift -161ms Clock Drift 0ms Clock Drift -160ms

FreqDrift 8000 Hz (0.00 %) FreqDrift 7997 Hz (-0.04 %) Freq Drift 8000 Hz (0.00 %) FreqDrift 7997 Hz (-0.04 %)
(a) (b)

Figure 6. Summarized results for the main parameters of the voice stream between VM_3 and the
Asterisk (a) and between VM_4 and the Asterisk (b) during the TCP SYN attack.

Figure 7a,b shows how the jitter values of the voice stream between VM_4/VM_3
and Asterisk changed in both directions. As can be seen from the graphs, excluding
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Value (ms)

0

individual spikes, the jitter varied within the acceptable range, but the values were still
higher compared to the time when Asterisk was not being attacked.
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Figure 7. Instantaneous values of the jitter for the voice stream between VM_4 and Asterisk (a) and
VM_3 and Asterisk (b) during the TCP SYN attack.

4.1.2. Results during the TCP ACK Attack

During this attack, Asterisk was flooded with TCP ACK packets [58]. Figure 8 repre-
sents the number of different TCP packets. As can be seen from the graphs, the number
of TCP SYN and the TCPSYNACK packets is almost zero. There were only a few of these
packets and of TCP FIN packets because Asterisk was successfully accessed through a
browser and the session was terminated. A huge number of TCP RST packets was noticed.
These were generated by the Asterisk web server to terminate the problematic session that
was created by the TCP ACK attack. Termination of the session (attack) was impossible.
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Figure 8. Number of different TCP packets sent during the TCP ACK attack.
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10.10.10.2:17078 —
10.10.10.5:17814

Figure 9 presents the summarized results for voice traffic that was exchanged in both
directions between VM_4 and VM_3 during the attack. Figure 9a shows the summarized
results for the voice stream that was exchanged between VM_4 and Asterisk, and Figure 9b
shows the summarized results for the voice stream that was exchanged between VM_3 and
Asterisk. There was a decrease in the maximum jitter value and the average jitter value
for both streams. Compared to the results from when Asterisk was not being attacked, the
maximum jitter values were still higher. The average jitter values were almost identical to
those in Figure 4. In spite of the occurrence of the TCP ACK attack, the values were within
the norm. Again, there was no packet losses.

Reverse

10.10.10.5:17814 —

Forward

10.10.10.5:13370 —

Reverse

10.10.10.6:7078 —

10.10.10.2:17078 10.10.10.6:7078 10.10.10.5: 13370
SSRC Oxac643f74 SSRC 0x328209e5 SSRC 0x3a89ac49 SSRC Oxee26dc3b
Max Delta 113.29ms @ 4083148 MaxDelta 121.28ms @ 4053592 MaxDelta 130.77ms @4053589 ~ MaxDelta 120.79ms @ 4053588
Max Jitter 12.18ms Max Jitter 11.37ms Max Jitter 13.02ms Max Jitter 11.21ms
Mean Jitter 0.92ms Mean Jitter 1.19ms Mean Jitter 1.28ms Mean Jitter 0.89ms
Max Skew 119.86ms Max Skew -139.98 ms Max Skew 120.32ms Max Skew -136.96 ms
RTP Packets 28301 RTP Packets 28785 RTP Packets 28801 RTP Packets 28788
Expected 28801 Expected 28785 Expected 28801 Expected 28788
Lost 0 (0.00 %) Lost 0 (0.00 %) Lost 0 (0.00 %) Lost 0 (0.00 %)
Seq Errs 0 Seq Errs 0 Seq Errs 0 Seq Errs 0
Startat  2779.551902s @ 2800955 Startat  2779.744548s @ 2800990  Startat  2779.552904s @ 2800956 Startat  2779.743546 s @ 2800989
Duration  575.88s Duration  575.68s Duration  575.88s Duration  575.74s
Clock Drift  91ms Clock Drift -0 ms Clock Drift  91ms Clock Drift -0 ms
Freq Drift  8001Hz (0.02 %) Freq Drift 8000 Hz (-0.00 %) FreqDrift 8001Hz (0.02 %) Freq Drift 8000 Hz (-0.00 %)
@) (b)
Figure 9. Summarized results for the main parameters of the voice stream between VM_3 and the
Asterisk (a) and between VM_4 and the Asterisk (b) during the TCP ACK attack.
Figure 10a shows how the jitter changed for the voice stream between VM_4 and
Asterisk in both directions. Figure 10b presents the variation in jitter values for the voice
stream between VM_3 and Asterisk in both directions. As can be seen from the two graphs,
the jitter values were lower than those obtained during the TCP SYN attack.
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Figure 10. Instantaneous values of the jitter for the voice stream between VM_4 and Asterisk (a) and
VM_3 and Asterisk (b) during the TCP ACK attack.
4.1.3. Results from the TCP RST Attack

During this attack, Asterisk was flooded with TCP RST packets [59]. Figure 11 rep-
resents the number of different TCP packets. As can be seen from the graphs, there were
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no TCP SYN and the TCPSYNACK packets because at that time Asterisk was not being
accessed. There were a huge number of TCP RST packets because the Asterisk web server
was trying to terminate the problematic session that was created by the TCP RST attack. Ter-
minating the session (attack) was impossible. Asterisk was successfully accessed through
a browser.
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Figure 11. Number of different TCP packets sent during the TCP RST attack.

Figure 12 presents the summarized results for the voice traffic that was exchanged
in both directions between VM_4 and VM_3 during the attack. Figure 12a shows the
summarized results for the voice stream that was exchanged between VM_4 and Asterisk,
and Figure 12b shows the summarized results for the voice stream that was exchanged
between VM_3 and Asterisk. It can be noticed that the jitter values were close to the results
that were obtained when Asterisk was not being attacked. Compared to the results of
the previous two attacks, a decrease in the jitter values was observed. There were no
packet losses.

Forward Reverse Forward Reverse

10.10.10.2:17078 — 10.10.10.5:18044 — 10.10.10.6:7078 — 10.10.10.5:19964 —

10.10.10.5:18044 10.10.10.2:17078 10.10.10.5:19964 10.10.10.6:7078

SSRC Oxfedff38a SSRC Ox2eceebd1 SSRC 0x87448940 SSRC 0x49834ch8

Max Delta 49.91ms @ 4457335 MaxDelta 47.40 ms @ 4376427 Max Delta 28.45ms @ 4445842 Max Delta 45.91ms @ 4457339

Max Jitter 5.08 ms Max Jitter 4.95ms Max Jitter 2.11ms Max Jitter 5.17ms

Mean Jitter 0.98 ms Mean Jitter 1.08 ms Mean Jitter 0.87ms Mean Jitter 1.18ms

Max Skew -26.51ms Max Skew -27.40 ms Max Skew -8.52ms Max Skew -27.43ms

RTP Packets 26752 RTP Packets 26797 RTP Packets 26793 RTP Packets 26782

Expected 26782 Expected 26757 Expected 26799 Expected 26782

Lost 0(0.00 %) Lost 0(0.00 %) Lost 0(0.00 %) Lost 0(0.00 %)

Seq Errs 0 Seq Errs 0 Seq Errs 0 Seq Errs 0

Startat 37318105525 @4374413 Startat 37315126195 @4374372  Startat  3731.511605s @4374371 Startat  3731.813063s @ 4374415

Duration  535.62s Duration  535.92s Duration  535.96s Duration  535.62s

Clock Drift 0ms Clock Drift -0 ms Clock Drift -0 ms Clock Drift 0 ms

Freq Drift 8000 Hz (0.00 %) Freq Drift 8000 Hz (-0.00 %) Freq Drift 8000 Hz (-0.00 %) Freq Drift 8000 Hz (0.00 %)
(@) (b)

Figure 12. Summarized results for the main parameters of the voice stream between VM_3 and the
Asterisk (a) and between VM_4 and the Asterisk (b) during the TCP RST attack.
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Figure 13a shows how the jitter changed for the voice stream between VM_4 and
Asterisk in both directions. Figure 13b shows the variation in jitter values for the voice
stream between VM_3 and Asterisk in both directions. The result was similar to the result
obtained when Asterisk was not being attacked.
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Figure 13. Instantaneous values of the jitter for the voice stream between VM_4 and Asterisk (a) and
VM_3 and Asterisk (b) during the TCP RST attack.

4.1.4. Results during the TCP FIN Attack

During this attack, Asterisk was flooded with TCP FIN packets [60]. Figure 14 repre-
sents the number of different TCP packets. As can be seen from the graphs, again, there
were no TCP SYN and the TCPSYNACK packets because Asterisk was not being accessed
at that moment. There is a huge number of TCP FIN packets because the Asterisk web
server generated them as the other side was also sending TCP FIN packets. The Asterisk
web server generated these TCP FIN packets because it assumed that the TCP FIN packets
received from the other side were generated to terminate the TCP session. Asterisk was
successfully accessed through a browser.
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Figure 14. Number of different TCP packets sent during the TCP FIN attack.
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10.10.10.2:17078 —

Figure 15 presents the summarized results for the voice traffic that was exchanged
in both directions between VM_4 and VM_3 during the attack. Figure 15a shows the
summarized results for the voice stream that was exchanged between VM_4 and Asterisk,
and Figure 15b shows the summarized results for the voice stream that was exchanged
between VM_3 and Asterisk. As can be seen, the jitter values were close to the results from
when Asterisk was not being attacked. There was no packet loss.

Reverse

Forward Reverse

10.10.10.5:14972 — 10.10.10.6:7078 — 10.10.10.5:19676 —

10.10.10.5:14972 10.10.10.2:17078 10.10.10.5:19676 10.10.10.6:7078

SSRC 0x0af6 19 SSRC 0x3d3ccd2c SSRC 0x4133e423 SSRC 0x073ffdbb
MaxDelta 30.98ms @ 5260616 MaxDelta 30.97ms @ 5268370 Max Delta 26.94ms @ 5260589 Max Delta 31.85ms @ 5265384
Max Jitter 1.56 ms Max Jitter 4.21ms Max Jitter 1.17ms Max Jitter 4.29ms

Mean Jitter 0.82ms Mean Jitter 1.12ms Mean Jitter 0.74ms Mean Jitter 1.16ms

Max Skew -11.66 ms Max Skew -12.07ms Max Skew -5.68 ms Max Skew -13.72ms

RTP Packets 1021 RTP Packets 1035 RTP Packets 1036 RTP Packets 1021

Expected 1021 Expected 1035 Expected 1036 Expected 1021

Lost 0(0.00 %) Lost 0 (0.00 %) Lost 0 (0.00 %) Lost 0(0.00 %)

SeqErrs 0 SeqErrs 0 SeqErrs 0 SeqErrs 0

Startat =~ 4854.367744s @ 5260424 Startat  4854.068800 s @ 5260321 Startat  4854.068340s @ 5260320 Startat  4854.368773s @ 5260425
Duration  20.40s Duration  20.68s Duration  20.70s Duration  20.40s

Clock Drift -0ms Clock Drift -0 ms Clock Drift  0ms Clock Drift -1ms

FreqDrift 3000 Hz (-0.00 %) FreqDrift 8000 Hz (-0.00 %) Freq Drift 8000 Hz (0.00 %) Freq Drift 8000 Hz (-0.00 %)

Value (ms)

(a) (b)

Figure 15. Summarized results for the main parameters of the voice stream between VM_3 and the
Asterisk (a) and between VM_4 and the Asterisk (b) during the TCP FIN attack.

Figure 16a,b shows the variation in jitter for the voice streams between VM_4/VM_3
and Asterisk in both directions.
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Figure 16. Instantaneous values of the jitter for the voice stream between VM_4 and Asterisk (a) and
VM_3 between and Asterisk (b) during the TCP FIN attack.

4.1.5. Summarized Results for the Voice-stream study

Figure 17 (green area) represents the total traffic that Asterisk had to process during
all attacks. The peaks represent the periods during which Asterisk was being attacked. As
can be seen, the amount of traffic processed during each of the attacks was huge.
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Figure 17. Traffic processed by Asterisk during the whole study period.

Figure 18 presents the number of different TCP packets for the whole study period.
As can be seen from the graphs, TCP SYN and the TCPSYNACK packets were present
during the TCP SYN attack. TCP FIN was present only during the TCP FIN attack. TCP
RST packets were generated during all attacks except the TCP FIN attack.
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Figure 18. Number of different TCP packets for the whole study period during the voice-stream study.

The following results show how the round-trip delay (RTD) between the different
VMs and Asterisk changed during the whole study period. The results were obtained using
the Colasoft Ping Tool (version 2.0). The purpose of these graphs is to show if and how the
different TCP DoS attacks affected accessibility to Asterisk. The x-axis represents time, and
the y-axis represents the value of the delay in ms. Figure 19 shows how the RTD changed
between VM_1 and Asterisk for the whole study period. As can be seen from the graph,
the values of the delay were far below the value of 150 ms in one direction.
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Figure 19. RTD between VM_1 and Asterisk.

Figure 20 presents how the RTD changed between VM_2 and Asterisk for the whole

study period.
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Figure 20. RTD between VM_2 and Asterisk.

Figure 21 presents how the RTD changed between VM_3 and Asterisk for the whole
study period. Figure 22 presents how the RTD changed between VM_4 and Asterisk for

the whole study period.



Telecom 2024, 5

572

RTD between VM_3 and the Asterisk
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Figure 21. RTD between VM_3 and Asterisk.
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Figure 22. RTD between VM_4 and Asterisk.

As can be seen from the four graphs, the round-trip delay varied but did not reach
even half of the maximum allowable value of 150 ms per direction.

4.1.6. Discussion of the Obtained Results for the Voice-Stream study

The obtained results showed something surprising. During all attacks, Asterisk could
be accessed through a browser. This was proven by the results for the numbers of different
TCP packets. Even during the TCP SYN attack, which is the most burdensome DoS attack,
Asterisk was accessible. In terms of the aim of this work, the study showed that the
different TCP DoS attacks did not have much impact on either the parameters of the voice
flows or on the flows themselves. No call dropping was observed during the study. From
the obtained results, it was found that during the TCP SYN attack, the value of the jitter
increased, compared to the control result. This increase, however, was very far from the
maximum allowed average jitter value of 30 ms. In the other three attacks, the jitter value
was close to the jitter value in the control measurement.
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Measurement of the round-trip delay between Asterisk and each of the other sub-
scribers showed that the individual TCP DoS attacks had no impact on Asterisk’s perfor-
mance. The expectation was that during the attacks, pings to the VoIP server should have
been impossible—the expected results were either “Destination unreachable” or huge delay
values. As can be seen from the graphs, there were no lost measurement packets or huge
latency values. On the contrary, the RTD values were very far from the allowable delay
value of 150 ms per direction.

There were no packets lost because the root causes of packet loss, high jitter levels
and high network delays, were not present. As can be seen from the presented graphs, the
values of both parameters (jitter and delay) were low.

It should be mentioned that during the measurement, the Asterisk “Responsive Fire-
wall” feature was enabled. Because of this functionality, the effects of the various DoS
attacks were neutralized. This functionality is powerful, and the results show that the
“Responsive Firewall” protects the system very well from the various TCP DoS attacks, as
they do not affect either the parameters of the voice streams or the voice streams themselves

The single spikes with large values above 20 ms that can be observed in the graphs
showing the variation in jitter values, as well as the single spikes in the round-trip-delay
measurement, are due to an increase in the delay in the modeled network. This increased
delay was due to moments of high computational load on the workstation used for mod-
eling the network and all processes in it. Such spikes are always observed in this type of
research and real-time traffic modeling; the goal is for there to be as few of these spikes as
possible and for them to be of small amplitude.

4.2. Results for Video Streams Only

Figure 23 represents the number of different TCP packets sent during normal operation.
As can be seen from the graphs, in normal operation mode, when the system was not under
attack, there were only a few TCP packets. The presented result is for a moment when the
Asterisk configuration pages were accessed through a browser.
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Figure 23. Number of different TCP packets sent during normal operation for a video conversation.

Figure 24 presents the summarized results for the video traffic that was exchanged
in both directions between VM_4 and VM_3 during normal operation mode. During the
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Forward

video calls, the video streams again passed (were processed) through Asterisk (10.10.10.5)
rather than directly between the virtual users. Figure 24a shows the summarized results
for the video stream that was exchanged between VM_4 and Asterisk, and Figure 24b
shows the summarized results for the video stream that was exchanged between VM_3
and Asterisk. As can be seen, the maximum jitter value and its mean value are different
compared to the same measurements for the voice-streams study. Both values were far
from the maximum allowable levels. There was no packet loss.

Reverse

Forward Reverse

10.10.10.2:19078 —

10.10.10.5:19942 —

10.10.10.6:9078 —

10.10.10.5:12426 —

10.10.10.5: 19942 10.10.10.2:19078 10.10.10.5:12426 10.10.10.6:9078

SSRC 0x88546735 SSRC 0x12f255a4 SSRC 0x95322440 SSRC 0x74352a2d

Max Delta 239.02ms @ 22006 MaxDelta 458.65ms @ 81889 Max Delta 458.66ms @818386 MaxDelta 239.06 ms @ 22008

Max Jitter 2.15ms Max Jitter 17.12ms Max Jitter 17.12ms Max Jitter 2.44ms

Mean Jitter 0.71ms Mean Jitter 0.98 ms Mean Jitter 0.90ms Mean Jitter 0.78 ms

Max Skew -16.53ms Max Skew -167.45ms Max Skew -172.44ms Max Skew -17.03ms

RTP Packets 21656 RTP Packets 22498 RTP Packets 22647 RTP Packets 21656

Expected 21656 Expected 22498 Expected 22647 Expected 21656
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Figure 24. Summarized results for the main parameters of the video stream between VM_3 and the
Asterisk (a) and between VM_4 and the Asterisk (b) during normal operation.

Figure 25a,b shows the variation in jitter values for the video stream between VM_4/
VM_3 and Asterisk in both directions. The levels of the parameter were low, far from the
maximal permissible limits. There were several huge spikes due to computational errors.
These were normal jitter graphs.
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Figure 25. Instantaneous values of the jitter for the video stream between VM_4 and Asterisk (a) and
VM_3 and Asterisk (b) during normal operation mode.

4.2.1. Results during the TCP SYN Attack

Figure 26 represents the number of different TCP packets sent during the attack. As
can be seen from the graphs, the numbers of TCP SYN and the TCPSYNACK packets
increased, which is normal for this attack. Asterisk responded to the TCP requests with
TCP SYNACK; it even generated TCP RST packets to terminate the problematic session
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(attack), but these TCP RST packets could not terminate the problematic session. Asterisk
was again accessible through a browser.
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Figure 26. Number of different TCP packets sent during the TCP SYN attack for the video conversation.

Forward

10.10.10.2:19078 —
10.10.10.5:11280

Figure 27 presents the summarized results for the video traffic that was exchanged
in both directions between VM_4 and VM_3 during the attack. Figure 27a shows the
summarized results for the video stream that was exchanged between VM_4 and Asterisk,
and Figure 27b shows the summarized results for the video stream that was exchanged
between VM_3 and Asterisk. As can be seen, the maximum jitter value for both streams
increased significantly. Due to this increase in jitter, there were packet losses in both streams,
but just a few, only 0.01% of the total traffic. The maximum allowed packet loss for this
kind of traffic is 1%.
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Figure 27. Summarized results for the main parameters of the video stream between VM_3 and the
Asterisk (a) and between VM_4 and the Asterisk (b) during the TCP SYN attack.

Figure 28a represents the variation in jitter values for the video stream between VM_4
and Asterisk in both directions. Figure 28b shows the variation in jitter values for the video
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stream between VM_3 and Asterisk in both directions. As can be seen from the graph, there
were many spikes because of computational errors, but nevertheless, the values were very
far from the maximum acceptable levels.
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Figure 28. Instantaneous values of the jitter for the video stream between VM_4 and Asterisk (a) and
VM_3 and Asterisk (b) during the TCP SYN attack.

4.2.2. Results during the TCP ACK Attack

Figure 29 represents the number of different TCP packets. As can be seen from the
graphs, there were no TCP SYN or TCPSYNACK packets because the VoIP server was not
being accessed at this moment. Only TCP RST packets were generated because the web
server of Asterisk had detected a problematic TCP session and, through these packets, it
tried to terminate this session. Asterisk was accessible through a browser.
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Figure 29. Number of different TCP packets sent during the TCP ACK attack for the video conversation.
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Figure 30 presents the summarized results for the video stream that was exchanged
in both directions between VM_4 and VM_3 during the attack. Figure 30a shows the
summarized results for the video stream that was exchanged between VM_4 and Asterisk,
and Figure 30b shows the summarized results for the video stream that was exchanged
between VM_3 and Asterisk. During this attack, the jilter values decreased because this
was a TCP ACK attack, which is not highly burdensome, unlike a TCP SYN attack. As a
result, there were no packet losses.
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Figure 30. Summarized results for the main parameters of the video stream between VM_3 and the
Asterisk (a) and between VM_4 and the Asterisk (b) during the TCP ACK attack.

Figure 31a,b shows the variation in jitter values for the video stream between VM_4/
VM_3 and Asterisk in both directions. There was an improvement in the values because a
TCP ACK attack is not highly burdensome, unlike a TCP SYN attack.
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Figure 31. Instantaneous values of the jitter for the video stream between VM_4 and Asterisk (a) and
VM_3 and Asterisk (b) during the TCP ACK attack.
4.2.3. Results Obtained during the TCP RST Attack

Figure 32 represents the number of different TCP packets. The results are similar to
the results obtained for the TCP ACK attack.
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Figure 32. Number of different TCP packets sent during the TCP RST attack for the video conversa-

tion.

Figure 33 presents the summarized results for the video stream that was exchanged in
both directions between VM_4 and VM_3 during the attack. The results are similar to the
results obtained during the TCP ACK attack.
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Figure 33. Summarized results for the main parameters of the video stream between VM_3 and the
Asterisk (a) and between VM_4 and the Asterisk (b) during the TCP RST attack.

Figure 34a,b represents the variation in jitter values for the video stream between
VM_4/VM_3 and Asterisk in both directions. Excluding the single spike, which may be
due to computational errors, the obtained results are very close, almost identical to the
results obtained during the TCP ACK attack.
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Figure 34. Instantaneous values of the jitter for the video stream between VM_4 and Asterisk (a) and
VM_3 and Asterisk (b) during the TCP RST attack.

4.2.4. Results Obtained during the TCP FIN Attack

Figure 35 represents the number of different TCP packets. As can be seen from the
graph, there were only TCP FIN packets because Asterisk was receiving multiple TCP
FIN packets due to the attack. The embedded web server of Asterisk generated TCP FIN

packets because it assumed that the other side sent the TCP FIN packets to terminate the
TCP session.
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Figure 35. Number of different TCP packets sent during the TCP FIN attack for the video conversation.

Figure 36 presents the summarized results for the video stream that was exchanged
in both directions between VM_4 and VM_3 during the attack. Figure 36a shows the
summarized results for the video stream that was exchanged between VM_4 and Asterisk,
and Figure 36b shows summarized results for the video stream that was exchanged between
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VM_3 and Asterisk. As can be seen, the maximum jitter value was very high, but the plots
of variation in jitter values should also be examined to understand what caused this
high value.
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Figure 36. Summarized results for the main parameters of the video stream between VM_3 and the
Asterisk (a) and between VM_4 and the Asterisk (b) during the TCP FIN attack.

Figure 37a presents the variation in jitter values for the video stream between VM_4
and Asterisk in both directions. No degradation of the parameters was observed. As can
be seen from the graph, the measured high jitter value is due to a single peak. In the rest of
the video stream, the jitter levels varied between 1 and 2 ms. This single peak was due to a
computational error. Figure 37b shows the variation in jitter values for the video stream
between VM_3 and Asterisk in both directions. The results are identical.
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Figure 37. Instantaneous values of the jitter for the video stream between VM_4 and Asterisk (a) and
between VM_3 and Asterisk (b) during the TCP FIN attack.

4.2.5. Summarized Results for the Video-Stream Study

Figure 38 (green area) presents the traffic that Asterisk processed during the entire
study when it was exchanging video calls. As can be seen from the graph, the traffic
handled by Asterisk increased many times, much more than the traffic handled during the
voice-streams exchange. The peaks represent the duration of the periods of the individual
attacks. As can be seen from the graph, Asterisk processed a large amount of traffic during
each of the attacks.
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Figure 38. Proceeded video traffic from Asterisk during the whole study period.

Figure 39 presents the number of different TCP packets for the entire study period. As
can be seen from the graphs, the results are identical to the results from the voice-flow study.
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Figure 39. Number of different TCP packets for the whole study period during the video-stream study.

Figures 40 and 41 presents how the RTD changed between VM_3/VM_4 and Asterisk
for the whole study period. As can be seen from the graphs, the values of the delay were

far below the limit of 150 ms in one direction.



Telecom 2024, 5

582

RTD between VM_3 and the Asterisk

18

16

14

12

10

8

6

4

2

0
NLOMA0OUTNOOOTNLLM—AAOAOTANTANLMOWOOWTT O 0O
menydoenhTNdon TN Ao TN Ao AN ATen T AN
NOoOANTOVWOIAIT—TMINOOANTONAA—TMUNWOWOONITNOO
OATILTITLLNLINEOQOOOO A H AT NNANNNNM
[colcolieolNosliecolicolicoleoliesiecolicolieoleolie) o) e e o) le)Ie) e e e le)Ne) el e) I e)le) e INe))
R T B o R o IR o B o O O o IO o B o O O O TR o B o B O O I IR o B o R O O o IR o BE o B IO IO B |

Figure 40. RTD between VM_3 and Asterisk for the video-stream study.
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Figure 41. RTD between VM_4 and Asterisk for the video-stream study.

4.2.6. Discussion of the Results Obtained for the Video-Stream Study

The study of the impact of the different TCP DoS attacks on the parameters of the
video streams showed the same results as the study of the voice streams. More “serious”
distortions were observed in the results obtained during the TCP SYN attack because this is
the most burdensome DoS attack compared to the others. Due to this attack, there was an
increase in the value of the jitter. This increase led to a packet loss of 0.01%. These obtained
values were very far from the maximum allowed ones of 1%. The results obtained during
the other three attacks were close to the control results.

The results for the RTD measurement between Asterisk and two subscribers were
also within the normal limits. No measurement interruptions of the type “Destination
unreachable” were observed. The measured values of the RTD were close, almost identical,
to the results obtained during the voice-flow study.

Again, it is noticeable that the “Responsive Firewall” was able to neutralize the effect
of the individual attacks on the video streams.

Again, single spikes of large magnitude were observed in the jitter and round-trip-
delay graphs during this study. These spikes were due to moments of computational errors.
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In terms of traffic processed, Asterisk was able to handle this task in both studies.
Despite being subjected to DoS attacks, due to which a large amount of traffic is sent to
the VoIP server in the form of various TCP packets, voice and video streams, Asterisk was
able to process this traffic. Processing this huge amount of traffic had no impact on the
system performance. This can be seen very well in the CPU-load statistics for the day of
the two tests (Figure 42). It is important to clarify that the VoIP server was only in use at
the time of both studies. From the CPU-utilization graph, it can be seen that the CPU was
only 0.33-0.34% utilized, which, for a device under DoS attack, is a very good indicator. In
the studies by other authors that were discussed in Section 2, similar values were obtained
after applying the methods, techniques, and algorithms developed by the authors to detect
DoS attacks. The DoS attacks that were applied during the other studies were specific and
included modified packet contents.
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Figure 42. CPU load of the Asterisk Free PBX during the two studies.

Asterisk’s memory utilization (Figure 43) during both studies was high, at 69%. It
should be noted that this is an average value for the day of the two studies. Therefore, it
can be assumed that for the individual studies, the memory load was not very high.
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Figure 43. Memory load of the Asterisk Free PBX during the two studies.
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An idea for the future development of this research is to replicate these attacks, but
instead of them being TCP DoS attacks, they will be UDP DoS attacks because the UDP
protocol is used to transmit both the voice and video streams, as well as the signaling (SIP)
in Asterisk. Additionally, these UDP attacks will also be applied to specific ports or a range
of ports.

5. Conclusions

A model of a working IP network has been created in which both voice and video
streams were successfully exchanged.

From this study, it was found that in a VoIP network in which the VoIP server is an
Asterisk Free PBX with the “Responsive Firewall” feature enabled, TCP DoS attacks do
not affect the voice and video streams or the parameters of these streams. The measured
average jitter values (at an average of about 1.1 ms for voice traffic and at an average of
about 0.7 ms for video traffic) and packet losses (both measured to be about 0%) are far
from the maximum allowable levels.

The results for the round-trip delay also prove that the different attacks do not affect
Asterisk’s performance. As can be seen from the graphs, during the entire period of both
studies, there were no loss of measurement packets, although it was expected that ping
would not be possible during the attacks.

The study shows that the Responsive Firewall feature successfully protects the system
from the various TCP DoS attacks. Furthermore, it neutralized the impact of these attacks
on Asterisk’s performance. This could be seen very well in the CPU-utilization statistic,
which is 0.34%.

This study could be applied to VoIP platforms where the voice and the video traffic
are passed/processed through the VoIP server rather than directly between the IP phones.
In this way, it will be possible to determine if, how, and in what way the different TCP DoS
attacks affect the performance of the systems.
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