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Abstract: Considering the electromagnetic interference signal in non-cooperative communication, an
automatic modulation identification and detection system of electromagnetic interference signal based
on software defined radio is proposed. Based on GNU Radio 3.10.7.0 and HackRF One B210mini„
the system estimates the frequency and symbol rate of the interference signal and completes clock
synchronization and matching filtering under the condition of unknown a priori information. By ex-
tracting high-order cumulants as characteristic parameters, combined with the decision tree classifier,
the classification and recognition of six modulation types of interference signals and signal phase
correction are realized. This method can distinguish the recognition results in combination with the
signal constellation, and complete the real-time reception and recognition of interference signals.

Keywords: software defined radio; parameter estimation; modulation identification; higher order
cumulant; decision tree

1. Introduction

In the field of non-cooperative communication, modulation recognition means that the
receiver automatically recognizes the modulation type of the signal without prior knowl-
edge and noise interference. Combining software defined radio, which, as a multifunctional
radio communication platform with modulation recognition technology, can effectively
realize the automatic reception and recognition of communication signals, and improve the
universality and practicability of modulation recognition [1,2].

At present, the methods of modulation recognition mainly include maximum like-
lihood based on hypothesis testing and pattern recognition based on feature extraction.
Kim [3], Lay [4], Panagiotors [5], Dobre [6], Wu B [7], and other scholars have used the
maximum likelihood method to study the modulation recognition technology. This method
judges the modulation category of the signal by analyzing the statistical characteristics of
the modulation signal. However, the computational complexity is high and the scope of
application is narrow. Moreover, in the process of recognition, this method needs to master
the prior information, such as signal frequency, baud rate, and signal-to-noise ratio, which
is difficult to obtain accurately in the field of non-cooperative communication.

The pattern recognition method based on feature extraction is to extract the character-
istic parameters different from other modulation signals from the received signals, and then
use the classifier to classify them to determine the modulation type of the signals. Common
features include: wavelet domain features [8,9], cyclic spectrum [10–12], and higher order
cumulant [13–18].

Wang L [13] proposed a method combining high-order cumulant with support vector
machine to successfully identify 2ASK, 4ASK, QPSK, 2FSK, and 4FSK signals. Zhang Li [15]
extracted the combination of second-order and eighth-order cumulants as characteristic pa-
rameters, and combined with support vector machine to realize the modulation recognition
of mask, MPSK, MFSK, and MQAM signals. When the signal-to-noise ratio is 10 dB, the
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accuracy can reach 100%. Weng J X [16] took the combination of high-order cumulants as
characteristic parameters and combined this with the random forest classification method
to realize the inter class and intra class recognition of MPSK, MQAM, and MAPSK signals.
Ali a K [17] used the method of higher-order cumulant and logarithm to classify the modu-
lation of MQAM. Yuan L [18] combined high-order cumulant with a deep-learning method
to realize four kinds of classification first, and then processed by high-order cumulant for
in class recognition. Liu Zhao Yang [19] used high-order cumulants to identify BPSK, 8PSK,
and 16QAM signals under low SNR in non-cooperative communication.

The above studies mostly identify the signals in the standard database, but do not
consider that the signals in the actual environment may be affected by the acquisition
environment, acquisition mode, etc. Ref. [20] first collects signals in space through SDR
equipment, and then uses an artificial intelligence classifier to train and recognize the
collected signals. The amount of computation of the artificial intelligence classifier is large,
and the real-time performance is not as good as the decision tree classifier.

Therefore, according to the demand for real-time performance in engineering applica-
tions, combining software radio with modulation identification technology, an automatic
modulation identification, and a detection system of electromagnetic interference signal
based on SDR is proposed to realize the automatic detection and identification of six mod-
ulation types of electromagnetic interference signal modulation modes in space: BPSK,
QPSK, 8PSK, 8QAM, 16QAM, and 64QAM.

2. Modulation Recognition System

Modulation recognition refers to the classification and judgment of the modulation
type of the signal according to its relevant characteristics under the condition of unknown
target signal information, including signal pre-processing, feature extraction, classification,
and recognition, as shown in Figure 1.

The modulation signal pre-processing is to estimate the frequency and symbol rate
of the signal, complete clock synchronization, and perform matching filtering, so that the
received signal can remove some interference, and provide easier signal data for later
feature extraction and classification and recognition.
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Figure 1. The structure of the software radio modulation recognition system.

In the communication system, the signal r(t) received by the receiver can be expressed.

r(t) = s(t) + n(t)

=
√

E ∑
n

s[nT]g(t − nT)ej(ωct+θc) + n(t) (1)

where s[nT] is the transmitted symbol sequence, E is the symbol energy, g(t) is the sym-
bol waveform, ωc is the carrier frequency, θc is the carrier phase, and n(t) is Gaussian
white noise.

Before identifying the received interference signal, first pre-process the interference
signal, estimate the signal frequency and symbol rate, and complete clock synchronization
and matching filtering.

The position of the discrete spectral line of the modulation signal contains the fre-
quency and symbol rate information of the signal, so the frequency and symbol rate of the
signal can be estimated according to the spectral line position of each modulation signal.
The modulation signal s(t) is constructed as a cyclostationary random process, and its
time-varying autocorrelation function is expressed.

Rs(t; τ) = E[s(t)s∗(t − τ)] (2)
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If Rs(t; τ) has the statistical characteristic with the time period T0, then s(t) is called a
second-order cyclostationary process and Equation (3) can be obtained.

Rs(t; τ) = ∑m Rα
s (τ) exp(j2παt)

Rα
s (τ) =

1
T0

∫ T0
2

−T0
2

Rs(t; τ) exp(−j2παt)dt
(3)

where, α = m/T0, (m = 0, 1, 2, 3 . . . ) is the cycle frequency. Since Rs(t; τ) has periodic time
variability, so the signal will appear discrete spectral lines in the frequency domain, which
is called the spectral characteristics of the signal. When τ = 0, the statistical expected value
Rs(t; 0) of the quadratic power of the signal.

u(t) = Rs(t; 0) = E
[
s2(t)

]
(4)

The quadratic spectrum of the signal is obtained by Fourier transform: U( f ) = F{E[s2(t)]}.
Similarly, the fourth power spectrum V( f ) = F{E[s4(t)]} and eighth power spectrum

of the signal W( f ) = F{E[s8(t)]} can be obtained.
Different modulation signals have different spectral line characteristics in each order

of power spectrum. Taking QPSK as an example, when the modulation order M = 4, the
information sequence of QPSK signal is θ = {π/4, 3π/4, 5π/4, 7π/4}, so the statistical
expectation of the quadratic form of QPSK signal is equal to 0.

E
[
s2(t)

]
= E

[
∑
n

∑
m
(an + jbn)(am + jbm)g(t − nT)g(t − mT)

]
= ∑

n
E
[

a2
n − b2

n

]
g(t − nT)

(5)

According to Equation (5), E[s2(t)] does not have periodic characteristics, so there is
no discrete spectral line in the quadratic spectrum of QPSK signal. The quartic statistical
expected value of QPSK signal can be expressed.

E
[

s4(t)
]
= E

[
∑
n

[
a4

n + b4
n − 2a2

nb2
n

]
g4(t − nT)

]
=

(
− E2

s

)
g4(t − nT)

(6)

where Es is the symbolic average energy. The quartic spectrum of QPSK signal can be
obtained by Fourier transform of Equation (6).

V
(

f
)
= −E2

s
T4 ∑

n
A
(

f
)
δ

(
f − n

T

)
A
(

f
)
= G

(
f
)
∗ G

(
f
)
∗ G

(
f
)
∗ G

(
f
) (7)

where, G( f ) is the Fourier transform of g(t) and ∗ represents linear convolution. According
to the property of rising cosine pulse, the spectral band limited interval of quadratic spec-
trum is[−2(1 + α)/T, 2(1 + α)/T]. Under the conditions of roll off coefficient
α < 0.5, n ∈ {0,±1,±2}, therefore, the fourth power spectrum V( f ) of QPSK has non-zero
values only at the frequencies f ∈ {0,±1/T,±2/T}, that is, there are discrete spectral lines.
Due to the attenuation of A( f ), the discrete spectral line intensity at frequency f = ±2/T
is much less than that at frequency f = {0,±1/T}.

For quadrature amplitude-modulated QAM signals with symmetrical origin and
equal probability distribution, the statistical expectations in the form of quadratic and
quartic spectra.
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E[s2(t)] = E[s8(t)] (8)

E
[

s4(t
)]

= (−E2
s )∑

n
g4(t − nT

)
(9)

It can be seen that different kinds of modulation signals have discrete spectral lines in
different high-power spectra. For example, the 16QAM signal has obvious discrete spectral
lines in the fourth power spectrum, while the 8PSK signal only has obvious discrete spectral
lines in the eighth power spectrum. Therefore, to estimate the frequency and symbol rate
of each modulated signal, it is necessary to calculate the quadratic spectrum, the quartic
spectrum, and the eighth spectrum of the signal, calculate the peak-to-average ratio of
the spectral line of the signal in the three spectra, respectively, and find the spectrum
where the maximum peak-to-average ratio is located. The discrete spectral line position
corresponding to the maximum peak-to-average ratio in the spectrum is the estimated value
of the signal frequency. The distance between the position of the spectral line corresponding
to the maximum value and the second maximum value of the peak-to-average ratio is the
estimated value of the signal symbol rate.

3. High Order Cumulant Modulation Recognition Model

Modulation signal feature extraction is designed to extract the feature information
that can reflect the signal modulation type from the pre-processed signal sequence and use
it for classification and recognition. Because the higher-order cumulant of the Gaussian
random variable is equal to zero, the higher-order cumulant is used as the characteristic
parameter in modulation recognition to remove the influence of Gaussian white noise and
improve the anti-noise performance. At the same time, combined with the decision tree
classifier, the classification and recognition of modulation signals other than 16QAM and
64QAM signals are realized by step-by-step processing.

For the random variable X, whose probability density function is f (X), its first charac-
teristic function Φ(ω) is expressed.

Φ
(
ω
)
= E

{
exp(jωX)

}
=

∫ ∞

−∞
f
(
X
)

exp
(

jωX
)
dX

(10)

The k-order moment mk of random variable X is expressed.

mk = E
{

Xk
}
=

∫ ∞

−∞
Xk f (X)dX (11)

By finding the k-order derivative of Equation (10), Equation (12) can be obtained.

Φk(ω) =
dkΦ(ω)

dωk = jkE
{

Xk exp(jωX)
}

(12)

According to Equations (11) and (12), when ω = 0, the k-order moment formula of
random variable X can be obtained.

mk = E
{

Xk
}
= (−j)k dkΦ(ω)

dωk

∣∣∣∣∣
ω=0

= (−j)kΦ(k)(0) (13)

By performing natural logarithm operation on the first characteristic function Φ(ω),
the second characteristic function can be obtained.

Ψ(ω) = ln Φ(ω) (14)

Similarly, the calculation formula of the k-order moment of the second characteristic
function can be deduced as follows.
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ck = (−j)k dk ln Φ(ω)

dωk

∣∣∣∣∣
ω=0

= (−j)kΨ(k)(0) (15)

where ck is the k-order cumulant of random variable X.
For a stationary continuous random process with multiple random variables, the

k-order moment and the k-order cumulant of the random signal X(t) can be obtained.

mkx(τ, · · · , τk−1) = mom[X(t), · · · , X(t + τk−1)] (16)

ckx(τ, · · · , τk−1) = cum[X(t), · · · , X(t + τk−1)] (17)

where mom represents the joint moment and cum represents the joint cumulant.
If X(t) is a complex stationary random process, the expression of its p-order q-order

mixing moment can be defined.

Mpq = E
[

X
(
t
)p−q(X∗(t

))q
]

(18)

where * represents conjugation. The X(t) higher-order cumulant is defined.

cpq = cum
[

X
(
t
)
, · · · , X

(
t
)
, X∗(t

)
, · · · , X∗(t

)]
(19)

where the number of X(t) is p-q and the number of X∗(t) is q. At the same time, there
is a mutual conversion relationship between higher-order moment and higher-order
cumulant function.

cum
(
X1, · · · Xk

)
= ∑

n

(
−1

)q−1(q − 1
)
!

q

∏
p=1

E
(

∏
l∈Up

Xl

)
(20)

Equation (20) is called moment–cumulant conversion formula, i.e., M–C formula,
where Xl , l = 1, 2, . . . k are k stationary random variables and Σ(•) represents the sum of
all unconnected ordered partitioned sets X = (X1, X2, . . . , Xk). Up is the subscript set of
the elements in the p-th subset of the q-th subset.

For zero mean complex random process X(t), the relationship between the second
to sixth order cumulants and their higher-order moments can be obtained from the
M–C formula:C20 = M20; C21 = M21, C40 = M40 − 3M2

20, C41 = M41 − 3M21M30,
C42 = M42 − |M20|2 − 2M2

21, C60 = M60 − 15M40M20 + 30M3
20, C63 = M63 − 9C42C21 −

6C3
21. The theoretical values of the second, fourth, and sixth order cumulants of each

modulation signal calculated are shown in Table 1.

Table 1. Theoretical value of cumulants of each order of MPSK and MQAM interference signals.

Modulation Type |C20| |C21| |C40| |C41| |C42| |C60| |C63|

BPSK E E 2E2 2E2 2E2 16E3 13E3

QPSK 0 E E2 0 E2 0 4E3

8PSK 0 E 0 0 E2 0 4E3

8QAM 0 E 1.15E2 0 0.67E2 3.44E3 2.4E3

16QAM 0 E 0.68E2 0 0.68E2 0 2.08E3

64QAM 0 E 0.619E2 0 0.619E2 0 1.797E3

It can be seen from Table 1 that the six modulation-type signals cannot be completely
distinguished by high-order cumulants. Therefore, using the ratio of absolute values to
construct the characteristic parameters to distinguish the six modulation types of signals
in electromagnetic interference can not only eliminate the influence of signal amplitude
change on the characteristic parameters, but also eliminate the influence of phase jitter



Telecom 2024, 5 933

on the characteristic parameters. The four characteristic parameters are: f1 = |C41|/|C42|,
f2 = |C40|/|C42|, f3 = |C63|2/|C42|3, f4 = (|C42|+|C40|)/|C21|2. The theoretical values of
characteristic parameters of each modulation signal calculated are shown in Table 2.

Table 2. Characteristic parameter values of MPSK and MQAM interference signals characteristic
parameters.

Characteristic Parameter BPSK QPSK 8PSK 8QAM 16QAM 64QAM

f1 1 0 0 0 0 0
f2 1 1 0 1.72 1 1
f3 21.125 16 16 19.151 13.759 713.615
f4 4 2 1 1.82 1.36 1.24

It can be seen from Table 2 that the f1 characteristic parameter value of the BPSK signal
is different from that of the other five modulation signals. Therefore, the modulation signal
can be divided into BPSK and QPSK, 8PSK, 8QAM, 16QAM, and 64QAM by using f1 char-
acteristic parameters, so as to identify the BPSK signal; Using f2 characteristic parameters,
the modulation signal can be divided into three groups 8PSK, QPSK, 16QAM, 64QAM, and
8QAM, so as to identify 8PSK signal and 8QAM signal. Using the f3 characteristic parame-
ter, the modulation signal can be divided into QPSK, 16QAM, and 64QAM, so as to identify
the QPSK signal. Finally, the 16QAM signal and the 64QAM signal can be identified by f4
characteristic parameters. According to the above analysis, the characteristic parameters
f1, f2, f3 and f4 of BPSK, QPSK, 8PSK, 8QAM, 16QAM, and 64QAM modulation signals
are simulated and analyzed, respectively, so as to set the appropriate decision threshold to
construct the decision tree classifier.

The parameters of the simulation environment are set as follows: carrier frequency
is 1 MHz; sampling frequency is 6MHz; symbol rate is 1000 b/s; symbol length N is 3000;
SNR = 0 dB∼20 dB; noise is Gaussian white noise. Under the same SNR, 200 simulations
are carried out, the average value is taken as the simulation value of the characteristic
parameters of this modulated signal, and the simulation results are shown in Figure 2.

Figure 2a shows the simulation results of characteristic parameter f1. It can be seen
that under different signal-to-noise ratios, the f1 value of BPSK signals is maintained at
about 1, while the f1 value of the QPSK, 8PSK, 8QAM, 16QAM, and 64QAM signals is
maintained in the range of 0 to 0.2. With the increase in signal-to-noise ratio, the f1 value
of five signals gradually tends to 0. Therefore, setting the decision threshold to 0.6 can
identify BPSK signals.

Figure 2b shows the simulation results of characteristic parameter f2. It can be seen
that the f2 value of the 8PSK signal remains in the range of 0 to 0.2 and gradually tends
to 0. The f2 value of QPSK, 16QAM, and 64QAM signals is about 1, while the f2 value
of the 8QAM signal is about 1.7. Therefore, the 8PSK signal and the 8QAM signal can be
recognized by setting the decision threshold to 1.4 and 0.5, respectively.

Figure 2c shows the simulation results of the characteristic parameter f3. It can be seen
that the f3 value of QPSK is about 16, the values of 16QAM and 64QAM are kept between
14 and 13.5, and the QPSK signal can be recognized by setting the decision threshold value
to 15.

Figure 2d shows the simulation values of the characteristic parameter f4. It can be seen
that the f4 value of 16QAM and 64QAM is relatively close, and the value increases with
the increase in signal-to-noise ratio. This is because the cumulant values of each order of
16QAM and 64QAM signals are relatively close, and the two signals are seriously affected
by noise due to their large order. Therefore, it is difficult to distinguish the two signals by
setting the decision threshold.
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Figure 2. Simulation results of different characteristic parameter.

According to Equation (12), when the constellation phase offset is very small, i.e.,
θ = 0, the MQAM signal can be expressed.

r(k) = s(k) + n(k)

= [sI(k) + n(k)] + j[sQ(k) + nQ(k)]
(21)

The order of r(k) is reduced once, and a new signal sequence r′(k) is obtained.

r′(k) = |Re[s(k) + n(k)]|+ j|Im[s(k) + n(k)]|
= |sI(k) + nI(k)|+ j|sQ(k) + nQ(k)|
= YI(k) + jYQ(k)

(22)

Under the condition of high signal-to-noise ratio, the probability density function of
YI(k) is approximately.

fYI [k](y) ≈
1√

πN0
exp

[
− (y − |sI(k)|)2

N0

]
(23)

where YI(k) approximately obeys the Gaussian distribution with mean value |s1(k)| and
variance N0/2. Similarly, YQ(k) also approximately obeys the Gaussian distribution with a
mean value of |sQ(k)| and a variance of N0/2. Therefore, the signal r′(k) can be expressed .
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r′(k) = (|Re[s(k)] + nI(k)|) + j(|Im[s(k)]|+ nQ(k))

= (|sI(k)|+ j|sQ(k)|) + n(k)

= s′(k) + n(k)

(24)

The new signal can be calculated from Equation (24), and the order of the new signal
becomes one quarter of the original signal, that is, M′ = M/4, which realizes the order
reduction processing of the signal. After the reduced order processing, the values of the
characteristic parameters f4 of the 16QAM signal and the 64QAM signal are shown in
Figure 3.

As can be seen from Figure 3, with the increase in signal-to-noise ratio, the f4 value gap
between the two signals gradually becomes larger, and the f4 value of 64QAM gradually
stabilizes at about 2.26. Therefore, by setting the decision threshold to 2.27, respectively,
the 16QAM signal and the 64QAM signal can be distinguished.

Figure 3. Simulation results of characteristic parameter f4 after order reduction processing.

4. Signal Modulation Recognition System Based on SDR

HackRF One is used as the hardware platform for receiving electromagnetic interfer-
ence modulation signals, and the frequency and symbol rate of the signals are estimated
by the GNU Radio software to complete the clock synchronization and matching filtering;
real-time performance needs to be taken into account in the actual engineering applications,
so the modulation recognition algorithm based on the higher-order cumulative quantity is
used to achieve modulation recognition and complete the phase correction of the signals,
and finally the signal constellation diagram is combined with the system. The recognition
result of the system is discriminated.

The HackRF One hardware structure is shown in Figure 4. The received signal passes
through the antenna into the radio frequency circuit, through the programming settings,
which determine whether the signal is amplified by a 14 dB amplifier, through the RFFC5072
chip to complete the signal mixing process, in which it will be changed into an intermediate
frequency signal, and then through the MAX2837 chip, where it will be changed into an
intermediate frequency signal mixing baseband IQ signals, then through the MAX5864 chip
to the IQ signal by the sampling, where it will become a baseband digital signal (MAX5864
is responsible for the signal for ADC/DAC sampling process, sampling frequency of
22 MHz, sampling accuracy of 8bit); and then by the CPLD controller, which is responsible
for the baseband signal. Then, the CPLD controller, responsible for the baseband signal
timing control, behind the MAX5864, plays a role in buffering the data and controls the role
of the transmission channel switch. Finally, the signal reaches the LPC4320/4330 processor,
where the signal will be converted to data and through the USB interface into the PC and
the GNU Radio software for communication.
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Figure 4. HackRF One hardware structure diagram.

The received signal enters the RF circuit through the antenna, and it is set whether
to amplify the signal through programming. Then, the signal is down converted twice
through the rffc5072 chip and max2837 chip to convert it into an analog baseband signal.
Based on the GNU radio platform, the GRC flow diagram of electromagnetic interference
signal modulation identification is designed and built, as shown in Figure 5. The functions
of each module are as follows.
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Filter Size:32
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OutputSPS: 1

Block Size: 10k

Figure 5. GRC flow chart of interference recognition syste.

Osmocom source: Receiving module. Connects the hardware of HackRF One with
GNU radio software platform, and sends the electromagnetic interference modulation
signal received by HackRF One to the software platform for processing.

Frequency correction: Frequency correction module. Estimates the frequency and
symbol rate of the received signal and completes the frequency correction of the signal.
At the same time, the number of samples for each symbol is obtained according to the
estimated symbol rate, and it is passed to the next module as a stream label.
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Polyphase clock sync: Clock synchronization module. Modifies the clock synchroniza-
tion module provided by GNU Radio. The number of samples per symbol marked in the
stream label of the previous module is used.

Modulation classifier: Classification and identification module. Carries out feature
extraction on the signal, and completes classification and recognition.

QT GUI time sink: Visualization module. Displays the time domain waveform of
the signal.

QT GUI constellation sink: Visualization module. Displays signal constellation.

5. Experimental Results and Analysis

In order to test the performance of the modulation recognition system based on
software radio, the modulation recognition system test platform is built in the laboratory, as
shown in Figure 6, the distance between the AV1445 signal generator and the receiver. The
HackRF One hardware is about 6 m, and the HackRF One hardware is connected to the PC
host computer through the USB2.0 interface, and on the PC side, the Ubuntu 18.04 system
is equipped with the GNU Radio software platform, the electromagnetic interference signal
is sent by the signal source, and the identification system receives the signal for processing
and modulation identification.

HackRF 

One
6m

Figure 6. Structure diagram of system test platform.

The signal source generates six kinds of signals: BPSK, QPSK, 8PSK, 8QAM, 16QAM,
and 64QAM, and runs the GRC flow chart to make the whole system is in a working state.
The HackRF One hardware is used as the receiver to receive the signal, the received signal
is down-converted and analog-to-digital converted into a baseband digital signal, and
then the processed signal is sent to the PC. The signal pre-processing and classification are
realized through the module in the GNU Radio software, and finally the recognition results
are displayed.

When the signal generator sends out different modulation signals, the recognition
results of the system are displayed through the time-domain waveform and constellation
of the signal. The time-domain waveform and constellation of different modulation signals
are obtained through the test, as shown in Figure 7. In Figure 7, the recognition result is
passed, is marked in the time domain waveform by det-mod, and the identified interference
signal type is compared with the constellation mapped by the interference signal.

When the recognition results are BPSK, QPSK, and 8PSK, 2, 4, and 8 signal points are
equally spaced on the unit circle in the corresponding constellation. When the recognition
result is 8QAM, 8 signal points in the corresponding constellation are distributed in a
star shape. The constellation points of these four signals are obviously different, and the
constellation map results are relatively clear. When the recognition results are 16QAM and
64QAM, 16 and 64 signal points in the corresponding constellation are square distributed,
respectively.

Due to the large number of constellation points of the 16QAM signal and the 64QAM
signal and the fact that the adjacent constellation points are close, the two signals will be
more seriously affected by environmental noise, and the constellation points are easy to
overlap. The experimental results show that the recognition results of the six modulation
types of interference signals are consistent with the constellation, so the electromagnetic
interference detection and recognition system meets the design requirements.
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Figure 7. Time domain waveform and constellation of each interference signal.

In order to further verify the recognition performance of the system, the signal gen-
erator is used to generate six kinds of modulation signals, respectively, test each type of
modulation signal for 100 times, and count the recognition results of each modulation
signal to obtain the accuracy of the test results of each modulation signal, as shown in
Table 3.

Table 3. Phase estimation parameters of each interference signal.

Modulation Type Accuracy (%)

BPSK 100
QPSK 99
8PSK 94

8QAM 98
16QAM 93
64QAM 90

It can be seen from Table 3 that in the test of the actual environment, the recognition
results of the system for six modulation signals can reach more than 90%, with high accu-
racy, which is basically consistent with the simulation results. Therefore, the modulation
recognition system based on software radio meets the design requirements.
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6. Conclusions

Considering the problem of modulation type interference signal recognition, a modu-
lation mode recognition system of electromagnetic interference signal based on software
radio was designed. The system receives the interference signal through HackRF One
hardware, and realizes the frequency and symbol rate estimation, clock synchronization,
classification recognition, and phase correction of the received signal in the GNU Radio
software platform. Finally, the recognition results are intuitively reflected through a do-
main waveform diagram and constellation diagram. The results show that the system can
quickly and accurately identify the modulation type of the electromagnetic interference
signal. Compared with the traditional communication signal modulation identification
method, the identification result is more real-time and more suitable for practical engineer-
ing applications.
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