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Abstract: Airtime fairness has emerged as a key approach to enhancing wireless throughput perfor-
mance. However, existing research often overlooks the precise calculation of airtime, particularly
in relation to TCP acknowledgments. This paper introduces a novel method, implemented on the
access point side, for accurately calculating the airtime of TCP and UDP flows. Building on this,
we propose a QoS-based scheduling algorithm designed to improve fairness between upload and
download traffic. The effectiveness of the algorithm is validated through experiments that accurately
measure both throughput and airtime for upload and download traffic.
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1. Introduction

Wi-Fi networks have revolutionized wireless connectivity, becoming an essential part
of modern life. The widespread adoption of Wi-Fi technology has brought countless
conveniences, enabling people to access information, communicate, and share resources
from virtually anywhere. Reports [1] from WiFiForward and Cisco predicted that by 2023,
the majority of global internet traffic would be transmitted via Wi-Fi. Technologies like
Wi-Fi, ZigBee, and RFID have not only significantly contributed to the economy but have
also transformed how users access networks in their daily lives.

However, Wi-Fi operates as a half-duplex communication system, allowing data trans-
mission in only one direction at a time. This half-duplex nature presents challenges in
resource allocation and fairness. Most Wi-Fi networks use the distributed coordination
function (DCF) to enable multiple devices (stations) to share the wireless channel. Be-
fore transmitting data, a device must first listen to the channel. If the channel is idle,
the device attempts to send data. If the channel is busy, the device must wait for a random
period before trying again.

While DCF ensures fair access to the wireless channel, it does not guarantee fair
throughput sharing. To address the upload and download throughput imbalance caused by
DCF, early Wi-Fi technologies introduced the concept of per-flow fairness. Per-flow fairness
aims to ensure equitable network throughput for each flow by adjusting transmission
opportunities (TXOP) or contention window (CW) settings. However, this approach does
not account for the relationship between the number of flows and stations, resulting in
stations with more flows receiving more throughput. To address this issue, researchers
propose the concept of per-station fairness, which seeks to provide each station with fair
throughput regardless of the number of flows.

In recent years, Wi-Fi technology has advanced significantly, resulting in increasingly
faster wireless transmission rates. However, this progress has led to substantial rate differ-
ences between devices accessing the network. When all stations have the same throughput,
slower nodes occupy the wireless channel for longer periods, which reduces overall net-
work performance. To address this, researchers have proposed airtime fairness, which aims
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to distribute channel occupancy time fairly (system resource fairness) rather than just data
transmission opportunities (individual throughput fairness). Airtime fairness mitigates the
impact of slow devices on overall throughput and enhances network performance, and it
has already been implemented in many commercial routers.

Despite these advancements, challenges with airtime fairness remain. Traditional airtime
fairness considers only direct airtime during data transmission and overlooks additional airtime
introduced by the DCF, known as indirect airtime. This oversight can prevent accurate allocation
of channel resources by the access point (AP). Furthermore, fairness at the MAC layer does not
necessarily translate to fairness at the transport layer [2–4]. For example, TCP flows, which provide
reliable transmission through acknowledgment packets (ACKs), consume part of the wireless
channel resources without contributing to data transmission, unlike UDP flows. This discrepancy
necessitates the design of algorithms at the MAC layer to balance airtime between TCP and UDP
flows, ensuring accurate resource allocation and better airtime fairness.

To improve wireless airtime fairness, we propose a quality of service (QoS) scheduling
algorithm based at the access point. This algorithm assesses the wireless status of each flow
to calculate its expected airtime, enabling the AP to select the appropriate data from the
sending queue. The key contributions of this paper are as follows:
• We extend the concept of airtime fairness by integrating both direct airtime elements of data

transmission and indirect elements, including those related to wireless protocols and TCP
acknowledgments. We develop precise methods for calculating airtime for TCP and UDP
flows, considering factors such as the state of the wireless layer, transport layer, and traffic
direction. Furthermore, we introduce a QoS scheduling algorithm at the access point that
ensures airtime fairness for both upload and download traffic.

• We propose an algorithm to achieve airtime fairness by integrating support logic and
control logic. The control logic manages Wi-Fi QoS scheduling, determining the order
of flows in the transmission queue. The support logic calculates each flow’s quota,
based on the accurate average airtime value of the flow. We demonstrate that the co-
operation between support logic and control logic effectively ensures airtime fairness.

• We implement and test our algorithms in the ns-3 simulation [5] environment. The ex-
perimental results reveal that, without the QoS scheduling algorithm, expected fairness
cannot be guaranteed. Traditional airtime fairness algorithms, due to inaccurate air-
time calculations, perform poorly in fairness indices. In contrast, our QoS scheduling
algorithm successfully achieves airtime fairness for both upload and download traffic,
with results closely approximating the optimal solution.
This paper is organized as follows: Section 2 reviews related work and summarizes the

development of Wi-Fi transmission fairness. In Section 3, we model and analyze the airtime
components of TCP and UDP, deriving specific calculation methods. Section 4 presents the
framework of our algorithm, detailing the queue scheduling and airtime quota calculation
methods. In Section 5, we validate the algorithm’s effectiveness through experiments.
Finally, Section 6 concludes the paper.

2. Background
2.1. Wireless Network Data Transmission

Wi-Fi is a wireless local area network (WLAN) technology that enables multiple
devices to transmit data without using physical cables. Wi-Fi networks operate in half-
duplex mode, meaning they cannot send and receive data simultaneously. To manage
access to the network by multiple devices, Wi-Fi employs the DCF protocol. The core of DCF
is the Carrier Sense Multiple Access with Collision Avoidance (CSMA/CA) protocol, which
aims to ensure fairness and efficiency by preventing collisions and allocating transmission
opportunities based on contention rules.

When a device wants to send data, it first listens to the wireless channel to check if
it is idle. If another device is transmitting, the device will back off and wait for a random
period. This backoff period consists of random slots and a fixed duration, after which the
device will attempt to transmit again. If the channel is detected as idle, the device sends its
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data frames. While the backoff mechanism reduces collisions, simultaneous transmissions
and signal attenuation can still cause packet loss. To address this, the receiver sends an
acknowledgment frame (ACK) upon successfully receiving a data frame. If the sender does
not receive an ACK within a specific time, it will retransmit the data.

To efficiently manage the wireless channel, DCF defines several time intervals. The Short
Inter-Frame Space (SIFS) is the waiting time for high-priority control frames, the Distributed
Inter-Frame Space (DIFS) is for data frames and management frames, and the Extended
Inter-Frame Space (EIFS) is for error frames. These intervals help prioritize different types
of transmissions, ensuring orderly and reliable data transmission within the network.

2.2. Wireless Network Fairness

In wireless networks, fairness primarily concerns the equitable sharing and allocation
of resources based on fair and reasonable strategies. Unfair resource allocation can lead to
resource scarcity, waste, or redundancy. The definition of fairness in Wi-Fi is broad and can vary
depending on specific requirements [6], including fair energy consumption [7], power control [8],
flow scheduling [9], channel allocation [10], rate control [11], and routing selection [12]. In this
paper, we focus on site-based fairness and airtime fairness in flow scheduling.

Wi-Fi networks can cover extensive indoor areas. To ensure stable connectivity for
devices at various locations and to reduce wireless packet loss due to signal attenuation,
devices closer to the access point typically maintain higher wireless rates, while devices
farther from the AP maintain lower wireless rates. We can implement a site-based fairness
algorithm at the AP. For example, consider two devices, A and B, connected to the AP,
where device A is farther from the AP, and device B is closer. The channel occupancy
process is illustrated in Figure 1.

Time

Packet

P

Packet

P

PacketStation A

Station B

Figure 1. Per-station fairness in Wi-Fi transmission, where P refers to packet.

The per-station fairness algorithm ensures that devices A and B experience equitable through-
put when transmitting data by alternately sending frames of the same size to both devices. How-
ever, because device A is farther from the AP and has a slower transmission speed, it requires
more channel time to transmit the same size frame. Consequently, even though device B has a
higher transmission rate, its actual transport layer rate is limited by device A’s slower rate. This
means that as the number of connected devices increases, the overall performance of the wireless
network is determined by the rate of the slowest device.

To address this issue, researchers proposed airtime fairness, also known as time-
based fairness. Airtime fairness is widely recognized as a solution to the performance
anomaly in Wi-Fi networks with varying speeds [13] and has been deployed in many router
devices [14–16]. Its goal is to provide each user with an equal amount of airtime. In the
scenario described, when the AP’s scheduling algorithm is replaced with airtime fairness,
the channel occupancy process for the two devices is illustrated in Figure 2.

Time

Packet

P

PacketStation A

Station B P P P P P

Figure 2. Airtime fairness in Wi-Fi transmission, where P refers to packet.
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Airtime fairness shifts the focus from providing each station with equal throughput
to allocating transmission time equally among devices. This ensures that all devices have
equal access to the wireless channel, preventing slower devices from reducing overall
network performance. For example, a node with a faster wireless rate, such as node B,
will receive more transmission opportunities from the AP. This allows node B to utilize
its higher rate advantage, transmitting more data and thus increasing the overall network
throughput. Conversely, a node with a slower transmission rate, such as node A, will have
reduced transmission opportunities to prevent it from consuming excessive airtime and
affecting the performance of other devices.

In IEEE 802.11ac, transmission rates can vary significantly between nodes. For instance,
with a guard interval (GI) of 400 ns, an mcs0 node has a wireless rate of 32.5 Mbps, while
an mcs9 node has a rate of 433.3 Mbps. When transmitting the same amount of data,
the airtime ratio between these nodes is 13.3 to 1. Under traditional fairness, both nodes
would transmit the same amount of data, resulting in an average access point bandwidth
of approximately 60 Mbps. However, with airtime fairness, both nodes occupy the same
amount of airtime, leading to an average access point bandwidth of about 233 Mbps. This
represents a 388% increase in total throughput compared to traditional fairness.

3. How to Calculate Accurate Airtime at the AP Side

Paper [17] introduces the concept of responsible airtime fairness, suggesting that
airtime fairness should encompass not only data transmission time but also all related
overhead. However, paper [17] does not precisely determine the responsible airtime for
each data frame. Its scheduling algorithm calculates based on the throughput of each node,
while a more accurate approach should consider the rate and wireless transmission logic
of each node. Additionally, paper [17] does not address how to handle the airtime issues
caused by TCP ACKs.

This section first analyzes the airtime composition of UDP and TCP. UDP’s airtime is
simpler as it does not include transport layer acknowledgment packets. It then examines the
wireless queuing issues caused by TCP ACKs in TCP upload data and provides solutions.
For ease of derivation and explanation, the calculation analysis in this paper excludes
the RTS and CTS mechanisms of DCF. Including RTS and CTS would only increase the
complexity of the derivation without affecting the paper’s conclusions.

3.1. Overview

Traditional airtime fairness only considers the direct airtime for transmitting data. In this
paper, we firstly extend the definition of airtime fairness and provide a more precise anal-
ysis, as illustrated in Figure 3. Our extended definition includes both the direct airtime for
transmitting effective data and the indirect airtime associated with the wireless DCF function.

Direct airtime, as in traditional methods, represents the wireless time spent transmit-
ting effective data. Indirect airtime, on the other hand, encompasses fixed-length segments
such as SIFS, Slot, and wireless ACK, as well as backoff time, which has a random and
uncertain length. Although backoff time is somewhat random, it helps prevent wireless
interference and packet loss caused by multiple stations transmitting data frames simul-
taneously. By using AP-side algorithms, we can derive the expected value of the backoff
time for a single data transmission from a theoretical perspective, allowing us to accurately
calculate the airtime for each transmission.

Furthermore, our concept of airtime fairness considers the type of flow, whether TCP
or UDP. TCP and UDP are both transport layer protocols, with TCP focusing on reliability
and orderliness of data transmission and UDP emphasizing transmission efficiency and
lower latency. From a wireless airtime fairness perspective, TCP flows include an additional
component: the airtime required for transmitting TCP ACKs over the wireless channel.
TCP ACKs ensure reliable transmission of TCP flows but do not carry effective transmission
content. Therefore, the wireless airtime of TCP flows should also include the airtime for
TCP ACKs, which is part of the indirect airtime.
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Figure 3. Overview of our airtime definition.

This paper analyzes the composition of airtime and models it in Sections 3 and 4.
The symbols and their meanings involved are shown in Table 1. Additionally, some
parameters (e.g., SIFS, Slot, etc.) used in the following analysis are related to the network
scenarios. Similar to the 802.11 MCS rate table, AP can reference a preset data table to find
the specific parameter values. In different network conditions, the calculation method of
airtime in our algorithm remains the same but with different values of parameters. This
allows our approach to maintain consistent performance across different network scenarios.

Table 1. Notations in airtime fairness calculation.

Notation Description

F The set of flows
Tudp One segment airtime of a UDP flow
Ttcp One segment airtime of a TCP flow
tdir The direction airtime of one frame
tind The indirection airtime of one frame
s Size of frame
r Wireless rate of frame
Wi Contention window of the i-th retransmission
R Maximum number of wireless retransmissions
p Packet loss probability obtained from AP statistics
d Efficiency of TCP Reply ACK

3.2. Analysis of UDP Flows

UDP is suitable for applications requiring high real-time performance with low data
integrity demands. It does not guarantee reliable transmission and lacks an acknowledg-
ment mechanism. UDP streams involve only unidirectional transmission, with wireless
latency comprising both the direct transmission delay of data packets and the indirect delay
occupying the wireless link.

Figure 4 illustrates the process of an AP sending UDP data to a STA. The “Data” section
in Figure 4 represents the direct time required for transmitting actual data over the wireless
channel, while the other sections represent the indirect time caused by the wireless DCF
design. This indirect time overhead does not involve the transmission of useful data but
ensures the orderly transmission of wireless data and reduces collisions.

Time

DIFS Backoff Data

ACK

SIFSAP

Sta

Figure 4. Airtime of a single transmission in Wi-Fi.
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As shown in Figure 4, the airtime Tudp for transmitting a UDP stream from an AP to
an STA is equal to the airtime Tdata of the data frame, which can be expressed as the sum of
the direct transmission time tdir and the indirect transmission time tind:

Tudp = Tdata = tdir + tind (1)

The direct transmission time of a wireless data frame is calculated as follows,
in seconds:

Tdir =
s
r

(2)

where s represents the frame size in bits and r represents the wireless rate in bps. The indi-
rect transmission time tind is the delay required by the DCF to avoid collisions. If the RTS
and CTS mechanisms are not used, tind can be calculated as follows:

tind = DIFS + Backo f f + SIFS + MAC_ACK (3)

The formula includes both fixed and variable time components. Let us first introduce
the fixed-length components, which include DIFS , SIFS, and MAC_ACK. Different
IEEE 802.11 standards define different SIFS times and Slot times. The AP can obtain
parameters such as modulation type, coding scheme, and data rate during operation. Thus,
it can retrieve the corresponding SIFS and Slot values from the configuration file. In the
formula, the length of DIFS is equal to SIFS plus twice the Slot time. Additionally, the ACK
in the wireless MAC layer is usually transmitted at the lowest rate. By using the length of
the wireless ACK frame and the following formula, the fixed airtime required for wireless
ACK transmission can also be calculated.

To prevent data packet collisions when multiple devices send data simultaneously,
wireless communication protocols introduce the backoff mechanism and backoff algorithm,
with the most common being the Binary Exponential Backoff (BEB) algorithm. When
sending data, the device will select a random backoff time, commonly referred to as the
contention window. The random range of this window dynamically adjusts based on the
number of collisions, doubling the range with each collision.

There has been modeling research on the backoff delay of wireless nodes [18–20].
The research indicates that the expected backoff time is related to the number of streams N,
the minimum contention window size CWmin, the maximum contention window size
CWmax, and the maximum number of wireless retransmissions (R).

Specifically, the expected backoff time in this scenario is calculated as follows. Let i
represent the number of retransmissions and Wi represent the range of the CW window for
the i-th transmission attempt. The backoff time will be a random integer chosen from the
interval [0, Wi − 1]. Here, W0 = CWmin, and Wi = min(2 · Wi−1, CWmax). Let p represent
the average packet loss probability, which can be obtained through AP-side statistics.
The backoff process follows a general Markov process, and its expected value is:

Backo f f =
R

∑
i=0

Wi − 1
2

× (1 − p)× pi (4)

Therefore, the indirect transmission time of a UDP stream can be expressed as follows:

tind = Backo f f + 2 × SIFS + 2 × Slot +
s
r

(5)

where s is the frame size of the wireless ACK, and r is the minimum data frame rate
supported by the wireless network. In summary, the AP side can calculate the exact airtime
required for a single transmission of a UDP stream based on the state of each stream.
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3.3. Analysis of TCP Flows

TCP ensures reliable data transmission through sequence numbers, acknowledgments,
and retransmission mechanisms. The difference between TCP and UDP in terms of wireless
airtime is that TCP includes an acknowledgment mechanism, which allows the receiver to
inform the sender of the sequence number of the next data segment expected. Therefore,
the airtime for a TCP stream includes both the airtime for TCP data packets and the airtime
for TCP ACKs:

Ttcp = Tdata + Tack (6)

When considered separately, the transmission logic for TCP data packets and TCP ACKs
over wireless is the same as for UDP. They both include direct airtime and indirect airtime.
Thus, using the method for calculating UDP airtime described in Section 3.2, combined with
the frame sizes of TCP data and TCP ACK, their respective airtime can be calculated.

TCP can adjust the sending frequency of TCP ACKs through parameters. Typically,
after successfully receiving a data segment, the receiver will combine acknowledgments for
multiple data segments and then reply with one ACK message. This reduces the number of
acknowledgment messages and improves network efficiency. In the short term, the position
of the Sta is relatively fixed, so it can be assumed that the wireless transmission rate for
both TCP data packets and ACKs is equal. If d (Delayed Acknowledgment) represents the
reply frequency of TCP ACKs, that is, d (default is two) TCP data segments for one ACK,
then the single airtime for a TCP stream can be expressed as:

Ttcp =
sdata + sack/d

r
+ (1 +

1
d
)× tind (7)

where sdata and sack represent the frame sizes of the TCP data packet and ACK, respectively,
r represents the wireless rate of the stream, and tind is calculated using Formula (5). So
far, we have been able to calculate the total airtime for both TCP and UDP. This paper
will address the following question in Section 4.2: How can we design an appropriate
queue scheduling algorithm that, in combination with TCP ACKs, targets both upload and
download traffic separately?

4. Algorithm Design

This section introduces the algorithm proposed in this paper. First, we outline the basic
framework of the algorithm in Section 4.1. Next, we describe the method for calculating airtime
resources in Section 4.2. Finally, we detail the AP-based queue scheduling algorithm in Section 4.3.

4.1. Workflow

The algorithm framework consists of two main components, support logic and control
logic, which work together to implement a queue scheduling algorithm designed to achieve
airtime fairness, as illustrated in Figure 5.

The support logic does not directly handle data frame transmissions; instead, it provides the
necessary calculations and services for the algorithm’s operation. Specifically, it determines the
airtime resources (discussed in Sections 3.2 and 3.3) and quotas (detailed in Section 4.2) for each
flow. The airtime resources for each flow depend solely on its own state and must be recalculated
whenever the wireless rate changes. Conversely, the quotas that ensure fairness are influenced by
the states of all flows. Thus, when a flow joins, leaves the network, or experiences a rate change,
its airtime resources must be recalculated based on the current network state, while quotas are
updated to reflect the conditions of all flows accessing the AP.

The control logic is responsible for selecting specific frames from the sending queue for
transmission. When a wireless frame is ready to be sent, its type is identified by its header
field. The proposed queue scheduling algorithm focuses on TCP and UDP data frames and
does not affect wireless control frames. The algorithm regulates the number of data packets
sent by each flow according to the quotas calculated by the support logic, using a DRR-based
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approach. Ultimately, the product of the total data transmitted by each flow and its respective
airtime resource results in their total airtime allocation, thereby improving airtime fairness.

Select Frame

Flow Start

Flow End

 MCS Change

Frame Type

Do Nothing

Tx Frame End

Flow Direction
Calculate 

Quantum

End

Scheduling

Control Frame

Data Frame

Support Logic

Control Logic

Support Logic

Control Logic

Figure 5. Workflow of our algorithm.

4.2. Queue Scheduling

Most airtime fairness scheduling implementations are based on the Deficit Round-
Robin (DRR) algorithm [21]. In this approach, each flow is assigned a queue and a service
quantum. If a queue is not selected in the current round, its remaining quantum is carried
over to the next round. This process tracks deficits, ensuring that any unfairness from one
round is compensated in subsequent rounds. While [21] effectively addresses unfairness
caused by varying packet sizes among flows, our approach incorporates packet size into
the quantum calculation from the outset, preemptively resolving this issue.

Paper [22] improved the airtime Deficit Round Robin algorithm to prevent nodes
with high packet loss rates from monopolizing the wireless channel, thereby optimizing
system performance. However, this method requires real-time estimation of airtime during
decision-making, leading to higher overhead. In contrast, our method calculates airtime
only when a flow changes its Modulation and Coding Scheme (MCS). During decision-
making, it relies solely on this pre-calculated airtime, thereby reducing overhead.

Figure 6 illustrates the logic of our proposed queue scheduling algorithm. This algorithm is a
QoS scheduling method deployed on top of an active queue management algorithm, responsible
only for selecting frames from the queue. Unlike the approach in [21], our algorithm requires just
a single queue, reducing both complexity and deployment overhead.

Flows

Scheduling

Tx Frame

2 3

Flows

Scheduling

Tx Frame

Flow1 Flow2 Flow3

Wireless 

Features

Transport Layer 

Features

Resource 

Allocation

Wireless 

Features

Transport Layer 

Features

Resource 

Allocation

Figure 6. Our queue scheduling algorithm.
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The queue scheduling algorithm proposed in this section relies on the quotas deter-
mined by the resource allocation algorithm (discussed in Section 4.3). Adhering to the
logic of the DRR algorithm, it selects the most appropriate flow at any given time and then
transmits the earliest frame from that flow. The detailed steps of this queue scheduling
algorithm are presented in Algorithm 1.

Algorithm 1 Queue scheduling algorithm based on QoS.

Input: de f icit_counter, quantum
Output: selected f low
1: Init: deficit_counter[] = quantum[];
2: function peek_flow(){
3: min_dc = deflict_counter[0];
4: selected = 0;
5: for (i = 0; i < N; i++) do
6: if (deflict_counter[i] > min_dc) then
7: min_dc = deflict_counter[i];
8: selected = i;
9: end if

10: end for
11: for (i = 0; i < N; i++) do
12: deflict_counter[i]- = min_dc;
13: end for
14: deflict_counter[selected] = quantum[selected];
15: return selected;
16: end function

To achieve airtime fairness, we assign different transmission opportunities (quantum)
to each STA node. This quantum is determined by the node’s rate, transport layer type,
transmission direction, and other characteristics, as calculated by the resource allocation
module. When selecting a flow for transmission, we identify the minimum value of the
‘deficit_counter’ array (‘min_dc’) and its corresponding index. The flow associated with that
index is then selected, and its ‘deficit_counter’ is reset based on its airtime quantum. For the
flows not selected, we subtract ‘min_dc‘ from their ‘deficit_counter’ values, increasing
their chances of being selected in future transmissions, thereby achieving airtime fairness,
as illustrated in Figure 2.

In this queue scheduling algorithm, flows with larger quanta have fewer opportunities
to transmit wireless data frames, resulting in a smaller number of sent frames (n). In other
words, the number of packets sent (n) is inversely proportional to the assigned quantum.

ni
nj

=
quantumj

quantumi
(8)

4.3. Airtime Quantum Calculation

Based on the analysis in Sections 3.2 and 3.3, the airtime for TCP and UDP flows
is calculated using flow type, packet size, wireless rate, and other relevant information.
However, our algorithm differentiates between upload and download TCP flows in the
airtime calculation method. This difference arises from the relationship between the number
of TCP data packets and ACKs, as well as the position of queuing and scheduling algorithms
in end-to-end transmission. As discussed in Section 3.3, TCP flows employ delayed
acknowledgment, where the receiver sends one ACK for every d TCP data packets received.

For download TCP data, the access point sends TCP data, and the stations returns
TCP ACKs. When sending data, the AP pre-calculates the airtime required for the return of
TCP ACKs and uses this as a basis for airtime fairness scheduling, ensuring fairness for
download TCP data, as illustrated in Figure 7. The airtime for transmitting a data frame in
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this context includes the airtime for one data packet plus the airtime for 1/d TCP ACKs,
calculated according to the method and formula in Equation (7).

AP

Sta

Control here

Figure 7. Control logic for airtime fairness in download scenario.

For upload TCP data, the stations transmit TCP data, and the access point returns
TCP ACKs. By the time the AP sends these ACKs, the TCP data transmission has already
been completed. At this stage, the AP adjusts the sending order of TCP ACKs for each TCP
flow using an airtime fairness scheduling algorithm to ensure fairness for upload TCP data,
as illustrated in Figure 8. The airtime for transmitting TCP ACKs includes the airtime for d
data packets and the airtime for 1 TCP ACK, calculated as follows:

Ttcp =
d × sdata + sack

r
+ (d + 1)× tind (9)

AP

Sta

Control here

Figure 8. Control logic for airtime fairness in upload scenario.

In conclusion, we can calculate the single transmission airtime for node i, denoted as ti.
Next, we analyze the relationship between ti, the number of transmissions ni, the quota
quantumi, and the total airtime Ai. Our goal is to determine ni based on ti for each node,
ensuring that the total airtime for each node is equal, i.e.,

∀(i, j) ∈ F2, Ai = Aj (10)

Given that the total airtime of different nodes equals the product of the number of
frames sent and the average airtime per frame, we have:

Ai = ti × ni (11)

To achieve airtime fairness between different nodes i and j, the following condition
must be met:

ni
nj

=
tj

ti
(12)

By combining Equation (12) with Equation (8) from the queue scheduling algorithm
in Section 4.2, we can establish the relationship between the airtime of different nodes and
their allocated resource quotas:

quantumi
quantumj

=
ti
tj

(13)
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This analysis demonstrates that by accurately calculating the average airtime of each
flow’s data frames, we can allocate the opportunity to access the wireless channel more ef-
fectively, thereby achieving more precise airtime fairness and improving overall throughput.
The resource allocation algorithm in this paper is provided in Algorithm 2.

Algorithm 2 Quantum calculation algorithm of airtime.

Input: f low f eatures, wi f i f eatures
Output: quantum
1: function get_quantum(){
2: for (i = 0; i < N; i++) do
3: backoff = 0;
4: for (j = 0; j < R[i]; j++) do
5: backoff += (w[i] − 1)/2×(1 − p)×pow(p,j);
6: end for
7: ind = backoff + 2×SIFS + 2×Slot + s_w_ack/r_min;
8: if ’UDP’ == get_type(flow[i]) then
9: airtime[i] = ind + s[i]/r[i];

10: end if
11: else if ’TCP’ == get_type(flow[i]) then
12: if ’UPLOAD’ == get_direction(flow[i]) then
13: airtime[i] = (d[i]×s[i] + s_tcp_ack[i])/r[i] + (1 + d[i])×ind
14: end if
15: else
16: airtime[i] = (s[i] + s_tcp_ack[i]/d[i])/r[i] + (1 + 1/d[i])×ind
17: end else
18: end else if
19: return airtime;
20: end function

5. Experiment
5.1. Experimental Settings

Experimental Environment. In this study, we deployed and tested the algorithm using the
ns-3 simulator, version 3.35. The experimental setup, illustrated in Figure 9, features a combination
of wired and wireless links, with specific links configured to have a bandwidth of 100 Mbps and
a latency of 10 ms. The wireless network operates on the 802.11ac protocol, the most advanced
version supported by ns-3. In this configuration, the server functions as the sender, while the
stations serve as the receivers. For wireless loss, we used the LogDistancePropagationLossModel,
and for propagation delay, the ConstantSpeedPropagationDelayModel. The IdealWifiManager
algorithm was selected for wireless rate control.

AP

Sta

Upload

Download

Wired Link

Wireless Link

Figure 9. Wireless network topology in our ns-3 testbed.
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Each server and station pair maintains a TCP stream using the Reno [23] congestion
control algorithm, with the application layer generating continuous data. In the experiment,
the distances between the three Stas and the access point vary, with Sta1 being the closest,
followed by Sta2, and Sta3 being the farthest. This distance variation leads the WiFi rate
selection algorithm to assign different modulation and coding schemes (MCSs) to each
Sta: MCS8 for Sta1, MCS6 for Sta2, and MCS4 for Sta3.

Airtime statistics in ns-3. We record the timestamps of each data frame transmitted by
the AP and Sta in the wireless network using the ns-3 API, correlating TCP data packets and
acknowledgments by their sequence numbers. Figure 10 illustrates the airtime calculation
method for a TCP stream, which includes t1 + t2. Since UDP streams lack transport layer
acknowledgment packets, airtime for UDP is calculated using only t1.

AP Sta

t2

Figure 10. Airtime statistics method in ns-3.

Evaluation Metrics. We collect two key metrics: the algorithm’s throughput and
airtime fairness, measured using Jain’s fairness index. The calculation methods are outlined
below, with higher values of F indicating better fairness:

F(x) =
(∑n

i=1 xi)
2

n × ∑n
i=1 x2

i
(14)

5.2. Evaluation

The airtime fairness algorithm proposed in this paper is a QoS scheduling algorithm designed
specifically for Wi-Fi. Unlike general Wi-Fi queue scheduling algorithms, QoS scheduling and
queue scheduling serve distinct purposes but work together to enhance the performance and user
experience of wireless networks. The primary goal of a Wi-Fi QoS scheduling algorithm is to
manage and optimize the transmission of various types of traffic within the wireless network to
meet the specific quality of service requirements of different applications.

A common Wi-Fi QoS mechanism is Enhanced Distributed Channel Access (EDCA),
defined in the IEEE 802.11 standard. EDCA classifies traffic into four types: voice, video,
background, and best effort. Each has different priorities and parameters to ensure better
service for high-priority traffic. In contrast, Wi-Fi queue scheduling algorithms manage packet
queues on access points or terminal devices, handling enqueue and dequeue operations,
transmission resource allocation, and traffic control. Examples of common queue scheduling
algorithms include Drop-tail [24], RED [25], and CoDel [26], which determine the order and
timing of packet transmission. In this study, the classic Drop-tail queue was utilized.
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Download Scenario. We begin by comparing the performance of three QoS algorithms
in a download scenario: the default QoS algorithm, general airtime fairness, and the airtime
fairness algorithm proposed in this paper. Throughput results are tested under varying
TCP ACK delay conditions, as shown in Table 2.

Table 2. Throughput comparison of QoS algorithms in DL scenario.

DelACK QoS Algorithm Sta1 Sta2 Sta3 Total Throughput

1 Default 6.73 6.75 6.79 20.27
1 General Airtime Fairness 14.07 4.56 3.06 21.69
1 Our Airtime Fairness 8.39 7.42 5.33 21.14
2 Default 8.38 8.38 8.37 25.14
2 General Airtime Fairness 17.36 5.73 3.86 26.94
2 Our Airtime Fairness 10.38 9.29 6.36 26.03

The experimental results reveal that the default QoS algorithm in this scenario aligns with
throughput fairness, as the throughput for the three stations is nearly identical. In contrast,
general airtime fairness tends to favor stations with higher wireless rates, providing them
with more transmission opportunities. This approach results in higher effective throughput
for these stations, thereby increasing the overall throughput of the wireless link.

Our proposed airtime fairness algorithm, however, produces more balanced through-
put among the stations by adjusting airtime calculations differently for each station. As a
result, while the total throughput achieved by our algorithm exceeds that of the default QoS
algorithm, it falls short of the throughput provided by general airtime fairness. We would
like to further explain that better airtime fairness does not equate to higher total throughput.
For instance, if all wireless channel resources are allocated to the fastest STA, the highest
total throughput would be achieved. However, this is clearly not a reasonable approach.

Consistent results across experiments with different TCP delayed ACK parameters
demonstrate that our QoS algorithm effectively adjusts the stations’ access opportunities to
the wireless channel based on their airtime, thereby achieving airtime fairness. The specific
airtime for each STA in this experiment is detailed in Table 3.

Table 3. Airtime comparison of QoS algorithms in DL scenario.

DelACK QoS Algorithm Sta1 Sta2 Sta3 Fairness Index

1 Default 0.16 0.17 0.24 0.9658
1 General Airtime Fairness 0.33 0.11 0.1 0.7589
1 Our Airtime Fairness 0.2 0.19 0.19 0.9992
2 Default 0.15 0.17 0.24 0.9569
2 General Airtime Fairness 0.12 0.11 0.11 0.7788
2 Our Airtime Fairness 0.19 0.18 0.18 0.9998

The experimental results indicate that the airtime fairness index of the default QoS algo-
rithm is quite high, even significantly surpassing that of the general airtime fairness algorithm.
Moreover, the default QoS algorithm can be viewed as throughput fairness in this test sce-
nario. This discrepancy arises because the general airtime fairness algorithm miscalculates the
airtime for each STA, leading to a substantial deviation from the actual results.

In contrast, our proposed airtime fairness algorithm accurately calculates airtime,
enabling the AP to achieve excellent airtime fairness through a QoS-based scheduling
approach. The experimental results closely align with the theoretical optimal solution,
which has a fairness index of 1.

TCP Congestion Control. Since the primary goal of this paper is to improve the TCP
airtime fairness, it is essential to evaluate the performance of our QoS-based scheduling
method under different congestion control algorithms. This is because congestion control
is one of the core components of TCP. We conduct experiments in this download scenario,
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where we sequentially set the same congestion control algorithms (Reno [23], Vegas [27],
Cubic [28], and BBR [29]) to the three STAs. All other experimental conditions are kept
consistent with those previously described. The results are presented in Table 4.

Table 4. Performance comparison under different TCP congestion control algorithms.

DelACK TCP Congestion Control Algorithm Total Throughput Airtime Fairness Index

1 Reno 21.14 0.9992
1 Vegas 21.15 0.9992
1 Cubic 21.14 0.9992
1 BBR 21.12 0.9972
2 Reno 26.03 0.9998
2 Vegas 25.96 0.9996
2 Cubic 25.97 0.9996
2 BBR 25.97 0.9995

The experimental results show that our method is effective and demonstrates consis-
tently high fairness when facing different TCP parameters and popular congestion control
algorithms. The reason is that we have incorporated the TCP parameters that affect our
QoS-based scheduling algorithm into the modeling analysis.

Upload Scenario. Next, we examined the impact of each algorithm on upload TCP
flows using the network topology shown in Figure 9, with the throughput for each STA
detailed in Table 5.

Table 5. Throughput comparison of QoS algorithms in UL scenario.

DelACK QoS Algorithm Sta1 Sta2 Sta3 Total Throughput

1 Default 6.86 6.8 6.9 20.57
1 General Airtime Fairness 13.98 4.45 3.09 21.61
1 Our Airtime Fairness 8.46 7.37 5.32 21.16
2 Default 11.76 6.83 7.52 26.11
2 General Airtime Fairness 14.45 7.32 5.09 26.87
2 Our Airtime Fairness 11.33 8.83 6.45 26.61

Building on our airtime analysis of TCP ACKs in Section 4.3, we extended the AP-based
airtime fairness to upload traffic. The comparison between the default QoS algorithm and
the two airtime fairness approaches demonstrates that our algorithm effectively controls
changes in upload traffic throughput at the AP, thereby achieving airtime fairness.

However, in this scenario, the default QoS algorithm only achieves throughput fairness
when the delayed ACK is set to 1. In contrast, our algorithm consistently achieves airtime fairness
across various network environments, leading to an improvement in the overall throughput of
the wireless network. The airtime for each STA in this scenario is presented in Table 6.

Table 6. Airtime comparison of QoS algorithms in UL scenario.

DelACK QoS Algorithm Sta1 Sta2 Sta3 Fairness Index

1 Default 0.16 0.17 0.24 0.9642
1 General Airtime Fairness 0.32 0.11 0.1 0.7659
1 Our Airtime Fairness 0.19 0.18 0.18 0.9995
2 Default 0.21 0.14 0.22 0.9611
2 General Airtime Fairness 0.26 0.15 0.15 0.9202
2 Our Airtime Fairness 0.2 0.18 0.19 0.9961

In the upload scenario, the airtime results for each station generally align with those
observed in the download scenario. However, it is notable that when the delayed ACK is set
to 2, the general airtime fairness algorithm produces significantly higher results compared
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to other scenarios. In contrast, our airtime fairness algorithm consistently achieves high
fairness across different scenarios, owing to its precise calculation of each station’s airtime.

In summary, the results of all the experiments reveal that the general airtime fairness
algorithm calculates transmission airtime based on frame size and wireless rate, which is
then used in the scheduling algorithm. This approach allows stations with higher wireless
rates to have a greater opportunity to occupy the wireless channel, leading to a positive
correlation between the throughput of each node and its wireless rate, thereby increasing
total throughput. However, this approach presents two main issues:

Inaccurate Airtime Calculation: As the modulation and coding scheme increases
under the same wireless protocol, the wireless transmission rate speeds up, reducing the
proportion of time needed for data transmission. When the wireless rate is high, the general
airtime fairness algorithm’s airtime calculation only reflects a fraction of the total time
cost. This method significantly underestimates the actual airtime for nodes with higher
rates, erroneously allocating them more transmission opportunities, which results in a poor
airtime fairness index.

TCP ACK Considerations: TCP data packets require the return of TCP ACKs. Given
that the wireless channel operates in half-duplex mode, the airtime cost associated with
ACKs should be included in the total airtime calculation for the corresponding TCP data
frame. The airtime for a single TCP data frame should therefore include both the forward
data packet and the reverse ACK. This total airtime should be pre-calculated during AP
scheduling to inform the scheduling logic. Our algorithm better reflects the concept of
airtime fairness by incorporating these considerations.

6. Conclusions

This paper analyzes the current issues with airtime fairness in wireless networks,
specifically the inaccuracy of airtime calculation. Based on this analysis, a QoS scheduling
algorithm deployed on the AP is proposed, which accurately calculates the airtime of each
flow and then allocates channel access opportunities accordingly, achieving airtime fairness.
The proposed algorithm is effective for both upload and download traffic and has produced
consistent results across different test scenarios. In all test scenarios, our algorithm achieves
the Jain’s fairness index greater than 0.995. This numerical result is very close to the
theoretical optimal value and outperforms all other comparison algorithms. In the future,
we plan to test the performance of this algorithm in a wider range of scenarios. A more
potential challenge is to integrate the analysis methods in this paper with other wireless
networks, such as exploring and optimizing the airtime fairness in 5G or ZigBee networks.
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