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Abstract: Detecting cracks in cylinder heads traditionally relies on manual inspection, which is
time-consuming and susceptible to human error. As an alternative, automated object detection
utilizing computer vision and machine learning models has been explored. However, these methods
often face challenges due to a lack of sufficiently annotated training data, limited image diversity,
and the inherently small size of cracks. Addressing these constraints, this paper introduces a novel
automated crack-detection method that enhances data availability through a synthetic data generation
technique. Unlike general data augmentation practices, our method involves copying cracks from one
location to another, guided by both random and informed engineering decisions about likely crack
formations due to cyclic thermomechanical loads. The innovative aspect of our approach lies in the
integration of domain-specific engineering knowledge into the synthetic generation process, which
substantially improves detection accuracy. We evaluate our method’s effectiveness using two metrics:
the F2 score, which emphasizes recall to prioritize detecting all potential cracks, and mean average
precision (MAP), a standard measure in object detection. Experimental results demonstrate that,
without engineering insights, our method increases the F2 score from 0.40 to 0.65, while maintaining a
stable MAP. Incorporating detailed engineering knowledge further enhances the F2 score to 0.70 and
improves MAP to 0.57, representing increases of 63% and 43%, respectively. These results confirm that
our approach not only mitigates the limitations of traditional data augmentation but also significantly
advances the reliability and precision of crack detection in industrial settings.

Keywords: defect detection; deep learning; computer vision; data augmentation; engineering
knowledge integration; remanufacturing

1. Introduction

Remanufacturing is essential to implementing circular economy practices because it
effectively reduces material consumption, energy consumption, and waste. This is accom-
plished by retaining the value of extracted and refined raw materials. The remanufacturing
process includes several steps, such as cleaning, inspection, and reconditioning, designed
to restore a used core product to the specifications of a brand-new product [1]. The in-
spection step evaluates the condition of the core product and identifies any defects or
deviations from design specifications, such as size and location [2]. Quality inspection is
crucial to achieving remanufacturing goals, such as customer satisfaction, reducing rework
due to inadequate inspection, and making informed decisions regarding the viability of
remanufacturing a used product or core.

The inspection procedure can be carried out manually, semi-automatically, or auto-
matically. Manual inspection, which is labor-intensive and time-consuming, is frequently
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necessary for remanufacturing to ensure 100 percent inspection, build trust with secondary
users, and increase the manufacturer’s profitability [3]. However, inspector experience,
skills, the timing of inspection (such as a night shift versus morning shift), and inspection
location can have a substantial effect on the errors [4-6].

As inspection tools and techniques continue to advance, fully automated systems
utilizing machine learning (ML) techniques and machine vision systems are being devel-
oped to assist human inspectors in remanufacturing processes. Modern machine vision
technology enables the detection of various defects of interest with high resolution and
precision without significantly extending the inspection time. The utilization of image
processing techniques for inspection and quality control, particularly in defect detection,
has become commonplace [7]. Automation plays a crucial role in the modern manufac-
turing industry, and image processing techniques for inspection and quality control have
become widespread. As the demand for even greater accuracy and complexity in quality
control tasks grows, deep learning has emerged as a transformative force in this field. Deep
learning-based inspection systems incorporating layered, multi-layer neural networks
are gaining popularity as they efficiently extract pertinent features to characterize data
patterns. Convolutional neural networks (CNNSs), a class of deep learning architectures,
are inspired by the visual perception of living organisms [8]. Various computer vision
tasks, such as image recognition, object detection, and localization, have demonstrated
their efficacy [9]. By simulating the complex processes of visual perception, CNNs provide
innovative solutions in artificial intelligence, enabling machines to accomplish remarkable
feats in comprehending and interpreting visual data. Object detection algorithms based on
CNN can be broadly divided into one- and two-stage models.

One-stage models provide real-time responses without needing object detection steps
in advance, making them suitable for quick predictions. An example is YOLO v5, a one-
stage detector model from the You Only Look Once (YOLO) family of computer vision
models. It is renowned for its rapid image processing capabilities, outperforming the
models above by applying inline transformations to the base training data, incorporating a
broader range of semantic variation, and calculating loss functions to maximize the mean
average precision (MAP) objective [10].

On the other hand, two-stage models employ preliminary stages in which signifi-
cant image regions are identified before object classification. Faster R-CNN ResNet101 is a
high-precision, two-stage object detection model that divides the region proposal and classi-
fication steps into separate stages to locate and classify objects. Although it achieves greater
prediction accuracy than other methods, its prediction speed needs improvement [11].

CNN application in crack detection has shown promise in terms of accurately identi-
fying cracks in various structures. However, the performance of deep neural networks is
highly dependent on the availability of an extensive and well-annotated training dataset.
Inadequate training data can lead to overfitting and subpar predictive performance [12].
The performance of deep neural networks is significantly enhanced by increasing the
quality and quantity of training data. Despite the availability of numerous open-source
datasets for crack detection in road surfaces [13] and concrete structures, the lack of datasets
designed specifically for cylinder head surface cracks poses a significant barrier to accu-
rately detecting such cracks on the said surfaces. Publicly accessible datasets currently
have limitations when applied to detecting cylinder head cracks. Notably, cylinder head
cracks are typically much smaller than those on concrete or asphalt surfaces. Detecting
these cracks on cylinder head surfaces without the benefit of close proximity or adequate
lighting conditions is a particularly difficult task. In addition, manually annotating large
datasets is laborious and inefficient [14].
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This paper presents a novel method for enhancing the ability of object detection
models to identify cracks on cast iron surfaces when the amount of training data is lim-
ited. The primary innovation lies in our approach to synthetic data augmentation, which
is explicitly tailored to improve the detectability of small cracks. Unlike conventional
data augmentation techniques that often involve generic transformations, our method
involves the strategic replication of cracks from one spatial location to another across
images. This not only preserves the integrity of crack characteristics but also simulates
varied realistic scenarios in which cracks might manifest under different conditions on
similar surfaces. The incorporation of engineering knowledge further differentiates our
method from existing techniques. By understanding where cyclic thermo-mechanical
loads typically lead to cracks, we enhance the model’s ability to predict crack locations
more accurately, significantly improving the recall of potential defects. This is particularly
crucial in industrial applications where prioritizing recall—detecting all possible cracks—
is more important than reducing false positives (precision). Performance metrics such
as the F2 score, which emphasizes recall, along with MAP, are utilized to evaluate the
effectiveness of our method. Both metrics have shown substantial improvement over tradi-
tional augmentation techniques and generative adversarial networks (GANSs), especially
in terms of real-world applicability and computational efficiency. While GANs and other
advanced Al techniques have proven effective in generating realistic data, their application
to crack detection presents challenges. GANs require large, well-labeled datasets and
significant computational resources, which are not always feasible in industrial settings
where data may be scarce and real-time, cost-efficient solutions are needed. In contrast,
our engineering-informed approach provides a simpler, scalable solution that integrates
domain-specific knowledge, allowing for improved model training even with limited data.

A secondary aim of this study is to assess the impact of this engineering-informed
synthetic data generation compared to alternative methods, such as randomly placing syn-
thetic cracks in locations unlikely to experience mechanical stress. Our findings show that
placing cracks in expected, high-stress areas significantly improve the model’s performance.
Controlled experiments validated this hypothesis, demonstrating that cracks placed based
on mechanical stress patterns led to better detection rates and model accuracy than those
placed randomly.

While sample pretreatment methods such as dye penetrant testing (e.g., DPT) can
enhance crack visibility, this study focuses on synthetic augmentation techniques to provide
a simple, scalable approach for environments where complex pretreatment procedures
may not be feasible or practical. Moreover, we acknowledge that more advanced methods,
such as GANs, could potentially outperform this approach in some scenarios; however,
our method offers an accessible, computationally efficient alternative that can be imple-
mented by engineers without extensive expertise or resources, making it more suitable for
real-world industrial applications. Figure 1 provides an overview of the proposed method,
illustrating the systematic integration of engineering knowledge into each phase of the data
generation process. The subsequent sections of this paper will detail the literature review
(Section 2) and the methodology employed (Section 3), present the results (Section 4), dis-
cuss the findings in a broader context (Section 5), and conclude with the study’s limitations
and potential future directions (Section 6).
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Figure 1. Overview of the proposed methods and evaluation procedures.

2. Literature Review

In engine component inspection, skilled machinists and mechanics regularly perform
manual crack inspections using a combination of spray, magnifying glass, and magnetic
particle inspection methods [15-17]. These methods are laborious and time-consuming,
and their effectiveness is highly dependent on the subjective judgment and biases of the
inspectors, which may result in inaccuracies and thus the omission of certain flaws [18].
Recently, there has been a growing interest in developing image-based automatic or semi-
automatic defect detection and classification techniques to circumvent these limitations.
These approaches employ conventional digital image processing methods, such as thresh-
olding and segmentation-based and edge-detection techniques. Notably, Mohan et al. [19]
present a comprehensive survey of various image processing-based strategies for crack
detection. This emerging research area can potentially improve the efficiency and accuracy
of engine component inspection, thereby overcoming the obstacles presented by manual
inspection techniques. To address the concerns associated with manual inspection, semi-
automated and automated inspection tools are utilized to aid in the inspection process.
According to Mohan et al. [2], semi-automated systems, which involve both human in-
spectors and machine vision systems, offer benefits such as reduced inspection time, fewer
errors (approximately 47 percent fewer), and reduced variation in defect detection.

Typical defect detection techniques include ultrasonic testing, osmosis testing, and
X-ray analysis [20]. Similarly to X-ray testing, ultrasonic techniques are used to identify
flaws within the internal structure of the test subject. These techniques utilize filtering to
facilitate the extraction of features and the description of detected defects. In addition to
these conventional techniques, diverse applications have witnessed the emergence of deep
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learning-based defect detection methods in recent years. These algorithms frequently utilize
deep neural networks, including CNNs, residual networks, and recurrent neural networks.
Deep learning-based computer vision defect detection applications have demonstrated
remarkable accuracy in detecting binary defects (present or not) [21]. Ren et al. [22] intro-
duced an effective method to mitigate the negative impact of product defects by addressing
the current state-of-the-art defect detection-based machine vision. On the other hand, Wang
Liqun et al. [23] focused on defect detection using deep learning, specifically CNNS, to train
and analyze large sets of image acquisition data. Their work demonstrates that this method
can effectively extract features and achieve accurate and efficient defect classification.

CNNs have emerged as prominent architectures for object detection and image classi-
fication tasks in contemporary vision-based systems. Due to their training on large datasets
such as GoogleNet and ImageNet, ConvNet models, such as VGGNet [24], InceptionV3 [25],
AlexNet [26], ResNets [27], and GoogleNet [28], have garnered considerable attention and
demonstrated exceptional performance. Recently, CNN-based algorithms have been ap-
plied to various defect detection problems in automotive engineering and related fields.
These applications include precise part defect detection in automotive engines [29], the
classification and detection of highway cracks [30], the detection and recognition of defects
in welding images [30], online defect detection in weld images [31], and the detection of
automotive paint defects [32]. The successful application of ConvNet-based methods in
these contexts demonstrates the capability of these architectures to improve the precision
and effectiveness of defect detection in real-world scenarios.

In addition to their application in general defect detection, CNN-based algorithms
have also found extensive use in a more specialized domain: the detection of cracks. In
the field of surface crack detection, numerous CNN-based models have been developed
to detect cracks on various surfaces. These applications include the detection of cracks
in nuclear power plant components [33], tunnel cracks [34,35], bridge cracks [36], cracks
in concrete structures [37], pavement cracks [38], and roadway cracks [39]. In addition,
recent developments have led to the incorporation of CNN-based neural networks for
defect detection into autonomous robotic systems. These autonomous robotic platforms
equipped with CNN-based models have effectively identified and quantified tunnel defects,
providing valuable data for assessing tunnel stability [40—-42]. This integration demon-
strates the potential of combining deep learning techniques with robotics to improve the
detection and monitoring of defects in critical structures. In the past five decades, digital
image processing techniques have stimulated extensive research regarding crack detection
technology [43,44]. Applications of this research include the detection of cracks in beams,
bridges, pharmaceutical drugs, building structures [45], concrete [46], glass bottles, engi-
neering materials, medical bones, pavements [47,48], road surfaces [49], subway tunnels,
and walls. Diverse, innovative techniques for crack detection have been developed and
implemented to address these diverse scenarios.

While CNNs have shown promise in accurately detecting cracks in structures, it is
essential to recognize that the optimal use of deep neural networks is highly dependent
on having a substantial amount of annotated training data. Training neural networks
utilizing deep learning with insufficient data can result in overfitting and subpar predictive
performance. When the quality and quantity of training data are increased, the effectiveness
of deep neural networks increases significantly, enabling the models to generalize better
and achieve higher performance levels [12].

Although numerous open-source crack datasets, such as those focusing on road surface
cracks [13,50] and concrete surface cracks [51,52], are readily available, the lack of dedicated
datasets specific to cylinder head surface cracks poses a significant barrier to the viability
of cylinder head surface crack detection. Furthermore, the laborious and inefficient nature
of manually labeling large datasets exacerbates the difficulty of obtaining suitable data for
this specific application.

Multiple data augmentation techniques, such as rotation, inversion, and scaling, have
been intensively studied to enlarge datasets in computer vision applications, such as
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classification [26], object detection [53], and instance segmentation [54]. These techniques
are intended to improve the generalization and performance of deep learning models by
increasing the diversity of training data. Despite the application of image transformations
for data enhancement, it is essential to recognize that the inherent disparity between
cylinder head surface crack data and the crack data of other surfaces remains substantial
and cannot be effectively reduced by these image transformation approaches alone [55].

Nevertheless, applying data augmentation via synthetic images provides a promising
avenue for introducing greater diversity and expanding the dataset. GANs have emerged as
an effective method for augmenting data with synthetic images. GANs have demonstrated
the ability to generate realistic, high-quality images without labels, establishing them as a
viable method for generating synthetic data [56-58]. Deep learning GANs have been used
to generate synthetic medical datasets in the medical domain, resulting in improved CNN
performance for medical image classification tasks [58]. In addition, a simple method for
generating synthetic datasets involving the insertion of object masks from authentic images
has been proposed as a practical alternative to elaborate graphic renderings and complex
scene composition, simplifying implementation without sacrificing photorealism [14].

To the best of our knowledge, the application of GANSs to generate synthetic datasets
for crack detection on metal surfaces remains largely unexplored within the domains of
computer vision and defect analysis. While GANs have proven effective in generating
synthetic data for tasks such as medical imaging, their computational intensity, large
data requirements, and the complexity of tuning them for specific applications, such as
crack detection on metal surfaces, pose significant challenges in industrial settings where
real-time, cost-efficient solutions are required. Additionally, GANs demand expertise in
hyperparameter tuning and access to substantial computational resources, making their
implementation less feasible in many industrial environments. Although synthetic datasets
have been extensively used in various fields, their application to detecting small defects—
particularly cracks in cylinder heads—has been limited. In this study, we address these
limitations by introducing an engineering-informed synthetic data augmentation method
that strategically replicates cracks based on mechanical stress patterns unique to cylinder
head surfaces. This approach differs from relying on computationally expensive methods
such as GANSs by offering a practical, scalable solution to enhancing crack detection in
industrial applications. Our method leverages existing crack data to generate new, contex-
tually relevant training examples, thereby improving the model’s ability to detect cracks
while maintaining computational efficiency. By tailoring our augmentation technique to
address the specific needs of industrial quality inspection, particularly for small, hard-to-
detect cracks, we provide a solution that can be implemented with limited datasets and
fewer resources than methods like GANs. This approach is aligned with the requirements
of real-world industrial environments, where time and computational efficiency are critical.
Our study not only bridges the current data gap but also establishes a more accessible, effec-
tive foundation for crack detection systems, ensuring that industries can adopt advanced
artificial intelligence methods without the need for extensive computational infrastructure
or deep technical expertise.

3. Methodology
3.1. Dataset Preparation

This work utilized images of cylinder heads from John Deere Reman. As shown in
Figure 2, we used two sets of images obtained by two distinct methods for this investigation.
The first, more controlled approach at Iowa State utilizes real cylinder heads with cracks
provided by John Deere Reman and is conducted in a laboratory setting. The second, less
controlled approach in a remanufacturing shop environment uses a simple gantry system
to acquire images using a conventional, integrated lens SLR camera with a resolution
of 2592 by 1944 pixels, with less control than the laboratory environment, affecting the
image quality. This investigation required this second method to acquire additional defect
images to aid model training. These images, in ambient light, captured in two distinct
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environments, are combined to form a single, curated image dataset. Overall, 12% of
the images were obtained using the lab setting, and the rest were obtained using the less
controlled method. We randomly divided our dataset into training and test sets, keeping
the percentage of images for each method the same in both the training and test sets. A total
of 91 crack images with 113 cracks in the image set were used for training, while 68 crack
images with 89 cracks were used for testing. “Labeling” was used to annotate the dataset.

Figure 2. Sample images and cracks (small red squares) obtained in different methods: (a) lab setting
and (b) less controlled setting.

3.2. Model Evaluation

In image detection, MAP is widely used to evaluate similar modes. In fact, this is
the core evaluation metric used by the YOLO algorithm employed here. However, for
this application, recall is critical; missing a crack is a more severe error than identifying a
non-crack incorrectly. A weighted measure of precision and recall is commonly obtained
using the harmonic mean, namely the F-score. An equal weight is achieved with the F1
score, and for higher values more weight is given to recall. We chose to double the weight
of recall and use the F2 score as we believe it is appropriate for this application. On the
other hand, the MAP metric has become standard in object detection models, and YOLO
algorithms use this as a primary metric. The MAP metric seeks to achieve a balance between
recall and precision, making it a valuable evaluation tool. For our method, it is intuitively
likely that adding synthetic cracks, especially in areas where cracks should not occur, may
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decrease precision. Reporting the MAP metric is useful because, although improving the
F2 score is the primary goal, it is desirable to at least maintain or possibly improve the
overall MAP metric. Using both metrics enables us to confirm that the proposed method
effectively improves recall while maintaining or enhancing the overall balance between
recall and precision.

For a mathematical motivation of the F2 score, note that the model’s predictions were
compared against the ground truth annotations to determine true positives (TPs), true
negatives (TNs), false positives (FPs), and false negatives (FNs). The precision and recall
are mathematically defined as

Precision = L
- (TP + FP)’
TP

Given the above definitions, the Ff-score is defined as a weighted harmonic mean
(equal weight if g = 1):

precision x recall

F,B:(1+,32)>< - o .
(B x preczszon) + recall

And we notice that with f = 2 the weight for recall is higher.

3.3. Patching Process and Augmentation

In this section, we describe the approaches taken to enhance object detection per-
formance in scenarios characterized by a limited dataset containing low-quality images,
blurriness, and varying lighting conditions. Our research examines various approaches to
increase the number of defect instances and the size of the training set, then evaluates their
impact on the model’s performance. Noting that the test set remained unchanged through-
out this process ensures a consistent and reliable evaluation of the model’s performance.

3.3.1. Standard Data Augmentation

As a benchmark to the new approach, several standard augmentation techniques were
employed to expand the training set and increase the variability of our dataset. These meth-
ods encompassed operations such as horizontal and vertical flipping, transposing, center
cropping, and all combinations thereof. Figure 3 offers a selection of sample images that
result from these transformations. By applying these transformations, we could generate
new images with varying orientations, perspectives, and sizes. Each image in the original
training set was augmented 10 times using the abovementioned techniques. Consequently,
the initial training set, consisting of a few images, was greatly augmented. Ultimately, this
augmentation procedure produced a training set containing 1001 images with 1243 cracks.
These standard augmentation techniques were intended to introduce additional variations
and increase the diversity of the training set. By doing so, we aimed to improve the model’s
ability to generalize and detect more cracks under different orientations, perspectives,
and scales.
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Original Image

Sample of augmented images

(b) Transposing

(¢) Center cropping (d) Combination of flippingand transposing

Figure 3. Sample cracks (small red squares) in original image vs. augmented images.

3.3.2. Data Augmentation by Adding New Cracks in Potential Locations

This section presents the idea of augmenting the training set by incorporating synthetic
cracks into the cylinder images. We propose a method that utilizes crack patches extracted
from the training set (Figure 4) to generate additional cracks in the expected locations,
given that JD cylinder head cracks are expected to appear in specific locations (Figure 5).
To accomplish this, we created a separate patch dataset containing all of the training
set’s cracks. These patches serve as the foundation from which new cracks are generated.
We carefully select patches that align with the image’s background color in the training
set and seamlessly pasted them into regions where cracks are expected to be observed
(Figure 6). Following this methodology, we created new datasets incorporating these
patched cracks. This procedure improves the diversity of crack instances in the training
data. This experiment examines the effect of augmenting the training set with synthetic
cracks in areas where cracks are common. By incorporating these additional instances, we
hoped to improve the model’s ability to detect cracks in the targeted areas.

Figure 4. Sample crack patches extracted from training set.
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Figure 5. Potential (known) areas where cracks may occur.

Before After

D Original crack I:I Patched cracks

Figure 6. Sample of an image before and after adding synthetic cracks to known areas.

3.3.3. Data Augmentation by Adding New Cracks in Uncommon Locations

This section describes the process of augmenting the training set with synthetic cracks
in areas of the cylinder heads where cracks are not typically observed. In this method,
we manually extracted cracks from the patches dataset and pasted them onto training
set images. The cracks were added to the locations where they usually do not occur.
These synthetic cracks were placed meticulously to ensure consistency with each image’s
background (Figure 7). Via this method, we hoped to comprehensively evaluate the effect
of placing synthetic cracks in unanticipated regions and compare it to the effect of placing
cracks in expected regions. This analysis provides valuable insights into the model’s
performance and ability to detect cracks in expected and unexpected areas.
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|:I Original crack

Figure 7. Sample of an image before and after adding synthetic cracks to uncommon areas.

3.3.4. Data Augmentation by Randomly Adding Synthetic Cracks

This section elucidates how crack patches were systematically dispersed among the
training images through a randomization procedure. We initially selected a random patch
and a background image from our training set to achieve this. Subsequently, as shown in
Figure 8, the chosen patch was placed randomly on the surface of the cylinder head. This
random placement of cracks on the surfaces of training images was implemented to assess
the impact of synthetic crack positioning.

|:] Original crack I:l Patched cracks

Figure 8. Sample of training images after randomly placing synthetic cracks.

3.4. Model Architecture Selection and Training

We annotated the dataset to train the model for crack detection by manually labeling
the crack regions in the images. Experienced domain experts carefully marked the crack
boundaries using bounding boxes. This ground truth annotation served as the reference for
training and evaluating the crack detection model. We explored different object detection
architectures to identify the most suitable model for crack detection on cylinder heads.
Considering the complexity and variability of crack patterns, we compared two prominent
architectures, YOLO v8x and Faster RCNN Resnet 101, based on their performance on
the COCO dataset, a widely used benchmark for object detection models. We relied
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on the existing literature and research that had reported results on the COCO dataset
when evaluating the performance of both architectures. Across multiple object detection
tasks, YOLOv8x demonstrated superior accuracy and faster training, and prediction times
compared to Faster RCNN Resnet 101. Based on these findings from the COCO dataset,
we chose YOLOv8x as the model architecture for our study. The selected object detection
model was trained using a subset of the annotated dataset. We divided the dataset into
training, validation, and test sets, ensuring that images from the same cylinder head were
present in only one of these sets to avoid data leakage.

3.5. Experimental Setup

All experiments were conducted on a high-performance computing system equipped
with powerful GPUs to accelerate the training and evaluation processes. We utilized deep
learning frameworks like TensorFlow to implement and train the crack detection models.
In all experiments conducted during this study, we ensured that the same hyperparameters
were consistently applied across different configurations of the object detection models.
Key hyperparameters, such as learning rate, batch size, optimizer settings, and the number
of training epochs, were kept constant to ensure that any observed variations in model
performance were solely due to the augmentation techniques being evaluated. This con-
trolled setup enabled us to rigorously assess the impact of each augmentation method,
ensuring that improvements in metrics such as recall and MAP could be directly attributed
to the synthetic data augmentation process, without confounding effects from varying
hyperparameters.

4. Results

In this section, we present the results of our crack detection experiments. The main
results compare the performance of YOLOv8Xx trained on the original training set versus
employing various augmentation techniques, including standard augmentation, adding
cracks to expected areas, adding cracks to unexpected areas, and adding random cracks to
the training set. To evaluate the effect of the model, we also report a limited comparison of
YOLOv8x and Faster RCNN Resnet 101. For all the results, we assess the performance using
two metrics: F2 score and MAP0.5. Consistent hyperparameters were used across all ex-
periments to ensure that any observed differences in model performance were attributable
solely to variations in the training set; that is, the original data versus the augmented data.

The original training data contains 91 crack images with 113 cracks in the image set,
and the test data contain 68 crack images with 89 cracks. Each model was trained for
100 epochs. We then incremented the number of cracks up to 400 on the training set by
adding synthetic cracks—first: to the places where we expect to see cracks, second: to
the places we where do not expect to see cracks, and third: to the random places on the
cylinder head—and then evaluate the models’ performance. In all experiments, the test set
is unchanged for every evaluation.

Table 1 shows the results. The reported findings demonstrate that incorporating syn-
thetic cracks into expected areas has the best performance. Compared to using the original
data directly, this type of data augmentation yields notable improvements in the model’s
F2 score, by approximately 62%, and improves the MAP score by approximately 40%.
Furthermore, the results indicate that introducing synthetic cracks randomly or including
unexpected areas boosts the F2 score by approximately 38%, while the MAP score remains
relatively unchanged. Nevertheless, this method is less effective than adding synthetic
cracks to the expected regions. On the other hand, using standard image augmentation
techniques, such as cropping, rotating, and flipping, leads to an enhancement of the test set
MAP by approximately 25%. However, these techniques cause a decline in the model’s F2
score by 10%. Recall that for standard augmentation we applied augmentation techniques
to each image in the training set 10 times, expanding the dataset from 91 to 1001 images
with 1243 cracks, which makes it a significantly larger training dataset than when adding
synthetic cracks.
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Table 1. Results of adding synthetic cracks to different places.
Crack Placement for Synthetic Cracks
Number of Both Expected and
Training Cracks Expected Areas Unexpected Areas Random Areas
F2 MAP F2 MAP F2 MAP
Original 113 0.43 0.40 0.43 0.40 0.43 0.40
Benchmarks Standard 1243 0.39 0.50 0.39 0.50 0.39 0.50
augmentation
50 163 0.49 0.45 0.53 0.43 0.51 0.44
100 213 0.54 0.35 0.55 0.40 0.50 0.40
150 263 0.51 0.46 0.57 0.43 0.65 0.40
Synthetic
cracks 200 313 0.59 0.48 0.58 0.43 0.58 0.36
300 413 0.68 0.56 0.58 0.40 0.55 0.42
350 463 0.70 0.57 0.55 0.38 0.56 0.40
400 563 0.70 0.56 0.58 0.39 0.50 0.36
350 synthetic cracks 4630 0.69 0.55 0.55 0.47 0.52 0.49

+ standard augmentation

As the traditional augmentation methods primarily improve MAP score and the
new approach improves F2 score more, there is reason to believe that combining the two
would improve both results. We test this by applying the previously discussed standard
augmentation techniques to the dataset containing 350 synthetic cracks, which appears to be
the point at which adding more cracks does not improve performance further. The results
of this evaluation are shown in the last row of Table 1 and indicate that while integrating
these two methodologies leads to enhancements in MAP when including unexpected or
random areas, it falls short of surpassing the outcomes achieved by simply incorporating
350 synthetic cracks into expected areas utilizing engineering knowledge. In summary, the
results suggest that augmenting the cylinder head surface with synthetic cracks, based on
engineering knowledge regarding plausible crack locations, results in the most effective
approach among the various augmentation techniques tested.

Many of the improvements in measured performance appear substantial, but for
added rigor, we also estimate the variability to determine if they are statistically significant.
To obtain an estimate of the variance, we ran eight replications by adding 100 cracks
randomly (see the third row of Table 1 above for a single replication). We carried this out
for the random placement version to reduce any bias due to manual placement. For the F2
score, the range of values was 0.50-0.68 with a mean of 0.59, a standard deviation of 0.06,
and a 95% t-confidence interval of [0.54,0.65]. For the MAP measure, the range of values
was 0.37 to 0.45, with a mean of 0.41 and 0.04 and a 95% t-confidence interval of [0.38,0.44].
There is, thus, significant variability in the results. Still, the increase in the F2 score may be
considered significant, while the MAP value does not significantly change for the random
placement of cracks.

For the final numerical results, we assess the influence of introducing synthetic cracks
to designated regions on a different object detection model. We employed Faster RCNN
Resnet 101 for training on the dataset. The results show that the Faster RCNN Resnet 101
with the original dataset can achieve an F2 score and MAP of 0.40 and 0.32, respectively.
After adding 300 synthetic cracks at potential areas, the F2 score and MAP improved by
47.5% and 34.3%, respectively. These results indicate that adding synthetic cracks can offer
advantages for other object detection models.

Apart from the quantitative improvements previously presented, it is of interest to
determine some intuition regarding how the crack detection is improved. To that end,
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Figure 9 visually depicts the outcomes of YOLOv8x in terms of predicted images before and
after integrating 400 synthetic cracks into specific regions. Including synthetic cracks within
the model’s training data led to identifying cracks that had previously gone undetected,
a capability absents in the model that did not incorporate synthetic cracks. These newly
recognized cracks are of a type that had relatively low representation within the original
training dataset. Through the augmentation of the dataset with these specific crack types,
the model demonstrated an improved proficiency in effectively identifying them.

(a) (b)

Figure 9. Sample of predicted images using YOLOv8x before (a) and after (b) adding 300 synthetic cracks.

5. Discussion

The findings presented in the previous section provide evidence that strategically
incorporating engineering knowledge by adding synthetic cracks at locations where cracks
are likely to occur is the most advantageous method for augmenting the training set,
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resulting in simultaneous improvements to the F2 and MAP metrics. This technique is
superior to randomly placing or positioning synthetic cracks in uncommon regions and
standard data augmentation techniques. Intuitively, this approach prevents confusion as
adding synthetic cracks in regions where cracks are not expected to exist may cause false
positives in the model; that is, the prediction of cracks where there is no crack. Additionally,
this method is more efficient because efforts are made to align the destination background
with the new crack background, preserving visual coherence during augmentation. When
synthetic cracks were randomly introduced or placed in uncommon locations, the model’s
F2 score improved, but the effect on the MAP metric was insignificant. This phenomenon
is attributable to the introduction of new regions where cracks do not usually form. Even
though these synthetic cracks mimic crack-like patterns, their placement does not align
with the actual distribution of cracks in the dataset, resulting in a marginal improvement in
the overall detection accuracy.

Further motivating the use of the proposed data augmentation approach, the results
show that standard augmentation techniques, such as cropping, flipping, and others,
did not significantly improve the performance of crack detection. Numerous images
containing a single crack added to the dataset may have resulted in an excessive influx of
irrelevant information, making it difficult for the model to learn and generalize from the
augmented dataset. In addition, the synthetic cracks generated by standard augmentation
techniques exhibited a high degree of similarity to the original cracks in their respective
locations, providing the model with limited variation and potentially hindering its ability
to generalize and detect cracks in new regions or orientations effectively.

The standard augmentation techniques primarily result in the enhancement of MAP,
whereas the introduction of synthetic cracks in various regions primarily improves the
F2 score. The combination of these two approaches improves the MAP compared to
adding synthetic cracks in unexpected or random areas. However, this combined approach
yields similar MAP results as those achieved when incorporating only synthetic cracks in
expected areas. These findings underscore the continued efficacy of integrating engineering
knowledge into the process of introducing synthetic cracks as the most effective means of
enhancing the model’s performance.

Moreover, the results indicate that cracks exhibiting characteristics closely aligned
with most of the training set in terms of size and background, despite some images of
suboptimal quality, were successfully detected upon adding synthetic cracks that accurately
captured these characteristics. Despite introducing synthetic cracks, certain cracks in our
dataset, particularly those located at the image corners or subjected to excessive zoom,
resulting in significantly larger crack sizes compared to the regular cracks in the dataset,
remained undetected. Future work will aim to introduce more synthetic cracks representing
these outliers to improve the model’s ability to detect uncommon crack types. The results
of this study indicate that the introduction of synthetic cracks via the replication of cracks
from the training set and their strategic placement in regions where cracks are anticipated
leads to significant improvements in the model’s F2 score, emphasizing the importance of
crack detection (recall), as well as improvements in MAP. This straightforward yet efficient
method proves especially useful in situations characterized by few available data points
(cracks) and significant variation in their presentation. For instance, in our study, the
cracks observed in various images exhibit a wide range of variations in terms of lighting
conditions, distances from the surface, and other factors that may hinder the proper training
of the model. The proposed synthetic crack augmentation technique significantly improves
the model’s performance, mitigating the challenges posed by limited and diverse data
instances and enabling more accurate and robust crack detection capabilities.

While the results of this study emphasize the importance of recall in crack detection
for industrial applications, we recognize that increasing recall through the augmentation
of synthetic cracks may lead to a rise in false positives, thereby impacting precision. In
particular, we observed that when synthetic cracks were placed in locations less likely to
experience mechanical stress, the model occasionally detected cracks in regions where none
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existed, leading to a higher rate of false alarms. This trade-off between recall and precision
is an inherent challenge in defect detection, where the primary goal is to avoid missing
potential defects, even at the cost of misidentifying non-cracks. However, when cracks were
strategically placed in areas informed by engineering knowledge, the model maintained
a more favorable balance between recall and precision, resulting in minimal impact on
precision while substantially improving recall. Future work will aim to address this
trade-off by refining the placement of synthetic cracks and introducing more sophisticated
techniques to reduce false positives, thus maintaining high recall without significantly
sacrificing precision.

Finally, the findings presented in the preceding section suggest that the crack detection-
specific approach employed for generating synthetic data holds potential benefits not solely
confined to YOLO algorithms. This approach also exhibits the capability to enhance
the performance of alternative object detection models, including Faster R-CNN. The
application of our method to multiple architectures demonstrates its generalizability and
practical relevance in a wide range of industrial applications where detecting small defects
is critical, including Faster R-CNN.

6. Conclusions and Future Work

In our research, we encountered limitations concerning the availability of real-world
cylinder head images with cracks for training data. Despite this constraint, we generated
synthetic cracks and evaluated our proposed method on a validation set comprising
68 images containing 87 cracks. The results demonstrated that the engineering-informed
synthetic data augmentation approach significantly improved the model’s performance,
particularly in detecting small, hard-to-detect cracks, while being computationally efficient.
However, to further strengthen the generalizability and robustness of our approach, future
work should aim to collect a more extensive and diverse dataset of cylinder heads with
cracks. A larger dataset would enable us to evaluate the method on a broader range of test
cases and improve the reliability of the results.

While we recognize that combining sample pretreatment methods, such as solvent-
based DPT, with the proposed synthetic augmentation techniques could potentially enhance
detection performance further, it was beyond the scope of this paper. The primary objective
was to demonstrate the effectiveness of a simpler, scalable approach that does not rely
on complex sample pretreatments, making it more accessible for industrial applications
where data and computational resources are limited. However, we acknowledge that
incorporating pretreatment techniques in future research could provide additional insights
into how these methods can complement synthetic data augmentation, potentially leading
to further improvements in model accuracy.

Another area worth exploring is refining the synthetic crack generation process. In
this study, we adopted a straightforward approach by copying crack patches from the
training set and pasting them into other regions of the images. While this method effectively
improved model performance, it did not fully adapt the patch background to match the
image background. In future work, we plan to enhance the realism of the synthetic cracks
by fitting the patch background more seamlessly with the destination image background.
This refinement is expected to result in more realistic synthetic cracks and, consequently,
better performance in crack detection tasks.

In addition to cylinder head cracks, we plan to expand our dataset to include cracks
from other domains, such as concrete cracks, to assess the transferability of the proposed
method. By incorporating diverse crack types into our training data, we aim to explore how
well the model can generalize across different domains. This will provide valuable insights
into the model’s robustness and adaptability, potentially leading to the development of
a more versatile crack detection system capable of handling a variety of crack types in
different industrial contexts.

In conclusion, as part of our future research, we will continue to address the limitations
of our current approach by collecting a more extensive dataset of cylinder head images
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with cracks, refining the synthetic crack generation process, and incorporating sample
pretreatment methods like DPT. These efforts will contribute to the ongoing development
and improvement of our crack detection methodology, making it more effective and ap-
plicable in real-world scenarios, while ensuring that it remains practical and scalable for
industrial use.
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