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Abstract: In this paper, I propose an efficient method of identifying important neurons that are related
to an object’s concepts by mainly considering the relationship between these neurons and their object
concept or class. I first quantify the activation values among neurons, based on which histograms
of each neuron are generated. Then, the obtained histograms are clustered to identify the neurons’
importance. A network-wide holistic approach is also introduced to efficiently identify important
neurons and their influential connections to reveal the pathway of a given class. The influential
connections as well as their important neurons are carefully evaluated to reveal the sub-network of
each object’s concepts. The experimental results on the MNIST and Fashion MNIST datasets show
the effectiveness of the proposed method.
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1. Introduction

Deep learning algorithms (e.g., NNs and CNNs) are often viewed as “black-box
models” because of their vagueness and ambiguous working mechanisms [1]. Efforts have
been made to investigate complex models, as well as to clarify and describe their work
mechanisms and internal function, providing us a general understanding of how to handle
and enhance such models. Different approaches have been developed to understand the
importance of intermediate units in the neural networks, which consider substantial steps
to gain insight into the characteristics of the latent representations, to understand how
information is propagated through a network, and to evaluate the importance of a neuron
by measuring the influence of hidden units. The established techniques have made an
effort to visually interpret and understand the deep representations, mainly focusing on
pixel-level annotations [2,3] and single-neuron properties via code inversion strategies
(e.g., [4-8]) and activation maximization strategies (e.g., [9-12]) with regard to illustrating
the learned representations of deep learning algorithms. Their interpretability has been
applied to visually evaluate neurons’ importance and to understand their properties. The
major priority of these approaches is to clarify a model’s predictions by looking for an
explanation for specific activation and by analyzing individual neurons. However, it is still
challenging to intuitively measure decision linkages and the sufficient associations between
nodes with a massive number of connections. In this paper, I propose an efficient method
to identify the important neurons that are related to object concepts and mainly consider
the relationship between these neurons and their object concept or class. I first quantify
the activation values among neurons, based on which histograms of each neuron are
generated. Then, the obtained histograms are clustered to identify the neurons’ importance.
I then introduce a network-wide holistic approach that efficiently identifies important
neurons and their influential connections to reveal the pathway of a given class. The
influential connections as well as their important neurons are carefully evaluated to reveal
the sub-network of each object’s concepts.

The rest of the paper is organized as follows. In Section 2, I present related works, while
I describe our proposed methodology in Section 3. In Section 4, I present our experimental
results. Finally, concluding remarks are provided in Section 5.
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2. Related Works

Considerable attention has been given to understanding the importance of internal
units in neural networks. Understanding neuron properties and evaluating their im-
portance raise awareness to the need to adopt the quantitative assessment of neurons’
properties. Such manners are utilized to measure the activation importance of each node
and to appoint a score to them. To determine the importance of hidden neurons, Dhamd-
here et al. [13] apply integrated gradients by calculating a summation of the gradients of the
prediction with respect to the input. Morcos et al. [14] explored the relationship between
the output of individual neurons and the classification performance of neural networks to
evaluate mutual information and class selectivity for each neuron’s activation. Moreover,
Na et al. [15] have recently used the highest mean activation to measure the importance of
individual units on language tasks, showing that different units are selectively responsive
to specific morphemes, words, and phrases. Despite the fact that most of the aforemen-
tioned techniques emphasize effective methods to identify important neurons, most of
their concentration was on gaining the best understanding of the network’s mechanism,
with limited attention towards tracking the pathway of a given class and analyzing the
network’s behaviour at a sub-network level.

In an attempt to study the topic of cumulative network pruning, several approaches
have been developed [16]. Frankle et al. [17] found that networks contain a sub-network
that reaches a test accuracy that is comparable with the original network through an
iterative pruning technique. Their core idea was to find a smaller, well-suited architecture
to the target task at the training phase. Ashual et al. [18] proposed a composite network
that focuses on extracting the sub-network for each class during the training process. These
methods show the possibility of revealing the sub-network in an indirect way, whether
through eliminating unimportant parts of the neural networks or through training multiple
branches of the network, where different groups of branches denote different objects.
Therefore, providing a way to measure the importance of different parts of the network, to
detect the important neurons, and to identify relationships among neurons are worthwhile
to extract the sub-network for a specific object or class.

In this paper, I propose an efficient method to identify the important neurons that are
related to object concepts and mainly consider the relationship between these neurons and
their object concept or class. I first quantify the activation values among neurons, based
on which histograms of each neuron are generated. Then, the obtained histograms are
clustered to identify the neurons’ importance. I then introduce a network-wide holistic
approach that efficiently identifies important neurons and their influential connections to
reveal the pathway of a given class. The influential connections as well as their important
neurons are carefully evaluated to reveal the sub-network of each object’s concepts.

3. Method

Measuring the importance of different network parts always requires a more metic-
ulous process. Most of the current techniques focus on providing efficient techniques to
determine important neurons, with limited attention being paid to tracking the pathway
of a given class and analyzing the network’s behaviour at the sub-network level. My
importance-measurement method introduces a novel way to reveal the sub-network; it
estimates the importance of neurons in each layer and identifies a subset of their influential
connections whose activation values are the most effective in identifying relationships
among neurons. This section presents my overall proposed framework, which consists
of two parts. First, the evaluation of neuron importance is discussed; this determines
the importance of neurons in each layer. Then, I present a network-wide holistic method
that efficiently identifies important neurons and their influential connections to reveal the
pathway of a given class. The entire algorithm is provided in Algorithm 1. The details are
provided below.
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Algorithm 1: Network Pathway Extraction.

1 Input: a pre-trained model, training set (x, y);

2 Output: sub-network of each class;

3 for each class do

4 compute the activation for each neuron Equation (1);

5 generate histograms for each neuron;

6 cluster the obtained histograms to identify the important neurons;

7 | identify the influential connections Equation (2);

8 apply MV method to detect the most important connections for each neuron;
9 end

3.1. Analyzing the Importance of Individual Neuron

The aim was to reveal effective units in neural networks by estimating their activation.
When the training data are fed through the network, a different representation is obtained
for each example and has unique activation throughout all neurons in the network. A
forward passing via a trained model is applied to derive the output of each unit. Different
input examples can present more instances, and the output can be seen as random variables.
I utilized a novel process to estimate the importance of units. In each layer, the weights
are multiplied with an input sample, x, to deliver an output corresponding n activation.
The activation at j-th unit is determined by summing the weights of the activations from
all unit in the (i — 1)-th layer. The production of the j-th unit in the i-th layer of the neural
network is given by

1 () = 0 (b]@ + ;w;{j”tg” (xn)> , 1)

where x;, is the n-th data sample at the input, ¢ denotes the activation function, b; is

(i-1)
p:]

that connects p-th unit from the prior layer (i — 1) with the j-th unit in the i-th layer

(current layer).

After obtaining a matrix of edge values for each example by Equation (1), histograms
for each edge were generated (see Figure 1). Then, the obtained histograms were clustered
into three different clusters (High, Medium, and Low). Therefore, I came up with a binary
vector for every layer that demonstrates whether such units are critical, where 1 indicates
that the neuron is essential and 0 otherwise.

the corresponding bias for the j-th unit in the i-th layer, and w denotes the weight
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Figure 1. Activation distribution from different units of trained FC network.



Eng 2023, 4

154

3.2. From Individual Neuron to Sub-Network Analysis

The collection of important neurons at each layer in a network will only give localized
feature descriptors, of which essential neurons for a particular class can be detected. By
focusing on this assumption, I am able to justify how distinct neurons become the most
representative for a given class, maintaining the class information within the input domain,
consequently providing a way to detect how the activations from the nodes of the previous
layer impact the activations of the current layer is required to extract a sub-network for a
given class. A combination of neurons and their influential connections provides a novel
way to reveal the sub-network.

As the activation of a neuron in the current layer is computed as the weighted sum of
activations from neurons in the previous layer obtained by Equation (1), in fully connected

(i-1)
j
ing the weights of that neuron with its corresponding activations in the previous layer,
as follows:

layers, the influential connections ¢ (%) of a single neuron are obtained by multiply-

H (20) = w0l Ve (x), ?)
where x,, denotes the n-th data example at the input, w;ij_l) is the weight that links p-th
unit from the former layer (i — 1) with the j-th unit in the i-th layer (current layer), and
t;(;;l) (x,,) represents the corresponding activations in the previous layer (i — 1). After the
values of the influential connections are obtained for each neuron, the majority voting (MV)
method [19,20] is applied to detect the most important connections for each neuron.

4. Experiment and Discussion

I empirically investigated the performance of my proposed approach using two differ-
ent datasets: MNIST [21] and MNIST-Fashion [22] through several models. The proposed
method was implemented using Keras and TensorFlow [23] in Python. The specifications
of the datasets and their architecture for the used models are presented in Table 1.

Table 1. Details of datasets and their architectures used in my experiments.

Dataset Examples Image Size AutoEncoder Architecture FC Architecture
MNIST [21] 70,000 28 x 28 x 1 784-1000-1000-1000-784 784-1000-1000-1000-10
MNIST-Fashion [22] 70,000 28 x 28 x 1 784-1000-1000-1000-784 784-1000-1000-1000-10

The first model was an auto-encoder model, which was optimized in an unsupervised
manner. There are no fine-tuning and pre-training processes involved. The stochastic
gradient descent was used, and each batch included 100 random shuffled examples. For
both datasets, an initial learning rate of 0.006 with a momentum of 0.9 and weight decay of
0.0005 were utilized.

I carried out a visual assessment to evaluate the results of the proposed method.
Some instances of actual inputs and reconstruction images generated by my model are
presented in Figures 2 and 3. Two evaluation studies were adopted: an ablation study and
an insertion study.

After the pathway was identified, I applied the ablation study by forcing the pathway
of a particular class to be zero and performed the propagation of the forwarding pass.
Three samples were fed to the network after identifying the class pathway: (different image
(left), random noise image (middle), and same image (right)). The reconstruction images of
such this assessment were visualized using the three samples (see Figures 2a,b and 3a,b).
This ablation study is best suited for evaluating the effectiveness of extracting a particular
class pathway. One clear example can be seen in Figure 2a; the model failed to reconstruct
the image of digit 5 back to its original shape because the pathway of that digit was
ablated. It is also worth noting that the reconstruction of the image of digit 7 obtains an
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optimal approximation of the underlying input data because the pathway of digit 7 was
still available. These observations allow us to efficiently identify important neurons and
their influential connections to reveal the pathway of a given class.

FEEHER

(a) Class (5) (b) Class (6)

sisisjelc]e

(c) Class (5) (d) Class (6)

Figure 2. An ablation study (Top) and an insertion study (Bottom) with different examples and
different identification of class pathway on the MNIST dataset.

(a) Class (t-shirt) (b) Class (Trouser)
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(c) Class (t-shirt) (d) Class (Trouser)
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Figure 3. An ablation study (Top) and an insertion study (Bottom) with different examples and

different identification of class pathway on the fashion MNIST dataset.
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Figures 2 and 3 also show the results of the insertion study, where I forced the pathway
of a particular class to be one and zero otherwise and performed the propagation of the
forwarding pass (see Figures 2¢,d and 3c,d). This study obviously showed that all input
images ended up with the reconstruction of the same class of the identified pathway. The
insertion study helped to evaluate the effectiveness of my method when revealing the
pathway of a given class.

The second model was a classification model, which trained end-to-end in a supervised
manner. Figure 4 experimentally analyzes the performance of my proposed method. Using
my method, I identified the pathway of each class of trained fully-connected networks.
My experiment showed that ablating a specific class pathway has no effect on other
classes. One obvious explanation is that the proposed method succeeded in carefully
identifying the pathway of each class. It is also crucial to note that because digit 6 has
a comparable structure to that of digit 8, especially with regards to the bottom part of
both digits (see Figure 4g), the model classified most examples of digit 6 into the class of
digit 8. One reasonable justification is that the presented method was able to determine
the homogeneous patterns for a particular digit, which leads to the identification of the
pathway of the target class.
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Figure 4. Results of different class pathways when applying an ablation study on the MNIST dataset.
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5. Conclusions

In this paper, I proposed an efficient method to identify the important neurons, mainly
considering the relationship between these neurons and their object concept or class. I
introduce a network-wide holistic approach that efficiently identifies important neurons
and their influential connections to reveal the pathway of a given class. The influential
connections as well as their important neurons were carefully evaluated to reveal the sub-
network of each object’s concepts. I showed the effectiveness of the proposed method using
two different datasets. Our potential future work is to expand the proposed framework to
filters in CNNs and to investigate it with more difficult datasets. Although this procedure
significantly identifies influential connections, the more theoretical analysis also requires
further study to understand how such ideas can be generalized further. Moreover, I believe
more investigation is needed to carefully study or gather evidence to determine whether
the object’s patterns can be a local receptive field in the FC networks, as connecting each
neuron to only a local region of the input space might help to justify CNNs and to prove
that the actual connections are local receptive fields. There are also several challenges and
extensions we perceive as useful research directions. Extending the proposed framework
and combining it to strengthen the discriminative features and improve the encoder’s
ability of deep clustering [24] is an important direction for future work.
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