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Abstract

:

The relevance of this research is due to the need to stabilize the composition of the melting products of copper–nickel sulfide raw materials. Statistical methods of analyzing the historical data of the real technological object and the correlation analysis of process parameters are described. Factors that exert the greatest influence on the main output parameter (the fraction of copper in a matte) and ensure the physical–chemical transformations are revealed: total charge rate, overall blast volume, oxygen content in the blast (degree of oxygen enrichment in the blowing), temperature of exhaust gases in the off-gas duct, temperature of feed in the smelting zone, copper content in the matte. An approach to the processing of real-time data for the development of a mathematical model for control of the melting process is proposed. The stages of processing of the real-time information are considered. The adequacy of the models was assessed by the value of the mean absolute error (MAE) between the calculated and experimental values.






Keywords:


statistical data; data preparation; correlation coefficient; correlation analysis; data approximation












1. Introduction


In the study of the metallurgical process as an object of automatic control and in addressing its optimization, mathematical models that reflect the dependence of output indicators on input indicators and control actions acquire paramount importance [1,2,3]. There is no single methodology for constructing mathematical models [4,5]. This is due to the great diversity of types of control objects [6,7]: static and dynamic, continuous and discrete, deterministic and stochastic, etc.



Today, several methods exist for preparing production data for modeling [8,9]; however, it is not possible to say definitively which methods are preferable to use in any given case for solving specific tasks [10,11].



The aim of this work is to identify the methods most suitable for preparing operational control data for the development of a control mathematical model of the technological process.



The solution to the problem is considered through the example of processing operational control data of the smelting process of copper–nickel sulfide raw materials in a Vanyukov furnace (Vanyukov process) [12,13,14].



The research involved databases of operational control information on the Vanyukov process over 5 months of continuous operation of the unit. The analysis of the operational control data of the Vanyukov process showed (Figure 1) that the copper content in the matte fluctuated within the range of 46–68%. That is, the range of fluctuations was more than 20% absolute with an average copper content in the matte of 58% [15].



This indicates the heterogeneity of the data (a large spread relative to the mean value) and the low predictability of the copper content in the matte, i.e., the low stability of the process. The more stable the process, the easier it is to predict, and the smaller the deviations in copper content in the matte from the specified value, the more accurate the prediction can be [16,17,18].



One possible reason for such significant discrepancies (both in terms of the range of fluctuations and the mean value) is the deviation of the actual temperature of the physicochemical reactions from the required one, due to the inconsistency between the supply of enriched air and the charging of the batch (violation of the technological regime of the process) [19].



Thus, the relevance of this work is driven by the existing need to improve the quality of the smelting target products (copper content in the matte) by developing and implementing a control mathematical model of the Vanyukov process to stabilize the copper content in the matte.




2. Data Analysis


The entire code was implemented in the Jupyter Notebook environment, as it offers simple functionality and a user-friendly and optimized interface, making it well-suited to addressing the set task. The initial data were divided into two groups: data characterizing the furnace load (recorded once per minute, totaling 84,354 rows), and data on the composition of smelting products (recorded once every two hours, totaling 1844 rows).



After reading the files using the Pandas library, it was necessary to check them for the presence of missing values (Figure 2).



The furnace load data table did not contain any missing values (Figure 2). The table with data on the composition of smelting products (Figure 3) had a convenient data type, but the “date” column had more values than the others.



The absence of missing values does not guarantee the “purity” of the data; values may be filled incorrectly, for example, with non-numeric characters instead of the required numbers. In such cases, the cell is assigned the type NaN, and there are two options—either replace the value (for example, with the column’s mean) or delete the row/column. To decide, we examined the records containing NaN.



Analysis of Figure 4 revealed that on certain days, information about the values of smelting product components was missing, meaning they could be disregarded, i.e., the corresponding rows could be deleted. This left a total of 1718 rows.



At this stage, we proceeded to merge the tables with independent variables, where values were recorded every minute, with the target variable, which was recorded at a 2 h interval. There are two approaches: the first is to merge tables with matching time values, i.e., merging based on the “date” column, ignoring intermediate values. The second approach involves averaging over the 2 h interval, considering all rows and values; for example, the value at 2:00 p.m. will have the interval (12:00 p.m.; 2:00 p.m.].



We evaluated the accuracy of the obtained data using two different methods. Accuracy characterizes the degree of reliability of information and its approximation to the original that it expresses. Several ways to calculate it include:




	
− Calculating the sum of the deviations of the average values by columns in the obtained table from the average values of the original;



	
− Creating a correlation matrix to determine the relationship between the quantities in the initial and final tables.








As seen in Figure 2, all columns had the “object” type, to which most necessary logical operations are not applicable. However, changing data types in all columns was not necessary at this point, except for “date”, as it was to be used for merging and its type must match the one being merged. Thus, implementing the two methods described above resulted in two data frames (one for each method) for further comparison and evaluation.



As a result of applying the first method to the data, it was found that in the table obtained by a simple combination of common rows, accuracy was lost to a lesser extent, making it preferable.



As is known, machine learning models, especially linear models and the gradient descent method, usually perform better with normalized data [20,21]. Data normalization is the process of scaling feature values to a standard range or distribution [22,23]. Normalization helps balance the influence of different features and can improve model performance. The StandardScaler data normalization method was used in the work, which is one of the common approaches to data normalization. It is based on standardizing data, meaning transforming feature values so that they have a mean of 0 and a standard deviation of 1.



The formula for transforming data using StandardScaler is as follows:


    x   s c a l e d   =    x − m e a n   s d     








where xscaled—transforming data, x is the original feature values, mean is the mean value of the feature, and sd is the standard deviation of the feature.



As a result, missing values were removed from the original dataset, two methods of merging data with different time stamps were considered, and the best one was selected based on accuracy evaluation. Then, the obtained data table was optimized for linear models using the StandardScaler method.



From the initial dataset, the most significant parameters reflecting the process under consideration were selected:



Total charge rate, t/h;



Overall blast volume, m3/h;



Oxygen content in the blast (degree of oxygen enrichment in the blowing), %;



Temperature of exhaust gases in the off-gas duct, °C;



Temperature of feed in the smelting zone, °C;



Copper content in the matte, %.



The remaining parameters were excluded from consideration for the following reasons:




	
− They were indirect, meaning they do not have a direct impact on the process under consideration;



	
− They were significantly damaged.









3. Methods


The goal of statistical data analysis, specifically correlation analysis, since all the data in the study were quantitative, was to identify statistically significant correlation coefficients describing the relationship between the target variable and the independent variables [24,25,26]. As a result, two data frames were formed for further model training—the first contained variables (input values) with sufficient correlation coefficients, and the second consisted only of the column of output values, i.e., the copper content in the matte.



The matrix of correlation coefficients for the data is provided in Table 1.



Below are scatter plots illustrating the relationship between the dependent variable and the features (Figure 5):



In Figure 5, it is evident that each independent variable contains outliers, values atypical for that particular feature. They are situated on the left, while the majority of values cluster on the right. After removing atypical cases, new dependency plots were obtained (Figure 6), along with a new correlation matrix (Table 2):



The analysis of the correlation matrix of the data revealed the following:




	
All parameters characterizing the furnace load had a sufficiently high correlation (correlation coefficient around 0.6–0.7). This suggests that the operator tried to maintain the required ratio of “charge load—blowing rate” regulated by the protocol. However, this seems to be insufficient, as it did not affect the copper content in the matte (all correlation coefficients were insignificant).



	
The feed temperature of the furnace in the smelting zone, although correlated with the furnace load parameters (temperature increased with an increase in overall blast volume—positive correlation, and feed temperature decreased with an increase in charge rate—negative correlation), was relatively weakly correlated (correlation coefficient around 0.15).








Therefore, while the operator attempted to control the process, their actions were insufficient to ensure the required quality of smelting products. Hence, there is a clear need for a “tighter” integration of all process parameters to achieve the desired quality of smelting products.




4. Results


A small amount of data was available, so the following machine learning models were considered:




	(1)

	
Linear regression—one of the simplest and widely used methods in machine learning, based on the assumption of a linear relationship between input features and the output variable. Linear regression seeks to find the best straight line that most accurately fits the data.




	(2)

	
Stochastic gradient descent (SGDRegressor)—an optimization method for linear regression. Unlike regular linear regression, SGDRegressor updates the model parameters using gradient descent at each iteration.




	(3)

	
Decision tree—a machine learning model that makes decisions based on the sequential application of conditions to input data. It builds a tree where each node represents a specific condition, and each leaf node represents a specific prediction.




	(4)

	
Random forest—an ensemble machine learning model consisting of multiple decision trees. Each tree is trained on a subset of data and a subset of features. In the end, predictions from each tree are combined to obtain the final prediction.









4.1. Linear Regression


These models were chosen due to the small size of the data, because in such a case simple models like linear regression and decision trees may perform better than complex and computationally demanding models such as random forests [27,28,29].



The first step was to check the homoscedasticity property, train the model on the training data, and examine the following plots (Figure 7):



Here, residuals were the difference between the predicted and actual copper content in the matte, expressed as a percentage. Residuals serve as an indicator of modeling accuracy. The modeling error did not exceed 10% (Figure 7).



The residuals maintained homoscedasticity, and the distribution was normal; therefore, homoscedasticity was satisfied, and linear models were suitable for solving this problem [30,31]. Let us also consider the issue of autocorrelation, a phenomenon where the errors (residuals) of the linear model are correlated over time or observation order. In other words, it is the presence of a systematic relationship between errors in different observations. According to the Durbin–Watson criterion, if its calculated value is equal to 2, autocorrelation is absent. In our case, there was no correlation between errors.



The next step required dividing the samples, and for this purpose, the train_test_split function from the scikit-learn library was convenient, as it randomly splits the data into training and test subsets. A check was performed (based on the mean and variance of deviations) to ensure that the training and test samples belonged to the same population. After declaring an empty model, optimal parameters for the training sample can be found using another function from the scikit-learn library—RandomizedSearchCV. It takes a dictionary of parameters as one of the arguments, the combination of which is expected to yield the best result. It is used in conjunction with the best_estimator_ method, which iterates and evaluates all possible parameter combinations on the training set. In the decision tree and random forest models, the parameter dictionary was the same for the sake of comparison.



To assess the accuracy of the obtained predictive model, the following metrics using the error between the predicted value and the actual value were employed:




	(1)

	
Mean absolute error (MAE);




	(2)

	
Root mean squared error (RMSE);




	(3)

	
Mean absolute percentage error (MAPE);




	(4)

	
R-squared score.









MAE (mean absolute error) represents the average of absolute deviations between predicted and actual values. This metric measures the average absolute error and indicates how accurate the model predictions were.



RMSE (root mean squared error) is a widely used metric representing the square root of the average of the squared error between predicted and actual values.



In this work, these two metrics were specifically used to evaluate model accuracy. The methods mean_absolute_error and mean_squared_error are located in the metrics module of the scikit-learn library.



To understand how well the models will perform on unfamiliar data, i.e., to determine whether they are overfitting or not, it is useful to construct a learning curve. If a model is overfit (overfitting), it will show good metrics (low MAE and RMSE) on training data but perform poorly on test data. An underfitting model shows poor results on both the training and test sets; in other words, it has high bias. The learning curve allows checking how the model’s accuracy changes depending on the sample size. The goal of building a learning curve is to identify problems of underfitting and overfitting and determine the optimal size of the training sample and the model’s complexity level [32,33,34].



The learning curve plots for the models are provided in Figure 8.



Based on the analysis of the curves, the following conclusions were drawn:




	(1)

	
In the graphs of linear models and decision trees, there was no overfitting issue, as the training and test curves were quite close to each other;




	(2)

	
Linear regression and stochastic gradient descent models did not improve performance on cross-validation as the training sample increased; therefore, they reached their best RMSE;




	(3)

	
The random forest model had better performance on cross-validation, despite its curve showing an overfitting problem.









In the case of underfitting, it is recommended to increase the number of independent variables in the model and increase its complexity. On the other hand, overfitting implies reducing the model’s complexity and the number of indicators, for example, through regularization, as well as increasing training data. Regularization is a method commonly applied to linear models, imposing some restrictions on the model by adding a penalty to the loss function, thereby hindering the learning of overly complex relationships typical of the training sample.




4.2. Addressing the Overfitting Issue


First, consider the case of the random forest model. The size of the training sample had already stopped affecting the result, so considering that the model was nonlinear, reducing the number of features and tuning hyperparameters was explored. To decide which features to keep, it was necessary to look at the importance of each in predicting the target variable. The feature_importances_ method was convenient for this purpose.



From Figure 9, it can be concluded that all the features used contributed at least 10% to the result. Therefore, considering their removal was a last resort. Consequently, it was necessary to tune the hyperparameters of this model, with the main ones being the depth of the tree and the number of decision trees. Through empirical testing using the RandomizedSearchCV method, optimal parameters were found, and the learning curve of the tuned random forest is presented in Figure 10.



The results of the initial testing of the models are summarized in Table 3.



Now, judging by the learning curves, all the considered models had the characteristic of not improving their performance despite the increase in data. This allowed us to view them all in terms of the high bias problem.



Interpretation of linear model coefficients for each feature.




4.3. High Bias Problem and Polynomial Features


As seen in Figure 11, all indicators had a nonlinear (polynomial) relationship with the dependent variable. However, adding polynomial features can help linear models in modeling complex nonlinear relationships. Instead of assuming a simple linear relationship between the features and the target variable, we could include polynomial features that allow for more complex relationships [35,36,37].



The PolynomialFeatures method is one approach to creating polynomial features based on the original data. It allows adding to the data powered and multiplied combinations of the original features, creating a polynomial relationship and thereby complicating the models. PolynomialFeatures transforms the original features into a new set of features that includes all possible combinations of the powers of the original features. For example, features x1, x2 can be transformed into a new set of features: 1, x1, x2, x1^2, x1x2, x2^2.



In our case, the PolynomialFeatures function generated a new feature matrix from the input data, consisting of all their polynomial combinations with a degree less than or equal to 2, increasing the number of features from 5 to 20. Then, the data were normalized, and the learning curves are presented in Figure 12.



This method has a drawback. Since the number of features increased, models required more data to learn the new complex relationships, so the size of the training dataset was increased by 20% (Figure 13).



The results of the testing are summarized in Table 4.



The plots illustrating the dependencies of calculated values by each model on the original (test) values are provided below. The dashed line highlighted in blue represents the linear approximation of the model predictions, while the cyan line represents y = x (ideal predictions) (Figure 14):





5. Conclusions


An analysis of the correlation coefficients between the main control variables of the process (Table 1 and Table 2) revealed that the relationship between the charge feed and all blast parameters was significantly different from zero. However, their magnitude was clearly insufficient for effective process control, as the random component in the scatter of points across the correlation fields was too large (Figure 5 and Figure 6).



All considered models for predicting the copper content in the matte showed approximately similar results. The modeling error ranged from 5% to 10%, with the decision tree model demonstrating the best performance (MAE 5%, RMSE 3%).



In the final dependency plots, crucial parameters included the arrangement of data points and the angles of deviation between the approximation and the line of ideal predictions. Through analysis, it was concluded that there was a non-random systematic error present in the observations. This systematic error may have been caused by several factors, including malfunctioning, worn out, or incorrectly tuned process control equipment (APCS), operator errors, insufficient quality control, and others.



It is necessary to conduct a series of additional, more in-depth studies to determine whether the systematic error is caused by significant fluctuations in the furnace charge parameters (human factor) or by the lack of coordination between the amount of technical oxygen supplied and the furnace charge (a deficiency in the automated control system). It is possible that both problems exist. Depending on the findings, a decision can then be made on how to improve the quality of the process.



In conclusion, for the accurate regulation of the technological process and ensuring the quality of the melt product, a more thoughtful approach to the technical aspects of the process, personnel training, and the correct methodology of measurement is necessary.
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Figure 1. Histogram of the distribution of copper content in matte. 
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Figure 2. Results of applying the info() method to the first table. 






Figure 2. Results of applying the info() method to the first table.



[image: Eng 05 00092 g002]







[image: Eng 05 00092 g003] 





Figure 3. Results of applying the info() method to the fourth table. 
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Figure 4. Display of rows with incorrect data types in the fourth table. 
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Figure 5. Plots of the target variable against the features. 
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Figure 6. Plots of the target variable against the features without outliers. 






Figure 6. Plots of the target variable against the features without outliers.



[image: Eng 05 00092 g006]







[image: Eng 05 00092 g007] 





Figure 7. Plots and histograms of residuals of linear models: (left)—linear regression, (right)—stochastic gradient descent. 
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Figure 8. Constructed learning curve graphs. 
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Figure 9. Result of calculating the importance of random forest features. 






Figure 9. Result of calculating the importance of random forest features.



[image: Eng 05 00092 g009]







[image: Eng 05 00092 g010] 





Figure 10. Learning curve of the random forest model. 
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Figure 11. Model interpretation: (left)—linear regression, (right)—gradient descent. 
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Figure 12. Learning curves after increasing the number of features. 
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Figure 13. Learning curve plots after increasing the dataset size. 
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Figure 14. Dependency plot of predicted values on test values for each model: (a) linear regression; (b) SGDRegressor; (c) decision tree; (d) random forest. 
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Table 1. The matrix of correlation coefficients for the data (significant coefficients according to the Student’s criterion are highlighted in bold).






Table 1. The matrix of correlation coefficients for the data (significant coefficients according to the Student’s criterion are highlighted in bold).














	
	Total charge rate, t/h
	Overall blast volume, m3/h
	Oxygen content in the blast (degree of oxygen enrichment in the blowing), %
	Temperature of exhaust gases in the off-gas duct, °C
	Temperature of feed in the smelting zone, °C
	Copper content in the matte, %





	Total charge rate, t/h
	1.000
	0.637
	0.693
	−0.176
	−0.156
	−0.052



	Overall blast volume, m3/h
	0.637
	1.000
	0.602
	−0.018
	0.157
	−0.136



	Oxygen content in the blast (degree of oxygen enrichment in the blowing), %
	0.693
	0.602
	1.000
	0.006
	−0.005
	−0.155



	Temperature of exhaust gases in the off-gas duct, °C
	−0.176
	−0.018
	0.006
	1.000
	−0.056
	−0.068



	Temperature of feed in the smelting zone, °C
	−0.156
	0.157
	−0.005
	−0.056
	1.000
	−0.146



	Copper content in the matte, %
	−0.052
	−0.136
	−0.155
	−0.068
	−0.146
	1.000










 





Table 2. The matrix of correlation coefficients for the data (significant coefficients according to the Student’s criterion are highlighted in bold).
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	Total charge rate, t/h
	Overall blast volume, m3/h
	Oxygen content in the blast (degree of oxygen enrichment in the blowing), %
	Temperature of exhaust gases in the off-gas duct, °C
	Temperature of feed in the smelting zone, °C
	Copper content in the matte, %





	Total charge rate, t/h
	1.000
	0.632
	0.691
	−0.162
	−0.147
	−0.044



	Overall blast volume, m3/h
	0.632
	1.000
	0.577
	−0.010
	0.190
	−0.134



	Oxygen content in the blast (degree of oxygen enrichment in the blowing), %
	0.691
	0.577
	1.000
	0.0023
	0.0004
	−0.149



	Temperature of exhaust gases in the off-gas duct, °C
	−0.162
	−0.010
	0.023
	1.000
	−0.033
	−0.069



	Temperature of feed in the smelting zone, °C
	−0.147
	0.190
	−0.0004
	−0.033
	1.000
	−0.170



	Copper content in the matte, %
	−0.044
	−0.134
	−0.149
	−0.069
	−0.170
	1.000










 





Table 3. The results of the initial testing of the models.
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	Model
	MAE
	RMSE





	Linear Regression
	2.379
	3.011



	SGDRegressor
	2.374
	3.007



	Decision Tree
	2.385
	3.009



	Random Forest
	2.369
	3.005










 





Table 4. The results of the testing of the models.
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	Model
	MAE
	RMSE





	Linear Regression
	2.169 (−8.8%)
	2.803 (−6.9%)



	SGDRegressor
	2.153 (−9.3%)
	2.774 (−7.7%)



	Decision Tree
	2.276 (−4.6%)
	2.930 (−2.6%)



	Random Forest
	2.254 (−4.9%)
	2.867 (−4.6%)
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