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Abstract: Aims: The accurate prediction of blood glucose (BG) levels is critical for managing Type-
1 Diabetes (T1D) in pediatric patients, where variability due to factors like physical activity and
developmental changes presents significant challenges. Methods: This work explores the application
of foundational models, particularly the encoder–decoder model TimeGPT, for BG forecasting in
T1D pediatric patients. Methods: The performance of TimeGPT is compared against state-of-the-art
models, including ARIMAX and LSTM, and multilayer perceptron (MLP) architectures such as TiDE
and TSMixer. The models were evaluated using continuous glucose monitoring (CGM) data and
exogenous variables, such as insulin intake. Results: TimeGPT outperforms or achieves comparable
accuracy to the state of the art and MLP models in short-term predictions (15 and 30 min), with
most predictions falling within the clinically safe zones of the Clarke Error Grid. Conclusions: The
findings suggest that foundational models like TimeGPT offer promising generalization capabilities
for medical applications and can serve as valuable tools to enhance diabetes management in pediatric
T1D patients.

Keywords: Type-1 diabetes; pediatrics; glucose forecasting; foundational model; encoder–decoder;
attention mechanism; deep learning; continuous glucose monitoring

1. Introduction

In recent years, the development and proliferation of large language models (LLMs)
and transformer-based generative models, along with the attention mechanism, have rev-
olutionized the state of the art in Natural Language Processing (NLP) tasks [1]. These
models are often pre-trained on vast amounts of data and made publicly available, acceler-
ating further advancements in various fields [2,3]. Drawing inspiration from the success
of large pre-trained models in text and vision tasks [4,5], time series forecasting is also
experimenting with a universal prediction paradigm [6]. In this new paradigm, a single
large pre-trained model can address a wide range of time series prediction tasks.

However, developing such a model presents significant challenges, particularly due to
the diverse and complex nature of time series data, especially in the medical context [7].
Medical time series data encompass a wide range of physiological variables, each with
unique characteristics and complexities. The related measured signals, such as electrocar-
diograms (ECG), electroencephalograms (EEG), and the blood glucose (BG) curve, require
precise models to accurately capture their temporal dynamics. For instance, time series
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forecasting models have been employed to predict patient vitals in intensive care units
(ICUs) and monitor chronic conditions such as diabetes [8,9].

The prediction of BG levels in patients with Type-1 Diabetes (T1D) is particularly
challenging due to its high variability and numerous influencing factors, including diet,
physical activity, and insulin therapy [10]. T1D is a significant global health concern, affect-
ing children, adolescents, and adults. According to the International Diabetes Federation
(IDF) 2022 Atlas Report [11], there are 8.75 million people living with T1D worldwide, with
1.52 million being under 20 years old. The incidence of T1D is particularly high in children,
necessitating accurate and timely predictions of BG levels to manage the disease effectively.
Pediatric patients with T1D require precise glycemic control to prevent complications such
as hyperglycemia and hypoglycemia, which can have severe health implications [12].

In this paper, we explore, for the first time to our knowledge, the adoption of encoder–
decoder models based on the attention mechanism, such as TimeGPT with different set-
tings [13], for predicting the BG levels in pediatric patients with T1D. We compare these
models with encoder–decoder models without attention, such as the Time-series Dense
Encoder (TiDE) [14], with Multilayer Perceptron (MLP) models, such as Time-Series Mixer
(TSMixer) [15], as well as with state-of-the-art non-attention-based deep learning models,
for BG forecasting. We evaluate their performance and effectiveness in a medical context,
analyzing whether foundational models can be integrated into the variety of available ICT
tools and devices to predict BG levels.

Related Works

Extensive research has been conducted on predicting BG levels in individuals with
T1D [16], leading to the development of numerous models over the years, driven by the
widespread adoption of Continuous Glucose Monitoring (CGM) systems, which enable
the collection of large volumes of CGM readings. Traditional approaches primarily rely
on autoregressive (AR) models, which use past BG values to predict future levels. These
models are often extended with moving average (ARMA) integrated components (ARIMA)
to handle non-stationary data, and exogenous variables (ARIMAX). ARIMAX models
have been used to predict BG by incorporating external factors like insulin dosage and
carbohydrate intake, enhancing prediction accuracy [17]. While effective at capturing
glucose dynamics, these classical models are limited by their linear assumptions. Support
Vector Regression (SVR) has also been widely utilized, leveraging the capabilities of support
vector machines to capture underlying trends and variability in BG data. Additionally,
methods such as regression trees, random forests, logistic regression, and Extreme Gradient
Boosting (XGBoost) have been applied to predict BG levels and identify patterns leading to
hypoglycemia and hyperglycemia [18].

Deep learning has significantly advanced BG prediction models for T1D. Early ef-
forts with artificial neural networks (ANNs), particularly feed-forward neural networks
(FFNNs), demonstrated substantial improvements over traditional models by capturing
complex non-linear relationships in BG data. Recurrent neural networks (RNNs) and Long
Short-Term Memory (LSTM) networks further advanced the field by retaining memory of
past predictions, enabling more accurate and context-aware forecasts [19–21]. Other notable
models, such as Extreme Learning Machines (ELMs) and one-dimension convolutional
neural networks (CNNs-1D), have been adapted to time series data, improving predic-
tion accuracy by capturing spatial dependencies in BG data [18,22]. Additionally, some
studies have integrated exogenous variables like basal insulin, boluses, meal information,
and physical activity into predictive models. This integration of CGM data with other
physiological and behavioral inputs has been crucial in developing comprehensive models
that adapt to individual variability in T1D management. While BG prediction has been
extensively studied in adults with T1D, research in pediatric populations, especially using
deep learning models, remains limited [18,23].

Pediatric patients present unique challenges due to their unplanned physical activ-
ity and developmental variations that affect insulin sensitivity and glucose dynamics.
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Marx et al. [23] investigated the performance of deep learning methods in predicting BG
levels in children with T1D participating in a supervised sports camp, collecting time
series measurements of BG levels, carbohydrate intake, insulin dosing, and physical ac-
tivity. The results indicated that while integrating static patient characteristics improved
short-term prediction accuracy, the performance of these models significantly declined for
longer-term predictions. This highlights the unique challenges in pediatric populations,
where factors such as physical activity and developmental stage play a significant role.
Another relevant study by D’Antoni et al. [16] optimized a CNN and a LSTM network
using BG and insulin data from ten virtual pediatric patients. Their findings indicated
that both models effectively predicted BG levels in pediatric patients with good analytical
and clinical accuracy. The implementation of these models on edge computing devices
demonstrated the feasibility of real-time BG forecasting in practical applications.

Recent developments in encoder–decoder models [24] have introduced pre-trained
solutions for time-series forecasting, offering greater flexibility compared to deep learning
models such as LSTM and CNN. These models have been applied in various domains
(e.g., electricity, weather), but their application in the medical domain, particularly in BG
forecasting for adult and pediatric patients, remains limited [25]. TimeGPT is a foundational
model that achieved optimal results in the literature in forecasting across diverse domains,
including finance, web traffic, IoT, weather, demand, and electricity [26,27]. ForecastPFN
leverages pre-training on synthetic time series for zero-shot forecasting applications, which
is especially useful in scenarios with limited data; it demonstrated a strong performance in
predicting the seasonal incidence of flu cases [28]. Lag-LLaMA, building on the LLaMA
architecture, incorporates lagged time series features and achieves strong results in weather
forecasting [29]. However, both ForecastPFN and Lag-LLaMA do not support exogenous
variables such as insulin boluses or meals, which is a significant limitation in the context of
diabetes, where such information is crucial for accurate forecasting.

Additionally, other models in the literature employ encoder–decoder architectures but
are not based on attention mechanisms. For instance, TiDE, designed for long-term forecast-
ing, is design to capture complex dependencies in the time-series data while maintaining
computational efficiency, outperforming traditional models in domains such as electricity
and weather forecasting [14]. Recently, other MLP-based models have been developed for
time-series forecasting. An example is TSMixer, which employs a mixer-style architecture
tailored for time-series data. TSMixer is able to process high-dimensional and multivariate
time series, achieving impressive results across various domains, including electricity and
traffic, and surpassing the performance of several other models [15]. Nevertheless, despite
these advances, the application of encoder–decoder architectures and new MLP-based
models in BG prediction remains limited.

2. Materials and Methods
2.1. Data and Preprocessing

The dataset consists of fifteen pediatric patients, aged 4 to 19 years (nine males and six
females), who had already been treated at the Diabetes Unit of Bambino Gesù Children’s
Hospital in Rome, Italy, as shown in Table 1. These patients were monitored using the
Dexcom G6 CGM system (San Diego, CA, USA), which provides glucose readings every
five minutes [30], for an average of 52 days (±26.9 days standard deviation). Data on
basal insulin, bolus insulin, and carbohydrate intake (CO) were also collected, with CO
representing the quantity and glycemic load distribution of the ingested carbohydrates.
Among the participants, eleven were receiving Automated Hybrid Closed-Loop (AHCL)
therapy, while four were on Sensor-Augmented Pump (SAP) therapy. AHCL therapy
combines a CGM system with an insulin pump that automatically adjusts basal insulin
delivery based on real-time glucose levels. In contrast, SAP therapy also uses a CGM and
insulin pump, but insulin delivery is manually controlled by the patient.
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Table 1. Study participants’ characteristics at enrollment. Summary statistics are presented as
frequency or mean ± standard deviation.

Group Total AHCL Therapy SAP Therapy Height (cm) Weight (kg)

4–7 years 2 2 0 110.25 ± 0.25 19.6 ± 1.6
8–11 years T1 2 0 2 135.5 ± 2.1 34.2 ± 4.6
8–11 years T2 4 3 1 144.1 ± 7.4 39.3 ± 4.5
12–18 years 7 6 1 172.5 ± 7.3 59 ± 9.4

Automated Hybrid Closed-Loop (AHCL); Sensor-Augmented Pump (SAP); Tanner Stages 1 (T1); Tanner
Stage 2 (T2).

The pediatric patients were categorized into four groups based on their age and
pubertal stage, according to hospital guidelines. These groups include children aged
8–11 years at Tanner Stages 1 or 2 (prepubertal or early pubertal) and adolescents aged
12–17 years at a Tanner Stage greater than 2 (mid to late pubertal) [31,32]. This classifica-
tion aids in tailoring treatment to the specific developmental and physiological needs of
each group.

The preprocessing procedures were divided into four steps. First, BG values outside
the [40–500 mg/dL] measurement range were adjusted, with values above 500 mg/dL
capped at 500 mg/dL and values below 40 mg/dL raised to 40 mg/dL. The second step
involved handling missing data. Linear interpolation was used to estimate values for gaps
up to 90 min; gaps longer than 90 min were left as missing. Although more advanced
techniques, such as the Kalman filter, are available for imputing BG curves, they are not
feasible in real-time contexts because they require future data, which involves knowledge
of future values.

In the third step, exogenous variables were longitudinally aligned with the CGM time
series for each patient. Basal insulin injections were matched to the nearest CGM time point.
A similar approach was applied to bolus insulin. If no bolus insulin event was temporally
close to a CGM measurement, a value of zero was assigned, indicating periods when no
insulin boluses were administered.

Finally, initial correlation analyses revealed that the carbohydrate fraction (CO) was
highly correlated with bolus insulin, with an average correlation coefficient of 0.71. Since
highly correlated variables can negatively impact model performance due to multicollinear-
ity, we decided to retain only basal insulin and bolus insulin as exogenous variables.

2.2. Models Development

We explored the application of the encoder–decoder TimeGPT model with different
settings for BG forecasting using CGM data and exogenous variables. These models were
compared with state-of-the-art models, namely ARIMAX, XGBoost, and LSTM, as well as
MLP-based models, including a baseline Shallow-MLP network, TiDE, and TSMixer.

The training and testing paradigm was applied to all models except the base TimeGPT
model, which was already pre-trained. To build the training set for each patient, we first
identified the longest time series of BG data that was free of missing values for every
patient. Once these segments were identified for all patients, we then determined the
shortest duration that was consistently available across all of these segments. This ensured
that every model was trained on a uniform and complete set of data for each patient,
allowing for fair comparisons across the models.

Regarding the test set, we followed a similar approach, taking the second-longest time
series without missing values. A time window of 146 points and different time horizons
of 15, 30, and 60 min were used in these experiments, as shown in Figures 1 and 2. The
146-point time window was specifically chosen as the minimum required by a fine-tuned
version of TimeGPT, as outlined in Section 2.2.3.
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Figure 1. Comparison of state-of-the-art and foundational model approaches for forecasting glucose
levels using glucose and insulin signals. The upper panel depicts a conventional workflow, where a
training dataset is used to train multiple models, which are then validated on a separate test dataset
to generate predictions. In contrast, the lower panel illustrates the foundational model approach,
where a pre-trained foundational model is used directly for predictions, bypassing the need for an
additional training phase.
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Figure 2. Schematic of the fine-tuning process for a pre-trained model using continuous glucose
monitoring and insulin data to predict future glucose levels at 15, 30, and 60 min forecasting horizons.

As regards models requiring a training phase, an extensive grid search was con-
ducted separately on each patient’s training time series data to identify the optimal hy-
perparameters, as detailed in the following. For models that did not require a training
phase, such as TimeGPT, we applied the hyperparameters recommended by the authors in
the documentation [26].

Additionally, we explored a multi-patient training strategy for models with a large
number of parameters, i.e., TiDE and TSMixer, to compare them with TimeGPT. Specifically,
models were trained on a dataset containing data from n − 1 patients (resulting in the
TiDE-MM and TSMixer-MM models) using a leave-one-patient-out approach on the train-
ing data. The testing phase, however, followed the same method as previously described.

Finally, we employed the Friedman test and Wilcoxon signed-rank test to evaluate the
statistical differences between the models. All analyses were conducted on a 2019 Apple
Mac mini with 32 GB of RAM and an Intel Core i5 processor.



Diabetology 2024, 5 589

2.2.1. State-of-the-Art Models

The ARIMAX model captures the relationships between an observation and several
lagged observations (p parameter), the number of differences required to make the time
series stationary (d parameter), and the relationship between an observation and the
residual errors from a moving average model applied to lagged observations (q parameter).
During our grid search, we varied the p and q parameters from 1 to 10, while the d
parameter was automatically determined using the optimization algorithm provided by
the pmdarima Python package.

Recent approaches have increasingly focused on machine learning and deep learning
techniques, such as XGBoost, LSTM, and CNNs. XGBoost is a machine learning algorithm
that constructs an ensemble of decision trees sequentially, with each tree correcting the
errors made by the previous ones. Key parameters of XGBoost include the maximum depth
of a tree (varied in our grid search from 3 to 9), the minimum sum of instance weights
needed in a child node (from 1 to 5), the regularization term (from 0 to 0.3), the number of
trees in the model (from 500 to 2000), and the learning rate, which scales the contribution
of each tree (from 0.01 to 0.2).

In contrast, LSTM networks are a subclass of RNNs designed to learn long-term
dependencies. They feature a distinctive architecture with memory cells and three types of
gates—input, forget, and output gates—that regulate the flow of information within the
memory cell. This gating mechanism helps LSTMs to overcome the vanishing gradient
problem, allowing them to preserve relevant information over extended periods, which is
particularly advantageous for sequential data tasks. We used the hyperbolic tangent as the
activation function and explored various parameter settings to optimize the LSTM model,
including the number of LSTM layers (1, 2, or 3), the number of units in the LSTM layers
(ranging from 30 to 100), the batch size (from 16 to 64), and the number of epochs (10, 20,
or 50), adopting the Adam optimization algorithm. The number of epochs for the LSTM
model were chosen based on the latest research in the literature [33–35], which indicates
that using a high number of epochs in complex model like LSTM can degrade performance.
This is because excessive epochs may lead to overfitting and stability issues in the network.

CNNs-1D are designed to process data with a grid-like structure. They take one-
dimensional time-series data as the input, transform the data through a series of hidden
layers, and output class scores. In our grid search, we explored several configurations to
optimize the network, including varying the number of convolutional layers (1 to 3), the
number of filters in the convolutional layers (32, 64, or 128), and the activation function
(rectified linear unit or hyperbolic tangent). We also tested different batch sizes (16, 32, or
64), different convolutional kernel sizes (2, 3, or 5), and different numbers of epochs (10, 20,
or 50), adopting the Adam optimization algorithm.

2.2.2. Multilayer Perceptron-Based Models

An MLP is a type of neural network composed of neurons arranged in multiple layers.
Each neuron processes input vectors, weights, and biases, which are adjusted during
training to minimize the error between actual and predicted outcomes. In this study, we
implemented a baseline MLP-based model, named Shallow-MLP, with two layers and
optimized it through a grid search. The hyperparameters we tuned included the number of
neurons in the hidden layers (50, 100, or 150), the batch sizes (10, 20, or 30), the number of
training epochs (50, 100, or 150), and the choice of optimizer (Adam or RMSprop).

Next, we considered more advanced MLP-based architectures such as TiDE and
TSMixer. TiDE utilizes an encoder–decoder architecture with dense MLP layers for both
encoding and decoding processes. The encoder transforms past time series data and co-
variates into a dense representation, while the decoder uses this representation to generate
future predictions. Key components of TiDE include feature projection, where dynamic
covariates are mapped into a lower-dimensional space using residual blocks, and a tem-
poral decoder that combines encoded vectors with future covariates to produce the final
predictions. We optimized TiDE through a grid search across various hyperparameters,
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including the number of encoder layers (1, 2, or 3) and decoder layers (1, 2, or 3), the
decoder output dimension (10, 20, or 30), and the hidden size (50, 100, or 150). Additionally,
we explored the temporal width of past data used by the model (0, 5, or 10), the number of
epochs (10, 20, or 50), and various dropout rates (0.1, 0.2, or 0.5).

On the other hand, TSMixer employs a distinct approach by alternating between
time-mixing and feature-mixing MLP layers to capture both temporal dependencies and
cross-variate interactions in the time series data. Time-mixing MLPs process each feature
independently across all time steps to capture temporal patterns, while feature-mixing
MLPs manage interactions between different variables at each time step. Additionally,
TSMixer includes a temporal projection layer that maps the processed time-series data
from the input sequence length to the forecast sequence length. This design allows the
TSMixer to model both temporal and cross-variate interactions effectively without relying
on a traditional encoder–decoder framework. To optimize TSMixer, we performed a grid
search across key parameters, including the hidden layer size (50, 100, or 150), the size of
the first feed-forward layer (100, 200, or 300), and the number of mixer blocks (1, 2, or 3).
We also explored different activation functions (rectified linear unit, hyperbolic tangent,
or sigmoid), various dropout rates (0.1, 0.2, or 0.5), different batch sizes (32 or 64), and
different numbers of training epochs (50 or 100).

2.2.3. Foundational Models

TimeGPT is a time series forecasting model built on the transformer architecture,
originally designed for natural language processing (NLP). Central to TimeGPT is the
self-attention mechanism, which dynamically assesses the importance of different time
points within an input sequence. This mechanism is crucial for capturing long-term
dependencies and relationships in time series data, thereby enhancing forecast accuracy.
By computing a weighted sum of input features, self-attention enables the model to focus
on the most relevant parts of the time series, making it particularly effective for identifying
complex patterns.

The architecture of TimeGPT follows the typical transformer design, comprising an
encoder–decoder structure. The encoder processes historical time series data, converting it
into encoded representations that capture underlying patterns and essential information,
such as trends, seasonality, and other temporal dynamics, from the input sequence. The
decoder then uses these encoded representations, along with positional information about
future time points, to generate forecasts. The final forecasted values are produced by
passing the decoder’s output through a linear layer.

TimeGPT also incorporates positional encoding within the encoder to maintain the
sequential order of data points. This encoding is added to the input embeddings, helping
the model to distinguish between different positions in the sequence and better understand
temporal relationships.

Key parameters in TimeGPT include the time horizon (h), which specifies how far
into the future the model predicts (e.g., 15, 30, or 60 min in our experiments), and the
sampling frequency (freq), which determines the intervals at which the time series data
are sampled (in our case, the data are sampled every 5 min, corresponding to the CGM
sampling frequency). A detailed explanation is provided in the Supplementary Materials.

A notable advantage of TimeGPT is its pre-trained nature, which allows for immediate
deployment without additional training, thereby saving both time and computational
resources. However, for scenarios that require customization—such as when adapting the
model for individual patients in healthcare applications—fine-tuning is available. We used
this fine-tuning option to develop the TimeGPT fine-tuned (TimeGPT-FT) model. Neverthe-
less, the model could not be tuned using one validation time series and then evaluated on
a different test series due to constraints related to its export capabilities. Therefore, to build
the TimeGPT-FT model, we used a window of 146 data points—identified as the minimum
required for this parameter by the model—preceding each BG test point to be predicted, as
illustrated in Figure 2.
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Additionally, there was the option to utilize a long-horizon variant of TimeGPT
(TimeGPT-LH), specifically designed for predicting time series over extended durations (a
minimum of 72 timestamps). To ensure a fair comparison between the different models, we
also employed a window of 146 data points in TimeGPT-LH.

2.3. Evaluation Metrics

For the assessment of the proposed BG forecasting models, we employed a combina-
tion of standard indicators commonly used in the literature, evaluating prediction accuracy
in both analytical and clinical terms.

For the analytical evaluation, we utilized the Root Mean Square Error (RMSE) and the
Mean Absolute Error (MAE). These metrics provide a quantitative measure of prediction
error at the same scale as the BG values (mg/dL), with lower values indicating better
performance. The formulas for RMSE and MAE are presented in Equations (1) and (2),
respectively, where n denotes the length of the BG time series, yi represents the actual BG
value for the i-th observation, and ŷi is the predicted BG value for the same observation.
RMSE quantifies the average deviation of the model’s predictions from the actual values,
with larger errors having a greater impact due to the squaring of differences before aver-
aging. In contrast, MAE reflects the average absolute difference between the actual and
predicted values, treating all errors equally regardless of their size. While MAE offers a
straightforward representation of average error and is less sensitive to outliers, it does not
emphasize large errors as RMSE does.

RMSE =
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n

∑
i=1

(
yi −

^
yi

)2
(1)

MAE =
1
n

n

∑
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∣∣∣∣yi −
^
yi

∣∣∣∣ (2)

However, since RMSE and MAE do not provide any insight into the clinical impli-
cations of prediction errors, we also applied the Clarke Error Grid Analysis (EGA) [36].
EGA is a non-parametric graphical method that interprets the relationship between BG
measurements and their corresponding predictions based on the severity of the potential
harm caused by prediction errors. The grid is divided into five zones: Zone A represents
the area where the difference between actual and predicted BG values is less than 20%,
leading to accurate clinical decisions based on the prediction. Zone B indicates incorrect
but non-critical clinical decisions. In Zone C, prediction errors could result in inappropriate
treatment, though without dangerous consequences. Zone D errors fail to trigger necessary
corrections in cases of hypoglycemia or hyperglycemia, and Zone E errors are the most
dangerous, as they could lead to the treatment of hypoglycemia instead of hyperglycemia,
or vice versa.

3. Results
3.1. Glucose Data Analysis

Considering the entire monitoring period, after applying linear interpolation for gaps
up to 90 min, the BG time series exhibited an average of 2.07% (±1.95%) missing data across
all patients. Regarding glycemic control, patients spent an average of 70.98% (±14.69%)
of their time within the 70–180 mg/dL range (TIR), consistent with the last International
Society for Pediatric and Adolescent Diabetes (ISPAD) Consensus Guidelines [37]. The
average Time Above Range (TAR), which includes both TAR Level-1 (the percentage of BG
readings in the range of 181–250 mg/dL) and TAR Level-2 (the percentage of BG readings
above 250 mg/dL), was 24.87%. The average Time Below Range (TBR), which combines
both TBR Level-1 (the percentage of BG readings in the range of 54–69 mg/dL) and TBR
Level-2 (the percentage of BG readings below 54 mg/dL), was 4.15%.
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In the training data, each patient’s time series included 5 days, 21 h, and 50 min of
continuous measurements, with the test time series lasting 14 h and 40 min, both without
gaps. The stacked bars in Figure 3 show that the average distribution of time spent below,
above, and within this range is comparable between the training and test sets, as well
as with the original dataset, with no statistically significant differences. In the training
set, the average TIR was 71.18%, with TAR and TBR average values of 26.23% and 2.59%,
respectively. In the test set, the average TIR was 70.6%, with TAR and TBR average values
of 27.23% and 2.17%, respectively.
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Figure 3. Distribution of average time spent in different glycemic bands considering the entire dataset
(left), the training set (middle), and the test set (right). Each stacked bar shows the percentage of
time spent within various glucose ranges: Time Severely Above Range (TAR Level-2), Time Slightly
Above Range (TAR Level-1), Time In Range (TIR), Time Slightly Below Range (TBR Level-1), and
Time Severely Below Range (TBR Level-2). For ease of interpretation, the same colors as those used
in the Advanced Technologies & Treatments for Diabetes (ATTD) consensus report [38] are applied in
the figure.

While the average CGM-related metrics aligned with the ISPAD targets for safe
glycemic control, four patients (26.67%) in the training set and five patient (33.33%) in the
test set had considerably lower average TIR (<70%) and higher TAR (>25%) values than
recommended. Of these, three patients were consistent across both the training and test
sets. These patients showed also a high glycemic variability, with an average Standard
Deviation (SD) greater than 70 mg/dL and an average coefficient of variation (CV) greater
than the ≤36% ISPAD recommended target.

3.2. Models Performances
3.2.1. Statistical Evaluation

From the RMSE and MAE boxplots displayed in Figures 4 and 5, it can be ob-
served that the TimeGPT model is comparable to, or outperforms, all state-of-the-art
and MLP-based models trained individually on patients for both the 15 min and 30 min
forecasting horizons.
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Specifically, for the 15 min forecasting horizon, the median RMSE of the TimeGPT
model (14.40 mg/dL ± IQR 10.18 mg/dL) is comparable to that of the LSTM model
(14.41 mg/dL ± IQR 7.07 mg/dL) and the TiDE-MM model (15.86 mg/dL ± IQR
6.55 mg/dL). However, a Wilcoxon signed-rank test and Tukey HSD test revealed a statis-
tically significant difference in the case of TiDE-MM. Regarding MAE, the LSTM model
shows a slightly better median performance than the TimeGPT model (11.53 mg/dL vs.
12.29 mg/dL, respectively), while TiDE-MM has a higher median MAE (13.77 mg/dL).
However, these differences were not statistically significant. TimeGPT also demonstrates
marginally better performance compared to the TimeGPT-FT and TimeGPT-LH models,
though these differences are not significant.

For the 30 min forecasting horizon, TimeGPT achieves the best median RMSE
(18.26 mg/dL ± IQR 17.57 mg/dL) and median MAE (15.59 mg/dL ± IQR 15.29 mg/dL),
with statistically significant differences compared to TimeGPT-FT and TiDE-MM.

Additionally, it can be observed that MLP-based models, such as TiDE and TSMixer,
trained on individual patients, have a reduced performance compared to when they are
trained on multiple patients. Nevertheless, statistical analysis confirms that TimeGPT’s
RMSE values show significant differences when compared to TiDE and TSMixer models,
regardless of whether they were trained on individual or multiple patients across both
forecasting horizons.

The poorest-performing model in terms of RMSE and MAE for the 15 min forecasting
horizon was TSMixer, with an RMSE of 30.89 mg/dL (±IQR 16.73 mg/dL) and an MAE of
26.67 mg/dL (±IQR 13.14 mg/dL). For the 30 min forecasting horizon, the CNN-1D model
showed the lowest performance among all models, with an RMSE of 45.41 mg/dL (±IQR
29.11 mg/dL) and an MAE of 38.43 mg/dL (±IQR 27.96 mg/dL).

The Supplementary Materials provide further analysis for the 60 min forecasting
horizon, where TimeGPT also achieved lower RMSE and MAE values than the other
models used for this task.

To highlight the robustness of the models with respect to the therapy administered
to pediatric patients, we compared the performance of the models between those treated
with AHCL therapy and those treated with SAP therapy. A Mann–Whitney U test was
conducted to assess the statistical significance of the differences in model performance
between the two groups. The results indicated that no significant differences were observed
for any of the models, suggesting that the predictive models, particularly TimeGPT, are
robust across both therapy types.

3.2.2. Clinical Evaluation

Tables 2 and 3 summarize the performance of the models based on the EGA for 15 min
and 30 min forecasting, respectively.

Table 2. Clarke Error Grid average values of different models for the 15 min forecasting horizon.

Model A B C D E

ARIMAX 91.33 8.67 0.0 0.0 0.0
XGBoost 78.44 17.33 0.0 4.22 0.0

LSTM 86.44 12.67 0.0 0.89 0.0
CNN-1D 67.56 30.22 0.0 2.22 0.0

Shallow-MLP 73.55 23.55 0.0 2.89 0.0
TiDE 64.89 30.44 0.0 1.11 0.0

TiDE-MM 87.11 11.78 0.0 1.11 0.0
TSMixer 53.55 40.88 0.0 5.55 0.0

TSMixer-MM 60.44 35.11 0.0 4.44 0.0
TimeGPT 85.56 12.67 0.0 1.78 0.0

TimeGPT-FT 84.89 14.0 0.0 1.11 0.0
TimeGPT-LH 81.11 15.11 0.0 3.78 0.0
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Table 3. Clarke Error Grid average values of different models for the 30 min forecasting horizon.

Model A B C D E

ARIMAX 61.78 36 0 2.22 0
XGBoost 61.11 34.67 0 4.22 0

LSTM 61.78 34.89 0 3.33 0
CNN-1D 45.56 50 1.78 4.67 0

Shallow-MLP 56 39.77 0.44 3.77 0
TiDE 51.33 42.22 1.11 5.33 0

TiDE-MM 57.11 38 0 4.89 0
TSMixer 45.33 46 1.33 6.89 0.44

TSMixer-MM 51.22 47.2 0 1.58 0
TimeGPT 74 22.89 0.22 2.89 0

TimeGPT-FT 68.22 28.89 0.89 2 0
TimeGPT-LH 69.56 25.56 0.89 4 0

For the 15 min forecasting horizon, as detailed in Table 2, the ARIMAX model achieved
the highest percentage of predictions in Zone A (91.33%), followed by TiDE-MM (87.11%)
and LSTM (86.44%). TimeGPT also had a good performance, with 85.56% of predictions in
Zone A, comparable to the results of TimeGPT-FT and TimeGPT-LH models (84.89% and
81.11% in Zone A, respectively). The TSMixer model shows the lowest EGA quality, with
fewer than 60% of predictions in Zone A and 40.88% in Zone B.

For the 30 min forecasting horizon, as shown in Table 3, TimeGPT had the high-
est percentage of predictions in Zone A (74%), followed by TimeGPT-LH (69.56%) and
TimeGPT-FT (68.22%). However, overall EGA quality decreases compared to the 15 min
forecasting horizon, with some predictions falling into Zone C and particularly in Zone
E, which was empty in the 15 min horizon. ARIMAX, LSTM, and XGBoost exhibited a
similar performance, with approximately 61% of predictions in Zone A. CNN-1D and
TSMixer-MM models showed the lowest performance, with around 45% of predictions in
Zone A and a significant dispersion of points in Zones B and D.

For the 60 min forecasting horizon, as presented in Supplementary Table S1, TimeGPT
had the highest performance in Zone A (64%), consistent with the fine-tuned version of
TimeGPT, while the long-horizon version of TimeGPT followed closely, with
60.89% of predictions in Zone A. Other models showed a notable decline in the percentage
of predictions falling in Zone A. The CNN-1D and TiDE models performed particularly
poorly, with 44.67% and 37.78% of points in Zone A, respectively, and significant percent-
ages of predictions falling into Zones C and D.

4. Discussion

In this exploratory study, we compared foundational generative models, particularly
TimeGPT, with current state-of-the-art models for predicting BG levels. It is important
to note that although TimeGPT was not specifically trained on our dataset, it was pre-
trained on various datasets from diverse fields, including economics, energy, and medicine.
However, the specific type of medical data used during its pre-training were not disclosed
by the authors.

Our initial analysis revealed that the average CGM-related metrics generally aligned
with ISPAD targets for safe glycemic control. However, five out of fifteen patients (33.33%)
exhibited a significantly lower average TIR (<70%) and higher TAR (>25%) in the test
time series. Additionally, while the overall average SD in the test set was 46.07 mg/dL
(±19.71 mg/dL), these five patients had a higher average SD of 70.01 mg/dL
(±19.20 mg/dL) compared to the others, with a peak SD of 83.54 mg/dL and a coeffi-
cient of variation (CV) of 39.95% in one patient. This high glycemic variability impacted
the models’ performance.

Our findings suggest that TimeGPT, with its context-based architecture, can effectively
predict glycemic behavior across a variety of patients, even without specific training on their
data. Remarkably, it achieved comparable or lower RMSE values at both the 15 and 30 min
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forecasting horizons when compared to state-of-the-art models and MLP-based approaches.
The absence of statistically significant performance differences between TimeGPT and
models such as ARIMAX, XGBoost, and LSTM—despite these models being trained on
individual patient data—highlights TimeGPT’s ability to generalize across diverse pediatric
T1D patient profiles. Additionally, its consistent performance across different therapies,
such as AHCL and SAP, further emphasizes its robustness and flexibility.

We also assessed the models’ clinical performances using EGA. TimeGPT demon-
strated high performances, with 98% of its predictions falling into clinically safe Zones A
and B, and only 1.78% falling into Zone D. Similar outcomes were observed with other
TimeGPT-based models, as well as ARIMAX, XGBoost, and LSTM models, although the XG-
Boost model had a lower percentage of predictions in Zone A within the 15 min forecasting
horizon compared to the others.

In contrast, models like TiDE and TSMixer, which rely on MLP architectures with
hundreds of thousands of parameters, underperformed when trained on individual patient
data, likely due to overfitting. Notably, the results from the TiDE-MM models showed that
training on a larger dataset (using a leave-one-patient-out strategy) significantly improved
their ability to predict BG levels, as these models require more data than ARIMAX, LSTM,
and XGBoost to reach optimal performances.

For the 60 min forecasting horizon, as detailed in the Supplementary Materials, most
models experienced a general decline in accuracy, highlighting the challenges of medium-
term predictions in T1D. Nevertheless, TimeGPT still achieved results that were comparable
to or better than those of other models.

Among the different variants of TimeGPT—pre-trained (TimeGPT), pre-trained and
fine-tuned (TimeGPT-FT), and pre-trained for long horizons (TimeGPT-LH)—the pre-
trained model slightly outperformed the other two. However, this may be attributed to the
study’s design limitations. Specifically, we were unable to tune the TimeGPT model using
a specific validation time series and then test it on a different time series, as the model
cannot currently be exported. Consequently, we decided to fine-tune the model using
the 146 points preceding each test point, which is the minimum allowed value for this
parameter, though this may not have been optimal for this context. For the long-horizon
version, which is designed to predict time series progression over extended periods (at least
72 timestamps), we used the same 146-points time window to ensure a fair comparison.
Despite this, TimeGPT still outperformed TimeGPT-LH.

A key limitation of the study is the small sample size, which may affect the generaliz-
ability of the results. The research included only 15 pediatric patients with Type 1 Diabetes
treated at the Diabetes Unit of Bambino Gesù Children’s Hospital, Rome, Italy. This limited
sample is due to challenges in accessing T1D pediatric patient data, particularly given
the ethical constraints and the complexities involved in obtaining consent for clinical data
collection. To partially address this limitation, we also applied the TimeGPT model—using
the same configuration—on the OhioT1DM 2018 dataset [39], which contains data from
six adult T1D patients with CGM and insulin records. We compared its performance with
ARIMAX and LSTM, the models that performed best on our pediatric dataset. On the
OhioT1DM data, TimeGPT achieved a median RMSE of 10.79 mg/dL and a median MAE
of 9.36 mg/dL for 15 min forecasts. For longer intervals, TimeGPT reported a median
RMSE of 19.26 mg/dL and a median MAE of 15.84 mg/dL, as indicated in the Supplemen-
tary Materials. Furthermore, the Wilcoxon test showed no significant differences between
TimeGPT and the patient-specific models (LSTM and ARIMAX).

We acknowledge that this study is exploratory; however, it offers valuable insights
into the potential of foundational models for predicting glycemic levels in pediatric
T1D populations.

In addition, the computational cost analysis shows that ARIMAX is the most efficient
model, with a computation time of just 12 s, making it significantly faster than more
complex architectures, such as LSTM (1.242 s), CNN-1D (2.840 s), and others. Despite its
simplicity, ARIMAX demonstrated its effectiveness, with a relatively low RMSE compared
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to more complex models like CNN-1D and XGBoost. However, transitioning to multi-
patient training leads to a substantial increase in computational time, with an average
augmentation of 1746%. This rise in training time is accompanied by a notable improvement
in model performance, with an approximate 30% reduction in RMSE for 15 min forecasting
and a 12% reduction in RMSE for 30 min forecasting. These findings illustrate that while
larger datasets can significantly enhance model accuracy, they also result in a considerable
increase in computational demands, which can be challenging in a real-world scenario.

5. Conclusions

This study explored the effectiveness of foundational models, with a particular focus
on TimeGPT, in predicting glycemic levels among pediatric patients with T1D. We com-
pared TimeGPT to state-of-the-art and MLP models. TimeGPT consistently matched or
outperformed other models in short-term predictions (15 and 30 min) in both analytical
and clinical assessments. Notably, it demonstrated strong generalization abilities without
requiring patient-specific training.

Overall, foundational models demonstrate potential for medical predictive analyt-
ics and could play a crucial role in future medical devices, such as artificial pancreas
systems. However, the application of these models in medical tasks—such as using
TimeGPT for glucose forecasting or employing chatbots like ChatGPT to address clinical
questions—requires thorough investigation [40,41]. Identifying and addressing limitations,
especially regarding the transparency and quality of training data, is crucial for improving
their effectiveness in patient care [42–44].

Supplementary Materials: The following supporting information can be downloaded at:
https://www.mdpi.com/article/10.3390/diabetology5060042/s1, Figure S1: Boxplot of Root Mean
Square Error (RMSE) values across different models for 60 min forecasting horizons; Figure S2: Box-
plot of Mean Absolute Error (MAE) values across different models for 60 min forecasting horizons;
Figure S3: Boxplot of Root Mean Square Error (RMSE) values for different models at 15 min and
30 min forecasting horizons on the OhioT1DM 2018 dataset; Figure S4: Boxplot of Mean Abso-
lute Error (MAE) values for different models at 15 min and 30 min forecasting horizons on the
OhioT1DM 2018 dataset; Table S1: Clarke Error Grid average values of different models for the 60 min
forecasting horizon.
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