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Abstract: Around the globe, agriculture has grown to a point where it is now a financially feasible
way to produce more sophisticated cultivation methods. Throughout the long tradition of agriculture,
this represents a pivotal moment. The widespread adoption of data and the latest technological
advances in the contemporary period allowed this paradigm change. However, pests remain to
blame for significant harm done to crops, which has a detrimental impact on finances, the natural
world, and society. This highlights the necessity of using automated techniques to apprehend pests
before they cause widespread harm. Agriculture-related issues are currently the predominant subject
for research that utilizes ML. The overarching aim of this investigation is the development of an
economically feasible method for pest detection in vast fields of crops that IoT enables through the
use of pest audio sound analytics. The recommended approach incorporates numerous acoustic
preparation methods from audio sound analytics. The Chebyshev filter; the Welch method; the
non-overlap-add method; FFT, DFT, STFT, and LPC algorithms; acoustic sensors; and PID sensors are
among them. Eight hundred pest sounds were examined for features and statistical measurements
before being incorporated into Multilayer Perceptron (MLP) for training, testing, and validation. The
experiment’s outcomes demonstrated that the proposed MLP model triumphed over the currently
available DenseNet, VGG-16, YOLOv5, and ResNet-50 approaches alongside an accuracy of 99.78%, a
99.91% sensitivity, a 99.64% specificity, a 99.59% recall, a 99.82% F1 score, and a 99.85% precision. The
significance of the findings rests in their potential to proactively identify pests in large agricultural
fields. As a result, the cultivation of crops will improve, leading to increased economic prosperity for
agricultural producers, the country, and the entire globe.

Keywords: Internet of Agricultural Things; deep learning; Multilayer Perceptron; pest detection;
sound analytics

1. Introduction

Intelligent agriculture monitoring systems collect real-time agricultural data via IoT
sensor networks [1]. Agriculture’s production, efficiency, and sustainability are improved
via automation and artificial intelligence. IoT devices use small sensors to measure soil
moisture, temperature, humidity, light intensity, air quality, crop health, and water levels.
These sensors are deliberately placed across a farm to collect data from multiple places.
Internet-connected sensors use Wi-Fi, Lo-RaWAN, cellular, or satellite networks [2]. This
link allows data to be easily transmitted to the cloud. IoT sensors are stored, analyzed, and
processed in the cloud. Cloud computing features include scalability, real-time data access,
and secure storage. The cloud platform discovers machine learning and analytics [3]. Esti-
mates of crop health, appropriate watering regimens, and early disease and pest detection
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are examples of these findings. Farmers and agriculturalists can access real-time data via
simple smartphone apps and web dashboards [4]. They use these networks to monitor
their crops and farms remotely.

Pest management and irrigation systems can be automated using research and ideas.
Data-driven farmers save money and resources [5,6]. They improve irrigation, fertilization,
and other agricultural practices to boost crop output. Water and the environment are
conserved via efficient fertilizer and water use. Early pest and disease detection prevent
mega-outbreaks and crop losses. Remote agriculture gives farmers independence. Sustain-
able farming techniques decrease waste and resource usage [7–9]. This study proposes a
real-time pest detection method using MLP and sound analytics. Technology will improve
insect monitoring and treatment, making farming more efficient and environmentally
friendly [10,11].

2. Dataset and Data Pre-Processing

The Agricultural Research Service (ARS) of the United States Department of Agricul-
ture (USDA) is responsible for keeping the sound pest library, which is located at [12]. The
sound recordings in this library were gathered using various acoustic sensors to record
the sounds produced by various insect species. A network of IoAT devices over large
agricultural areas can record pest sounds. The suggested technique analyzed 800 audio
recordings of 16 pests, as indicated in Figure 1. The Chebyshev filter denoised pest audio
data; the Welch approach reduced audio spectrum leakage; the non-overlap-add method
transformed overlapping frames into non-overlapping ones; FFT, DFT, and STFT trans-
ferred time to the frequency domain and characterized and analyzed pest audio data for
fusing with a recommended deep learning system model; and LPC extracted features from
pest audio sound signals. The GMM calculated statistical measurements. In total, 70% of
the data were used for training, 20% for testing, and 10% for validation.
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List of Pests used for analysis Name of Pest
1 Hadula trifolii
2 Holotrichia parallela
3 Anomala corpulenta
4 Lepidoptera
5 Cock roach
6 Plodia interpunctella moth
7 Noctuid moth
8 Mole-cricket
9 Manduca
10 Weevils
11 Rice Hispa
12 Geotrupes egeriei
13 Grasshopper
14 Cnaphalocrocis medinalis
15 Mythimna separata
16 Helicoverpa armigera

Figure 1. List of pests used for analysis.

3. Proposed Methodology
3.1. MLP System Model

We have used a fully lined 4-layered MLP as shown in Figure 2. Every computation
abstraction layer has a fixed number of neurons. NN learns and weights neurons. The
model layer sequence is input, first hidden, second hidden, output. The number of feature
dataset input–output neurons create NN input and output layers. Based on identified
ideas, inner layers have any number of neurons. The input layer has 20 nodes. It is 20*1.
The improved first hidden layer has 40 neurons and ReLU. This layer’s neurons weigh
all input layer neurons. A 20*40 input-hidden layer connects the weight matrix. The 40-
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neuron second hidden layer activates ReLU. Neurons are weighted to all first hidden-layer
outputs. The first and second hidden layers’ linking weight matrix is 40*40. The fourth
layer, output, contains instantaneous input feature labels in 16 nodes, 1 per class. The
output layer activates the sigmoid. Each node has all second hidden-layer neurons with
output layer weights. The second hidden and output layers have a 40*16 linking weight
matrix. Equation (1) calculates the output of a neuron Z(B1) at the first hidden layer using
the weighted average of all inputs and bias E1 and F1(p) from Equation (2).

Z(B1) = F1(∑20
i=1(Ai Mi1) + E1) (1)

F1(p) =
{

0,
p,

0 < p
p ≥ 0

(2)
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Figure 2. The architecture of the MLP system model.

The outcome of each neuron Z(C1) in the second hidden layer is supplied by Equation (3)
and computed as the weighted average and E2, which is assessed by F1(p), provided via
Equation (2).

Z(C1) = F1(∑40
j=1

(
Z
(

Bj
)

Mj1
)
+ E2) (3)

In the end, D1, provided via Equation (4), produced second layer outputs and bias E3,
assessed with F2(p), provided via Equation (5). The prediction output probability changed
from 0 to 1.

D1 = F2(∑40
k=1(Z(Ck)Mk1) + E3) (4)

F2(p) =
1

1 + e−p (5)

3.2. Architecture of the Proposed System

In big agricultural fields, it is feasible to identify pests by monitoring the sounds
that pests produce and then comparing those sounds to data that have been gathered.
This process is known as acoustic analysis. One can examine a sound to detect insects by
comparing it with data already known in the database. These data should include sound
processing information and should be analyzed with the help of the MLP system model and
the sound analysis algorithm. Sending an agricultural pest’s sound to the microcontroller
analyses it to find the insects. If pests are unwanted, the PID sensor detects changes in
their infrared emission (heat). The PID sensor can detect heat up to nine meters from an
object above 0 degrees Celsius. The suggested system design is shown in Figure 3. After
confirming that the invasive species is present in the field, acoustic sensors that cover the
entire field are utilized to record pest sounds. After that, these noises are compared to
a modified insect sound from the database. It uses sound-based technology to identify
unwanted animals.
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4. Experimentation, Results, and Analysis
4.1. Experimental Setup

For experiments, we used a computer with Windows 10, an Intel(R)Core (TM) i5-
9300H processor at 2.40 GHz, 64 gigabytes of RAM, and a video card with additional effects.
The study used Python 3.8.10 to simplify completion. Throughout the study, PyTorch
1.9.0 helped create the network model. Additionally, GPU acceleration with CUDA 10.2
increased computer graphics’ computation power.

4.2. Performance Parameters

A different arrangement was assessed for general performance. Then, it was compared
to the recommended solution, which used multiple methods to attain this goal. “True
positive,” “true negative,” “false positive,” and “false negative” were symbolized by their
respective words.

Accuracy =
(TrueN + TrueP)

(TrueN + TrueP + FalseN + FalseP)
and Sensitivity =

TrueP
TrueP + FalseN

(6)

Specificity =
TrueN

TrueN + FalseP
and Reca =

TrueP
(FalseN + TrueP)

(7)

and Precision =
TrueP

TrueP + FalseP
. and F1 − score =

Two ∗ precision ∗ recall
precision + recall

(8)

MSE = (1/m) ∗ Σ (a − f)2 (9)

PE = (a − f) ∗ 100 (10)

4.3. Results

Table 1 presents the training, testing, and hypothesis testing data. The respective
values of these percentages are 70, 20, and 10 percent.

Table 1. Samples were taken from the dataset.

Training Samples 70% Testing 20% Validating 10% Total Samples

560 160 80 800

The accuracy scores, sensitivity scores, specificity scores, recall and precision scores,
F1 scores, MSE scores, and PE values were generated by the MLP system model. These
findings are presented visually in Figure 4. The presented MLP system model obtained
accuracy ratings of 99.78%, 99.63%, and 99.76%, respectively, throughout the training,
validation, and testing phases summarized and shown visually in Figure 5. As shown in
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Figure 6, the recommended MLP system representation had impairments of 0.22, 0.37, and
0.24 throughout training, validation, and testing.
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4.4. Performance Comparisons

Figure 7 presents an exposition of what was found in an investigation comparing the
currently proposed research initiatives and the state-of-the-art methods.
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Figure 7. Performance comparison of proposed work with state-of-the-art works.

5. Limitations of the Proposed System and Future Scope

The proposed system used only 16 pest species and had a 99.78% detection rate; this is
a limitation. With at least 100 pests, the suggested approach is expected to detect 100% soon.

6. Conclusions

We present the most data-driven, scientifically sound, and technologically advanced
agricultural data ever. Agricultural IoT has made farming wise. This calamity transformed
farming and opened doors. The problems farmers encounter limit agricultural productivity.
Bugs, mites, and others cost agriculture a lot. Pesticides help farmers control weeds, plant-
killing pathogens, and illnesses. Pesticides harm the environment, health, and the economy.
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This study built an MLP-based, IoT-based autonomous real-time insect surveillance system.
The IoT and sound analytics reduce pesticide use. Sound analytics can establish a pest’s
field presence by recording its sound.
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