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Abstract: India is the world’s leading producer and exporter of turmeric. Indian turmeric is known
as the best in the world because of its natural medicinal properties. Different turmeric varieties
have different amounts of nutritional value, which results in variations in their cost and quality. The
quality assessment of turmeric aids in evaluating and determining its quality, and it helps to promote
its marketing. Hence, the identification of turmeric cultivars is of great importance. But it requires
manual inspection by human experts, generates subjective results and is time-consuming. Machine
vision will provide a more accurate and faster way to identify different agricultural products and
their varieties. This study presents an automated system to identify turmeric rhizome varieties by
extracting morphological, color and texture features. The classification of different rhizome types is
carried out by using image processing techniques followed by K-Nearest Neighbor (KNN), Support
Vector Machine (SVM), Naïve Bayes (NB), Random Forest (RF) and Linear Discriminant Analysis
(LDA) classifiers. The proposed work shows promising results for the identification of turmeric
rhizome varieties.

Keywords: turmeric rhizome; segmentation; feature extraction; GLCM; K-Nearest Neighbor

1. Introduction

The automated identification and classification of agricultural products is an important
process in the area of agricultural automation [1]. India has produced and supplied a wide
variety of premium-quality spices to the entire world since ancient times, and hence, it is
known as the ‘Spice Bowl of the World’ [2]. India contributes 75% of the production of
whole spices in the world [3,4]. Turmeric is one of the important cash crops of India, and is
immensely tolerant to a variety of environmental changes, including high temperatures
and moderate drought. Turmeric cultivation is extremely profitable to farmers as they can
obtain a high yield by selecting pure-variety and good-quality seeds. But visual inspection
for variety identification and quality assessment needs human experts, and is a time-
consuming process with subjective results [4]. Hence, it requires automation in turmeric
rhizome identification that can be used during harvest for varietal identification and during
post-harvest for quality assessment [5]. The challenges for the automated identification of
turmeric rhizomes are the similarity in color, shape and variation among the same category
of turmeric, and the availability of large datasets, which is a major issue.

An appropriate combination of various handcrafted features and the selection of
appropriate machine learning classifiers can give precise and accurate classification results
for small datasets [6,7]. This research work presents a performance evaluation of different
machine learning classifiers, including K-Nearest Neighbor, Support Vector Machine, Naïve
Bayes, Linear Discriminant Analysis and Random Forest classifiers, for analyzing the
extracted color, texture and morphological features. We selected some RGB and LAB
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features after analyzing the results of the classifiers for all extracted features [8]. These
selected features were applied for the classification of five different turmeric varieties,
including Phule Swarupa, Ambe Halad, Kullu Local, Pitambar, and R-Sonia. The proposed
system can be implemented for identifying the variety of turmeric at the time of cultivation
for higher production with the pure variety, as well as on the market to obtain economic
benefits for dealers and farmers.

2. Related Work

Machine vision has a wide area of application in the agricultural domain [9]. It has
been used for many purposes like crop detection, yield prediction, the recognition of fruits
and vegetables and their quality analysis, disease identification, the varietal identification of
different agricultural products, and many more [10]. A. Aznan et al. presented an approach
for the classification of fifteen different types of commercial rice grain samples. The morpho-
colorimetric features were extracted from the rice sample images and classified by an ANN
model with ten hundred neurons and by using the Bayesian Regularization algorithm. The
highest accuracy obtained by this model was 91.6% [11]. S. Mawaddah et al. suggested
a way to classify rhizome images by using a Support Vector Machine classifier. Three
different types of rhizomes, turmeric, ginger and galangal, were identified based on their
extracted shape and texture features. The texture feature and combination of shape and
texture features demonstrated a good accuracy rate with the SVM classifier [12]. K. Sarode
et al. used a Graphical User Interface to calculate the different values for the texture feature
of given images. This work reduced the overhead of calculation and analyzed the features
of the images using the GLCM approach [13]. M. Mohd Ali et al. worked on infrared
thermal images to categorize three different cultivars of pineapple. Principal Component
Analysis is used to reduce the number of features out of the fourteen different extracted
features from the thermal images. In this work, a number of different machine learning
algorithms, such as KNN, SVM, decision tree, LDA and Naïve Bayes, were compared to
obtain the highest classification accuracy [14]. E. Ropelewska et al. proposed a model to
distinguish three different types of plum cultivars. In this study, 2200 texture features were
extracted for each individual color channel of the LAB, UVS, RGB and XYZ colorspace. The
Kstar classifier provides high performance for the recognition of plum cultivars based on
the selected texture features [15].

3. Methodology

An automated turmeric rhizome identification system is proposed to identify turmeric
rhizomes in an efficient and effective way. This system provides a more accurate and faster
way for turmeric rhizome identification than using traditional manual identification.

According to the proposed architecture of the system, the workflow steps are listed below:
Step 1: Acquire the rhizome images from fields or agriculture research centers to form

the dataset.
Step 2: Read each image from the dataset.
Step 3: Preprocess the original image by resizing, denoising, and performing col-

orspace conversion.
Step 4: Segment the image using the threshold technique.
Step 5: Extract the color and texture features of the rhizome.
Step 6: Train the model using the different machine learning classifiers.
Step 7: Classify the testing set using the trained model.
The following Figure 1 shows the architecture of the proposed turmeric identification

system.



Eng. Proc. 2023, 59, 34 3 of 9
Eng. Proc. 2023, 59, 34 3 of 10 
 

 

 

Figure 1. Proposed turmeric rhizome identification system’s architecture. 

3.1. Image Acquisition 

The images were acquired to create a dataset of five different varieties of turmeric 

rhizome by using a high-resolution digital camera. All the images were captured in nat-

ural sunlight and while maintaining a constant distance between the camera and the 

turmeric rhizome. The samples of different turmeric variety rhizomes were collected 

from the research center as well as from fields to create a dataset. The dataset contains a 

total of 1350 images of five different turmeric rhizome varieties, including Phule 

Swarupa (295), Ambe Halad (285), Kullu Local (200), Pitambar (280) and R-Sonia (290). 

The images were acquired during two different turmeric cultivation seasons. The sample 

images of the five varieties of turmeric rhizome are shown in Figure 2. 

 

Figure 2. Five different categories of turmeric rhizome. 

3.2. Image Preprocessing 

Image pre-processing improves the quality of an image to better analyze it. In pre-

processing, all the acquired images are first annotated manually, and then, resized to 150 

× 300. After that, a median filter is applied to remove unwanted noise from the image. To 

study the variations in the color of the turmeric variety, the images are then converted 

into different colorspaces. 

Figure 1. Proposed turmeric rhizome identification system’s architecture.

3.1. Image Acquisition

The images were acquired to create a dataset of five different varieties of turmeric
rhizome by using a high-resolution digital camera. All the images were captured in natural
sunlight and while maintaining a constant distance between the camera and the turmeric
rhizome. The samples of different turmeric variety rhizomes were collected from the
research center as well as from fields to create a dataset. The dataset contains a total of
1350 images of five different turmeric rhizome varieties, including Phule Swarupa (295),
Ambe Halad (285), Kullu Local (200), Pitambar (280) and R-Sonia (290). The images were
acquired during two different turmeric cultivation seasons. The sample images of the five
varieties of turmeric rhizome are shown in Figure 2.
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Figure 2. Five different categories of turmeric rhizome.

3.2. Image Preprocessing

Image pre-processing improves the quality of an image to better analyze it. In prepro-
cessing, all the acquired images are first annotated manually, and then, resized to 150 × 300.
After that, a median filter is applied to remove unwanted noise from the image. To study the
variations in the color of the turmeric variety, the images are then converted into different
colorspaces.
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3.3. Segmentation

Image segmentation is the process of extracting objects or regions of the image used
to obtain some useful information from it [8]. The segmentation phase is most important
for extracting the rhizome from the image. Three steps are involved in the segmentation
process here. Firstly, the image is converted into the HSI colorspace, and a hue channel
image is selected for further processing as it separates the background and the rhizome
region. After that, by using Otsu thresholding, a binary image is obtained for the extraction
of morphological features. The third step involves the use of a canny edge detection
operator and morphological operation to obtain the boundary of the turmeric rhizome. The
result of the segmentation process is shown in Figure 3.
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Figure 3. Segmented images.

3.4. Feature Extraction

In the field of computer vision and machine learning, feature extraction plays a crucial
role in the analysis of an object in an image. It is observed from the literature that the
morphological, color and texture features of turmeric play an important role in varietal
identification and quality analysis, as every turmeric variety’s rhizome has a unique color,
size and texture. Hence, a turmeric rhizome can be identified by using extracted features
and can be classified according to its particular class. The color, texture and morphological
features were extracted by using the most popular feature extraction techniques. A total of
48 features, including 6 morphological, 15 texture, and 27 color features, were extracted.

3.4.1. Color

Color is the most important visual feature to identify the turmeric variety, as each of
them has a slight difference in color [15]. RGB color histograms of each of the five varieties’
images are shown in Figure 4. The image color is represented using a different color model.
RGB, LAB and HSI are frequently used models that provide unique images that correspond
to each colorspace. Hence, 27 color features of the turmeric image area were extracted, like
mean, range and variance, for the separate color channels of RGB, HSI and LAB images.
The RGB color histograms of the five turmeric varieties are shown in Figure 4.
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Figure 4. RGB color histogram of (a) Ambe Halad, (b) Phule Swarupa, (c) Kullu Local, (d) Pitambar
and (e) R-Sonia varieties.

3.4.2. Morphology

Each turmeric variety has rhizomes of different sizes and shapes. Hence, morphologi-
cal features are also important in their identification. A number of morphological features,
including, area, width, height, perimeter, circularity and aspect ratio, were extracted [3,4].
The feature descriptions are as follows:

1. Area: the number of pixels in the region of the rhizome.
2. Width: width of a minimum rectangle enclosing the rhizome.
3. Height: height of a minimum rectangle enclosing the rhizome.
4. Perimeter: total number of boundary pixels.
5. Circularity: 4pi(Area)/(Perimeterˆ2)
6. Aspect ratio: Width * Length/Area

3.4.3. Texture

The texture feature represents the visual patterns of the image; it is the best component
to study when assessing structural patterns from image surfaces. Grayscale images are
used to calculate the GLCM features [16]. They enable the computation of how recurrently
a pixel and its contiguous pixel arise vertically, horizontally and diagonally [13]. The
GLCM approach was used to obtain five statistical features, including homogeneity [13],
correlation [17], energy [17], contrast [13] and dissimilarity [3].

Homogeneity : ∑N
i,j=1

Pi, j
(1 + (i− j)2)

(1)

Correlation :
∑N

i,j=1(i− x−)(j− y−)P(i, j)

σxσy
(2)

Energy : ∑N
i,j=1 P(i, j)2 (3)

Contrast : ∑N
i,j=1 Pi, j(i− j)2 (4)
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Dissimilarity : ∑N
i,j=1 Pi, j |i− j| (5)

4. Classification

Classifier selection is an important step because the same set of features may produce
different results for different classification techniques. Hence, through the comparative
study of different machine learning classifiers used by many researchers to work on similar
types of problems, the outperforming classifiers are selected in this work. The five different
varieties of turmeric rhizome are considered for classification. Firstly, the dataset was
divided into training and testing subsets with an 80% and 20% split. The classification was
performed by using KNN, SVM, Naïve Bayes, Random Forest and LDA classifiers based
on the extracted color, texture and morphological features. The classification accuracy
was also evaluated based on some selected RGB and LAB features after analyzing the
classification results of all the extracted features. The proposed classifier was tested with
visually similar turmeric rhizome varieties. The performances of classifiers were evaluated
with a confusion matrix and an ROC curve [18,19]. According to the confusion matrix, all
five varieties of turmeric rhizome were classified with the highest accuracy by using the
SVM classifier.

5. Results

The classification of five different categories of turmeric rhizome was performed by
using KNN, SVM, Naïve Bayes, Random Forest and LDA classifiers based on the extracted
features as shown in Figure 5a. The highest accuracy obtained when RGB features were
used is 92.24% when using the SVM classifier. The LDA classifier shows 89.01%, 88.4%,
81.1% and 67.7% accuracy based on LAB, HSI and texture and morphological features,
respectively as shown in Table 1a. The classification accuracy based on selected RGB and
LAB features are presented in Figure 5b. It is found that SVM with the selected features
gives better classification result as shown in Table 1b. The confusion matrix and the AUC-
ROC curves of SVM classifier with selected features is shown in Figure 6. The classification
accuracy with selected features is tested for the visually similar turmeric varieties like
Pitambar and R-Sonia as well as Phule swarupa and Kullu Local as shown in Table 2. It can
be seen from Figure 7a that the LDA is able to provide better accuracy for the classification
of Pitambar and R-Sonia turmeric varieties, and Random Forest classifier is able to yield
better classification accuracy for Phule Swarupa and Kullu Local varieties as presented in
Figure 7b.

1 
 

 

Figure 5. Performance of different classifiers on five varieties of turmeric rhizome data (a) using all
the extracted features and (b) using selected features.



Eng. Proc. 2023, 59, 34 7 of 9

Table 1. Performance of different classifiers on five different varieties of turmeric rhizome data
(a) using all the extracted features and (b) using selected features.

Classifier Accuracy

RGB LAB HSI Texture Morph
KNN 74.41 65.11 39.53 42.63 47.61
SVM 92.24 86.82 75.19 59.68 65.07
Naïve Bayes 65.89 72.86 42.63 65.11 65.07
Random
Forest 70.54 62.01 53.48 57.36 57.93

LDA 90.5 89.01 88.4 81.1 67.7
(a)

Classifier Accuracy
KNN 77.51
SVM 94.57
Naïve Bayes 79.06
Random
Forest 65.89

LDA 94.1
(b)
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Table 2. Accuracy of classifiers when applied to Pitambar and R-Sonia, and Phule Swarupa and
Kullu Local, with selected features.

Classifier Accuracy for Pitambar and
R-Sonia

Accuracy for Phule Swarupa
and Kullu Local

KNN 90.32 93.16
SVM 96.77 93.18
NB 91.93 95.45
RF 96.77 97.72
LDA 96.9 95.9
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6. Conclusions

The identification of turmeric rhizome variety becomes a challenging task as more
varieties are added to the dataset. The performance of different machine learning classifiers,
KNN, SVM, Naïve Bayes, Random Forest and LDA, are evaluated to identify the five
varieties of turmeric rhizome Phule Swarupa, Ambe Halad, Kullu Local, Pitambar and
R-Sonia. The results of the classifiers are analyzed for all the extracted color, texture
and morphological features [20]. It is observed that the SVM classifier outperforms in the
classification of all five varieties by using RGB color features. After analyzing the classifier’s
result for all the extracted features, it is found that RGB and LAB features give better results;
hence, the classifier’s performance is again analyzed for a combination of some selected
RGB and LAB features. As a result, it is found that for the selected features, SVM achieves
the highest accuracy of 94.57%.

When the turmeric rhizome varieties are visually similar, then it becomes really
difficult to identify them [21,22]. Hence, the accuracy of all these classifiers with the
selected features for the classification of such visually similar varieties is evaluated. It is
found that the highest accuracy of 96.9% is obtained by using LDA for the classification of
Pitambar and R-Sonia and the highest accuracy of 97.72% is achieved for the classification
of Kullu Local and Phule Swarupa by using Random Forest classifier. This system provides
faster and more accurate identification of turmeric varieties, which is useful for farmers
and merchants as well as customers. The present study can be extended to identify more
turmeric cultivars by adding more turmeric varieties.
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